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Abstract. Constant growth of cities and their rapid urbanization con-
tribute significantly to an increase in traffic congestion, leading to high
costs both in terms of time and fuel consumption. Intelligent Transporta-
tion Systems (ITSs) play an important role in managing traffic in urban
areas by reducing accidents and increasing road capacity. To accomplish
these tasks, these systems require live traffic data provided by differ-
ent sources. The most common one are induction loop sensors, located
on roads. When induction loop malfunctions occur, the data streams
become unavailable, making crucial ITS services inoperative until main-
tenance can take place. This research explores a proxy solution to such
problem: using predictions of deep learning models, such as Long Short-
Term Memory networks (LSTMs) and Temporal-Convolutional Networks
(TCNs) as temporary replacement data streams for faulty loops, based
on data from neighboring, functioning sensors. This method is presented
in a real-world scenario using data from a road segment in The Nether-
lands. The results show that the deep learning models can effectively
predict the data from malfunctioning sensors, thus allowing to overcome
the issues due to the missing information. The two models are compared
on this task to conclude that even though the TCN running times are
shorter, LSTM reaches similar levels of accuracy and provides more ro-
bust predictions toward short-term sensor failures.

Keywords: Traffic Prediction · Time-Series Forecasting · LSTM · TCN
· Sensor Malfunction

1 Introduction

Smart city services are widely spread, continuous development and expansion as
cities are constantly growing and becoming overcrowded due to urbanization and
a rise in the global population [8]. In these highly populated metropolitan areas,
traffic congestion is progressively becoming a critical issue. In fact, it entails
considerable costs related to hurdles in the productivity of economic activities
in a city and vehicle fuel consumption [2]. In addition, individuals are affected
in terms of time loss, increasing stress levels and high levels of air pollution,
especially during or close to traffic peak hours.
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With the aim of optimizing transport networks in order to reduce conges-
tion and provide users with real-time traffic data, Intelligent Transportation
Systems (ITSs) have become an essential part of urban life. These systems con-
sist of broad, accurate and real-time networks for transportation management
[4] which strongly rely on forecasting algorithms for short-term traffic flow to
identify potential congested areas. Nowadays, technological advances such as
the development of 5G communication systems, or increases in the number of
vehicle-detection sensors on the roads help to improve the efficiency and accu-
racy of ITSs. This turns into a reduction of traffic accidents and an increase in
the capacity of the lanes [3].

Due to the influence of the accuracy of the data used as input for these sys-
tems, the methods applied for collecting this data are of extreme importance.
The most common way of measuring the traffic flow is by employing induction-
loop sensors, located on the road. These act as counters, detecting single vehicles
traveling across them by measuring changes in the magnetic field [11]. The re-
liability of the information provided, as well as its quality, turns out to depend
substantially on the failure rate of the sensors [30].

Once a failure of one or more of the on-road sensors occurs, maintenance
is required to restore their functioning and continue streaming the data to the
transportation systems. However, the repair costs can be unsustainably high
[9]. With the high level goal of mitigating these costs, or potentially vanishing
them to a certain extent, this work focuses on leveraging deep learning models for
sequence predictions [12] to compensate for the lack of data due to faulty sensors.
Given the extended use of these sensors, the idea is to leverage the traffic flow
information collected from neighboring sensors as ‘predictors’ for other sensor
locations. In fact, since such sensors are widely located in roads, neighboring
networks of sensors are able to preserve enough information to retrieve data
from few faulty sensors.

In this study, we use two state-of-the-art methods for time series forecast-
ing, the first based on Long Short-Term Memory networks, previously used for
traffic prediction problems in [1], and the second one based on convolutional
networks [6]. The approach to determine the suited configuration of sensors to
use as predictors, is based on the previous work [1]. In this paper, the authors
distinguish between three types of sensor locations on a lane: central, entry, and
exit positions. The idea is to limit the amount of inputs to the networks and
reduce their complexity.

Our main contributions in this paper are the following:

– A framework which allows to replace malfunctioning traffic sensors by deep
learning models.

– Evaluation and comparison of two deep learning models for this task in a
real-world application domain.
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2 Background

In this section, sequence modeling with deep learning models is briefly presented,
together with previous research on traffic forecasting.

2.1 Deep Learning in Short-Term Traffic Forecasting

Traffic predictions can be seen as sequence forecasting problems, for which time
series prediction methods can be applied. In such problems, a temporal sequence
of data (x1, x2, ..., xt) is used as an input for a model in order to predict the
value at the next time step xt+1. A generalization of such problems allows
different input (x1, x2, . . . , xt) and output sequences (y1, y2, . . . , yt) such that
(x1, x2, . . . , xt) serves as predictor for the target value yt+1. Most of the research
done for traffic forecasting in the past focused on approaches based on statistical
models such as Auto Regressive Integrated Moving Average (ARIMA) and its
variants [22][27].

Nowadays deep learning models have gained popularity and have been widely
used for traffic prediction tasks [18][20][24], slowly overcoming statistical meth-
ods. At first, simple models, as Feed-Forward Networks, were mostly considered
for time series forecasting [23], until Recurrent Neural Networks (RNNs) proved
to reach better performances for sequence predictions [13]. Among them the Long
Short-Term Memory network (LSTM), [14] has been extensively used in traffic
forecasting [1][25][29], showing to outperform the previous ARIMA models [5].

Recently, [6] introduced the Temporal Convolutional Networks (TCNs) as
convolution-based network architectures for modeling sequential data, showing
comparable or superior performances to recurrent-based models on a variety of
time series tasks. This specific type of network was then employed for traffic pre-
diction problems [15][21]. Later on, it was demonstrated that it indeed achieved
highly accurate predictions, outperforming LSTMs under certain conditions [28].

2.2 Approaches towards Reliable Sensor Networks

To date, many approaches to tackle sensors failures based on optimization of
traffic sensor locations have been followed [16]. Moreover, other methods [17][26]
suggest to compensate for the missing data by using previously collected data
from the same sensor [7].

Many deep learning networks have been widely used for traffic prediction
purposes. However, to the best of our knowledge, such learning models have not
been employed to address the problem of data missing due to sensor systems
malfunctions. Since this problem in essence consists of a traffic forecasting prob-
lem, for our study we consider state-of-the-art neural networks for this task as
recurrent and temporal convolutional neural networks.

An approach for reducing the complexity of the networks for short-term
traffic forecasting by means of decreasing the number of sensors used as input to
the models was presented by [1]. In this case, the networks show to still be able
to reconstruct the vehicle counts along the entire road segment without directly
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getting the data from sensors placed at the center of the lane. In this paper
we follow these ideas with the main focus being to investigate the possibility
of replacing a faulty sensor. Additionally to the recurrent models considered in
[1], we examine and analyze the performances of another state-of-the-art neural
network model for traffic forecasting, the temporal convolutional network.

Typically, traffic prediction methods make use of data with narrow time
intervals, from 10 to 30 seconds, which result to be insignificant for traffic pattern
recognition [19]. However, for the specific purpose of this research, which is
to determine (long-term) tendencies in the traffic flow of a road, longer time
intervals are preferred [20].

3 Methodology

The approach followed in our research is presented in this section. This is divided
in two parts: a general overview of the problem layout, and the structure of the
prediction models.

3.1 General Problem Formulation

In this study we take the same approach to the sensor arrangement as in the
traffic forecasting scenario described by [1]. They divide all sensors on a road
stretch into three main categories: sensors on the entry and exit points, and
sensors on the centre lane.

This classification allows for recognizing the link between the different sen-
sors. Clearly, all the vehicles detected by the sensors on the main lane have been
previously counted by the sensors in the first category, and are later detected by
a sensor in one of the exit points. Hence, intuitively, the information collected
by the center sensors can be directly inferred by the other two types of sensors.
This is the main principle behind this input data scheme: in a traffic network any
sensor for which a high failure rate has been registered, is surrounded by other
sensors. Therefore, thanks to the presence of neighboring sensors, any sensor
can be considered as part of the central lane by simply selecting an appropriate
layout and identifying the closest sensors as entry or exit points of the chosen
road segment.

3.2 Traffic Flow Predictions

The forecasting process consists of three distinct steps. These are the same in-
dependently on how many (or which) sensors are used as inputs and outputs of
the models.

Initialization The first step consists of creating LSTM and TCN models, ini-
tialize them and pre-process the sensors data according to the network structure.
These models were generated by using the parameters presented in Table 1.
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Table 1. Network initialization parameters.

Hidden
Dimension

Learning
Rate

Number of
Layers

Kernel
Size Dropout

LSTM 400 0.0005 1 - -
TCN 250 0.0001 1 20 0.2

Network Training The models are trained with 80% of the collected data
for several epochs. All time sequences are ordered beforehand in a completely
random manner, in order to prevent the network to recognize patterns. The
error is then computed by comparing the network outputs to their corresponding
targets for each epoch by using the Root Mean Squared Error (RMSE), shown
in Equation 1. Here, N , ŷi, and yi correspond to the number of future steps to
be outputted, the predicted number of vehicles, and the actual traffic flow at
that time step, respectively. Then, this error is used as loss function to update
the parameters on the network.

RMSE =

√√√√ 1

N

N∑
i=1

(ŷi − yi)2 (1)

Model Testing The accuracy of the models is measured by feeding the networks
with the remaining 20% of the data, and by again using the RMSE to compare
the outputs to the actual values. This is done every epoch so as to track the
improvements of the network.

The last two steps are repeated for three iterations, and then the results of
these are averaged. This procedure ensures a more reliable estimation of the
models accuracy.

4 Case Study

In order to determine the accuracy and effectiveness of the presented method,
in this section we evaluate it in an experimental setup. The aim of this research
is to present a scaled-down case study as a demonstration example. However, as
potential further research direction, this methodology can be applied to larger
network segments to investigate whether the promising results scale well with
the size of the traffic network.

4.1 Problem Layout

In this study we analyze traffic on a road stretch from The Hague, Netherlands:
the S2001. The section comprises 16 detector loops, counting all vehicles going
above them by detecting field disturbances. Their location is shown in Figure 1.
1 Traffic data was provided by the municipality of The Hague.
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They are subdivided into two main groups: the white sensors correspond to the
ones situated on the main lane, whereas the black ones refer to sensors located
at ingoing/outgoing points of the road.

Fig. 1. Layout of the sensors on the S200 road stretch (aerial view).

We focus on the traffic flow forecasting of the sensors on the central lane (white)
by means of deep learning models and using the rest of the neighboring sensors
(black) as predictors. The potential scenarios that we intend to consider involve
failures of one or multiple white-colored central sensors. In this case, the data
collected by the black-colored sensors can be used by learning models to replace
the information lost.

4.2 Data Collection

In order to train and test the models, and compare their predictions to the real
vehicle counts, traffic flow information is required from all sensors. To this end,
data corresponding to the entire month of November 2019 was retrieved from the
16 different sensors in intervals of 15 minutes. This month was chosen in order
avoid the influence that the COVID-19 pandemic had on vehicle flow numbers,
which started to affect the Netherlands in March 2020.

4.3 Results

Once the data is structured, a time sequence up to and including time step
xt is fed to the deep learning models. For this specific case study, a one-layer
LSTM with a hidden dimension of 400 and a TCN with hidden dimension and
dropout values of 250 and 2, respectively, are used. After giving the sensor data
as input, these are then trained for several epochs (30 for the TCN and 100 for
the LSTM, as the former requires less time to converge) to predict the next time
step of target sequence yt+1. This is done for three iterations, and the resulting
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RMSE per epoch obtained from comparing the outputs to the actual traffic flow
values are then averaged for allowing to obtain more reliable accuracy estimates.

In order to investigate the main research question, two different problem
settings are analyzed. This helps in comparing the results and finally determining
whether there is any advantage in only using the external sensors (black in Figure
1). In all the settings, only the data from the sensors on the main lane (white)
is predicted.

10-6 Setting This is the main input scheme to examine in the case study. The
networks only receive as input the data from the entry and exit points and use
them to predict the traffic flow along the main road (white sensors), while the
traffic flow predicted in this case corresponds to the data that is not fed to the
model, the sensors on the main lane (white).

16-6 Setting Here data from all 16 sensors is given as an input to the models.
This setting is mainly a baseline for comparing the results from the first scheme
to a situation in which previous time steps of the traffic flow at the points on
the central lane are also given as an input to the network.

In Table 2, the final RMSE values computed over independent test samples for
both networks are shown for the two settings presented.

Table 2. Total RMSE for the LSTM and the TCN.

Total RMSE
10-6 Setting 16-6 Setting

LSTM 131.77 198.46
TCN 115.57 117.91

5 Evaluation

In this section we analyze the performances of the predictive models over the pro-
posed input-output scheme, which allows us to deduce whether external sensors
are actually sufficient to predict internal sensors data in case of malfunctions.
Moreover, LSTM and TCN results are compared, deriving conclusions on the
effectiveness of the deep learning models.

5.1 Methodology Assessment

Here the goal is to focus on the input scheme applied, and determine whether
it can act as a solution for the traffic sensors malfunctioning problem. For this,
the results of the presented settings are compared. These two main cases differ
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in set of input variables for the deep learning models. As aforementioned, for the
main scheme (10-6 setting), the historical data of central sensors that we want to
predict are not given as input, while in the 16-6 setting, past information from
all traffic sensors is fed to the networks. Hence, in the first setting, the models
do not foresee any information from the sensors to be predicted but rely only on
the ones at the entry and exit points of the main lane.

By analyzing the outcomes of the networks for both settings, we observe
that not only the accuracy of the predictions is not reduced due to the removal
of part of the input data, but it even improves. A reduction in the amount of
input data results on a lower dimension of the input space of the networks,
which accelerates their learning process. Moreover, from this behavior, it can
be concluded that the history of the sensors on the centre lane (white) does
not add essential information, given the previous history of the inflow/outflow
sensors (black). Notice that especially in the case of the LSTM, the total RMSE
values decrease by more than 60 points when excluding the internal sensors from
the set of input sensors. This can also be seen by looking at the prediction plots
which confirm the substantial improvement.

The results presented in Table 2 suggest that the LSTM in fact benefits
substantially from only including the information of the external sensors, and
gains no additional insight from the past history of the sensors on the central
lane. On the other hand, the RMSE of the predictions made by the TCN is
similar, showing that not inputting information from the white sensors does not
affect the results of this network.

Therefore, these results show that it is possible to make accurate predictions
on the central road segment by making use of the only history of sensors placed
at the intersections with crossing lanes. This suggests that, in case of malfunc-
tions, the data generated by a deep learning model previously trained using only
crossing roads input data, can be effectively used to replace the temporarily
missing or incomplete data from the failing sensors.

This research may also establish a starting point for continuous traffic fore-
casting, in which the future traffic flow at any point on a road could be estimated
without requiring sensors on those locations. Moreover, this would mean using
small amounts of input data, which would highly reduce the complexity of the
networks.

5.2 Model Comparison

Firstly, the performance of both deep learning models is compared by means of
analyzing their predictions and accuracy.

As it has been shown in the previous section, the RMSE values suggest that
the predictions made by the TCN for the baseline setting 16-6 are more accurate
than the ones from the LSTM. In fact, the predictions for one day in the 16-6
settings depicted in Figure 2 show that the LSTM does not follow closely the
target curve. On the contrary, the TCN seems to provide better approximations.
This might be the mere effect of too early stopping in training the LSTM which
suffers more from the high dimensionality of input space, hence requiring more
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time to converge. As a result, the LSTM fails in reaching the peaks of the target
curves, thus achieving lower performances compared to the TCN.
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Fig. 2. Targets vs. predictions plots for the 16-6 setting.

For the main input scheme, the 10-6, the traffic forecasting for the same sensors
as before is shown in Figure 3. Now, the LSTM predictions start also to reach
higher target values, getting closer to the peaks. This is reflected by the decrease
of the RMSE for the LSTM that we observe when comparing the setting 16-6
and 10-6 as in Table 2. On the other hand, the forecasting made by the TCN
behaves in a fairly similar way for both settings, which matches the closeness of
the error as well.

This implies that using the past records of target sensors that need to be pre-
dicted as input for the networks, does not improve the performances and may
even prevent the networks to converge faster, hence not facilitating the learn-
ing process. One explanation is that deep learning models might require extra
resources, in terms of training iterations or network size, in order to effectively
extract relevant information from input data with bigger dimension. Since the
outgoing sensors already retain all relevant information for the problem, adding
the histories of the target sensors will only slow down the network learning pro-
cess.

Once the models and their predictions are analyzed, it is also interesting to
look at their errors over training runtime. In this case, the RMSE for each of the
networks at every epoch was recorded, together with the runtime. Here, since
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Fig. 3. Targets vs. predictions plots for the 10-6 setting.

the LSTM was trained over 100 epochs, while the TCN only over 30, it is to
be expected that the total runtime for the LSTM is higher than for the TCN.
Nonetheless, it is still possible to compare performances measured by the RMSE
over runtime.

For the first setting, 16-6, the performance of the two networks is plotted in
Figure 4. From this, it can be clearly seen that not only the TCN has a shorter
convergence time, but it also achieves much lower RMSE values when compared
to the LSTM. Moreover, it is observed that the accuracy of the recurrent network
is not stable in this case.

Likewise, the performances as function of training runtime for the main
scheme are shown in Figure 5. When compared to the 16-6 setting, the LSTM
converges faster, resulting in a lower total error. On the other hand, the TCN
presents an almost identical behavior when compared to the previous setting.
As a conclusion, the two networks seem to achieve similar results in terms of
accuracy at convergence.
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Fig. 5. Performance plot for the 10-6 setting.

From this analysis we conclude that the TCN presents overall a higher accuracy
and lower convergence time when compared to the LSTM. In case the input
space is not too large as in the 10-6 setting, the accuracies of both networks are
similar, although the LSTM requires longer training time to reach convergence
than the TCN.

5.3 Model Robustness against Noisy Data

Robustness of our method can be assessed by taking a look at how the deep
learning models behave when there is a malfunction in the sensors, and, as a
result, the data is noisy or incorrect. In our care, the data used to evaluate
performances contained an instance of such malfunction. That is, no vehicle was
registered by any of the sensors for a period of 30 minutes, corresponding to two
consecutive data points as Figure 6 shows. This issue implies that the networks
receive incorrect traffic counts which may potentially affect the quality of the
predictions. Here the scenario examined is the 10-6 setting. All the 16 sensors
presented the same type of dropping behaviour as represented for one specific
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sensor by Figure 6. Therefore, the input sequences were also affected by this
issue.
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Fig. 6. Malfunctioning in the sensor data for 30 minutes.

The traffic forecasting of both networks (LSTM and TCN) for the specific day
presenting the malfunctioning is shown in Figure 7. Note that the traffic flow
drops to zero in two consecutive data points. This may potentially affect the
model outputs.

The intention is to evaluate to what extent the networks are affected and
whether in this kind of situations the deep learning models are still able to
provide useful predictions. Looking at the results for the TCN, we observe that
its predicted vehicle number also falls off right after the detected malfunction.
On the other hand, this does not occur for the LSTM. This network keeps
producing sound predictions and seems to be less prone to error than the TCN
in this situations. As a conclusion, the LSTM demonstrates a higher level of
robustness towards inaccurate input data compared to TCN.

6 Conclusion

In this paper we evaluate the application of deep learning models to cases of
sensors failure or malfunctioning. Following previous studies, sensors are classi-
fied into two main categories: those on the main lane, and on entry/exit points.
The key idea is that the information collected by the sensors on the main lane is
already recorded by sensors placed at crossing points. Therefore the traffic flow
on the main lane can be predicted by exploiting advances in deep learning for
sequence prediction from the temporal records of the neighbouring entry/exit
points. As a consequence, the data stream from a faulty sensor can be replaced
by deep learning model’s predictions.

The main focus of this work is to demonstrate the effectiveness of such ap-
proach. To this end, such method has been tested in a real-world case study
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Fig. 7. Targets vs. predictions plots in the event of a short-term sensor malfunction.

using traffic data from a road stretch in The Hague (Netherlands). The perfor-
mances of two different deep learning models, an LSTM and a TCN, have been
analyzed and compared for this task.

From this preliminary study, we can conclude that the deep learning models
act as good proxies for the potential malfunctioning sensors. Moreover, the qual-
ity of the learning model predictions remain unaffected or even improve when
the past history of the malfunctioning sensors is not used as predictor for the
future data.

Furthermore, a comparison between the two networks is carried out in terms
of accuracy and runtime. From this analysis, we conclude that the TCN converges
to its final error much faster than the LSTM. However, the latter can reach the
same level of accuracy and it shows robustness towards generalized breakdowns
of the sensors network.

Future research could build up from this paper by applying the methodology
here presented in other, potentially larger, scenarios to further analyze its effec-
tiveness for diverse traffic networks topologies or different sensors configuration
and scalability to larger and more complex traffic networks. Moreover, different
networks, such as Graph Neural Networks (GNNs) which would account for spa-
tial dependencies between sensors, could be tested. Additionally, external data
sources, such as weather forecasts, weekday/end labels, or seasonal impact, could
be used to augment the accuracy of forecasting [10].
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