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Figure 1: The CakeVR prototype: (a) both users (a pastry chef and a client) enter the virtual café; (b) upload reference cake 
pictures to CakeVR; (c) co-design the cake, making decisions about the size, texture, color and decorations; (d) switch the 
virtual café to the celebration location to check the theme ftting, take a photo of the cake, and make a fnal agreement. 

ABSTRACT 
Cake customization services allow clients to collaboratively per-
sonalize cakes with pastry chefs. However, remote (e.g., email) 
and in-person co-design sessions are prone to miscommunication, 
due to natural restrictions in visualizing cake size, decoration, and 
celebration context. This paper presents the design, implementa-
tion, and expert evaluation of a social VR application (CakeVR) 
that allows a client to remotely co-design cakes with a pastry chef, 
through real-time realistic 3D visualizations. Drawing on expert 
semi-structured interviews (4 clients, 5 pastry chefs), we distill 
and incorporate 8 design requirements into our CakeVR prototype. 
We evaluate CakeVR with 10 experts (6 clients, 4 pastry chefs) us-
ing cognitive walkthroughs, and fnd that it supports ideation and 
decision making through intuitive size manipulation, color/favor 
selection, decoration design, and custom celebration theme ftting. 
Our fndings provide recommendations for enabling co-design in 
social VR and highlight CakeVR’s potential to transform product 
design communication through remote interactive and immersive 
co-design. 
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1 INTRODUCTION 
Rarely is there a celebration without a cake. Apart from being an 
edible art, a customized cake is often a ceremonial symbol [11, 16], 
which is special and personal, and closely associated with social re-
lations and emotions [28]. Customized cake services enable clients 
to collaboratively personalize their cake in shape, color and favor 
with pastry chefs [63]. However, the customization process is not 
easy for both clients and chefs, which usually starts in a face-to-face 
meeting. Most of the follow-up communications are through text 
messages with the aid of reference cake pictures, which is insuf-
cient for them to fully communicate their creative thoughts and to 
have a clear image of the fnal design [56, 78]. Cake customization 
requires professional skills. Based on 2D reference pictures and 

https://doi.org/10.1145/3411764.3445503
https://doi.org/10.1145/3411764.3445503
https://doi.org/10.1145/3411764.3445503
mailto:permissions@acm.org
mailto:P.S.Cesar@cwi.nl
mailto:jie.li@cwi.nl
mailto:H.deRidder@tudelft.nl
mailto:yannimei951225@gmail.com
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3411764.3445503&domain=pdf&date_stamp=2021-05-07


CHI ’21, May 8–13, 2021, Yokohama, Japan Mei et al. 

texts, it is not only difcult for clients to express the ideal deco-
rations they want [40, 78], but also challenging for pastry chefs 
to immediately visualize and show the size and decorations of the 
cake to the clients [56]. Fig. 2 illustrates such difculties. 

Figure 2: The difculties in communicating the decoration 
and size of a customized cake: (a) design keywords from the 
clients, (b) a cake reference picture, (c) the fnal cake design 
in a 2D photo, and (d) the clients only saw the fnal cake at 
the celebration. 

VR technology is developing at an unprecedented speed, which 
can simulate users’ physical presence in a virtual environment, al-
low them to move around, and to interact with virtual objects. With 
the shifting focus from isolated experiences to a social medium, 
social VR has attracted a large stream of research exploring its 
potential for creating innovative communication approaches, sup-
porting remote experience sharing and collaboration in diverse 
scientifc, artistic, informational and educational domains [18, 55]. 
As a new remote communication medium [2], Social VR is distin-
guished from video conferencing tools by their capacity to portray 
3D spatial information [68], to exploit users’ natural behaviors, and 
to immerse users in the virtual world [13, 32]. 

We posit that social VR is a promising medium to support clients 
to remotely co-design customized cakes with pastry chefs. Social 
VR allows pastry chefs and clients who are physically separated 
to co-present in a shared virtual space, and to assist their cake 
co-design by providing intuitive virtual interaction techniques and 
real-time 3D visualizations of virtual cakes. Both clients and chefs 
can instantly see the real-size 3D cake visualizations as their co-
design results. 

In this paper, we aim to address three research questions: 
• RQ1: What is the current communication process of cake 
customization between clients and pastry chefs? 

• RQ2: What are the design requirements for a social VR cake 
co-design tool (CakeVR)? 

• RQ3: To what extent the design and implementation of the 
CakeVR prototype meet the design requirements? 

Exploring cake co-design as a new social VR use case, this paper 
made two main contributions. First, it specifes the requirements for 
designing a social VR tool (CakeVR) to support remote co-design 
activities (Section 3). Second, it implemented the CakeVR proto-
type and had it evaluated by experts (i.e., pastry chefs and experi-
enced cake customization clients) using the cognitive walkthrough 

method [54] (Section 4 and Section 5). The evaluation results show 
that CakeVR supports idea generation and decision making by al-
lowing users to intuitively manipulate sizes, select favors, design 
the decorations, and check whether the design fts the celebration 
theme (Section 6). We also discussed how CakeVR can be adapted to 
other domains, and its potential to transform product design com-
munication through remote interactive and immersive co-design 
(Section 7). 

2 RELATED WORK 
The section presents related work about the co-design method, cake 
customization practices and social VR technology. 

2.1 Customers as co-designers 
Co-design invites customers, who are not professionally trained as 
designers, to actively participate in the design process and the fnal 
decision making of a product development [22], which is proved to 
be powerful in product innovation [57]. Co-design helps efciently 
identify customers’ needs [34], and enables the design outcome to 
achieve higher user satisfaction. Customers are transformed into co-
designers, who bring their tacit and contextual knowledge to help 
shape design solutions [6]. Meanwhile, designers are also changed 
from doing design themselves to building creative environments 
that inspire customers to co-design with them [19, 58, 67]. Trischler 
et al. [67] found that the concept generated by the design team with 
customers achieved a much higher score in user satisfaction and 
novelty. 

Nevertheless, co-design is confronted with challenges regarding 
social interaction between designers and customers. The frst chal-
lenge is the trade-of between designer’s authority and customer’s 
autonomy [15]. Dahl and Moreau [14] found that autonomy (i.e., be-
ing independent, fexible and creative) and competence (i.e., having 
design skills or having facilitation in design) are two motivations 
for customers to participate in co-design. Customers often lack pro-
fessional design skills to fully express design ideas [48]. However, 
too much guidance by designers may decline customer’s feeling 
of autonomy. Therefore, a careful balance between designer and 
customers needs to be considered to ensure successful co-design 
experience. 

The second challenge is to enable efective remote co-design, 
because it is not always possible to have all the co-designers physi-
cally collocated [50]. However, Sanders and Stappers [58] suggest 
that face-to-face interaction can support co-design to achieve the 
best results, because it involves complex nonverbal and tacit infor-
mation exchanges (e.g., gestures [39], and aesthetic feelings [57]) 
that are difcult to replicate in remote communication. Thus, a new 
medium is needed to resemble face-to-face co-design activities, and 
to facilitate the competence and autonomy of co-designers. 

2.2 Cake customization 
In the late 1980s, the emerging mass customization allowed cus-
tomers to confgure a limited combination of features on top of a 
basic product to meet their individual needs [24, 47]. However, in 
mass customization, customers do not participate creatively in the 
product development, and it is often pricey if customers want to go 
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further into personal choices [46]. In a recent wave of personal cus-
tomization [24, 73], customers are invited to bring their creativity 
and values into the product development, and to modify the design 
solutions with the assistance of designers. Co-design is a helpful 
method to bring the customization service to a personal level [46]. 

Cakes are usually served on celebrations, such as weddings and 
birthdays. A well-decorated customized cake is always cherished 
as a ceremonial symbol and perceived as an edible art [16]. The 
demand for customized cakes has never decreased . When design-
ing a cake, a pastry chef does not only take aesthetic and gustatory 
elements into account, but also considers the social meaning, the 
event context, and emotions related to this cake [11]. With the 
development of 3D food printing technologies, people can person-
alize their cakes in shape, color, favor, texture and even nutrition 
[63]. Miyatake et al. [40] presented a 3D whipped cream printing 
technique for decorating cakes using a robot arm, which can dis-
pense and stack the cream accurately according to users’ drawings. 
Karyappa and Hashimoto [30] described an approach to accurately 
perform 3D printing of chocolate-based materials. In addition, many 
web-based or mobile applications are developed to assist product 
customization and provide instant 3D rendering of the customiza-
tion results on screens [41]. Some bakeries provide such web-based 
cake customization tools. For example, Havi Proprel [49] and Bak-
ing IT [26] both ofer cake confgurators that provide step-by-step 
guidance for clients to personalize all the components of a cake 
(e.g., shape, flling, decoration, text and size). The customization 
outcome is immediately rendered and presented to customers on 
screens, with an automatically calculated price. However, these 
solutions can neither visualize the real size of the cake, nor allow 
customers to immersively see whether the cake design fts the cele-
bration theme. As an emerging medium for remote communication, 
VR technologies have the potential to provide immersive product 
visualizations, real-time interactions, which can elevate the cus-
tomers’ customization experience in an entertaining and engaging 
environment [1]. 

2.3 Social VR for remote communication and 
co-design 

Social VR is promising in approximating face-to-face interactions 
[12, 20, 32, 60], and has the potential to better support remote 
communication in terms of social presence [42]), rich non-verbal 
communications [71]), and immersive realistic interactions. On 
popular social VR platforms such as Facebook Horizon 1 and Al-
terSpaceVR 2, the facial expressions, voice, eye direction and body 
gestures of a user are captured and mapped to the virtual avatar of 
that user in real time. 

Social VR has been applied in diverse domains in supporting 
remote multi-user collaborations. McGill et al. [38] found that, 
despite technical limitations of consumer VR devices (e.g., limited 
feld-of-view), users signifcantly preferred the embodied social 
VR as a means of remote communication over the video-based 
communication. Similarly, Wang et al. [72] developed ReliveInVR, 
which allows multiple users to immersively relive the experience 
together. Reliving the experience in social VR is preferred by users 

1https://www.oculus.com/facebook-horizon/
2https://altvr.com 

to be more immersive and higher in social presence than watching 
the experience on screens. 

In the design domain, Social VR has been used in supporting 
design collaborations. For instance, it provides a platform for car 
designers to show the 1:1 scale design details to communicate with 
managers who are not intimately involved in the design process [77]. 
Compared to desktop design tools (i.e., AutoCAD, Solidwork), VR 
enables immersive 3D modelling [61], and intuitive gesture-based 
interactions [21]. For example, VR supports 3D mid-air sketching 
and real-scale modeling that enables a precise understanding of 
the scale, proportion and spatial impacts of a design [17, 61]. Tilt 
Brush3 is a well known commercial tool for 3D sketching in VR . 
In addition, VR enables a realistic view of the design concepts [52]. 
It can ofer articulated visual cues (e.g., material texture) in high-
quality interactive 3D graphics or photo-realistic visualizations 
[44], which enables immediate evaluation and discussion of the 
design outcome [77]. Moreover, the simulated virtual space can 
envision possible scenarios for designers to experience how this 
product makes a diference in the user environment [36]. Given 
the advantages of VR technologies, we are specially interested in 
exploring a remote co-design use case using social VR. 

3 GATHERING DESIGN REQUIREMENTS 
To design a social VR tool for cake customization, semi-structured 
interviews were conducted with pastry chefs and clients to un-
derstand how they communicate, what types of interactions are 
involved from the frst discussion till the agreement, and what the 
design requirements are for social VR tool. 

3.1 Method 
We conducted one to one semi-structured interviews [31] with fve 
pastry chefs and four clients who had experiences in customizing 
cakes. Two sets of interview questions 4 were designed for pastry 
chefs and clients, respectively. The interviews started by asking 
them to describe one to three memorable experiences in customiz-
ing cakes. Then, the rest of the questions guided them to talk about 
the events where the cakes were for, the communication methods, 
the challenges in communication and the fnal design outcomes. 

All the interviews with pastry chefs were performed in-person at 
their bakeries. So, the chefs and the interviewer had easy access to 
the baking environment and tools, which could trigger discussions, 
and encourage chefs to tell concrete stories [10]. Two interviews 
with clients were performed in-person at their home, while the 
other two were conducted via telephone. All interviews lasted 
about 45 minutes, and were audio recorded. Prior to the interview, 
all the participants signed an informed consent and agreed that 
we can audio record the conversation, and use the sketches and 
pictures collected in the interviews. We followed a standard ethical 
procedure of the research institute. 

3.2 Participants 
Five pastry chefs (P1-P5, 2 males, 3 females; three aged between 
30-40, and one between 40-50) and four clients (C1-C4, all females; 
three aged between 30-40, and one between 20-30) participated in 

3https://www.tiltbrush.com 
4The interview questions are available at http://tiny.cc/semi-interview-qs 
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the interviews. All the pastry chefs are the owners of their bakeries, 
and are experienced in customizing cakes (7-13 years of experience). 
Notably, three of the clients have experiences of making cakes at 
home, the other one has no baking experiences. Three of the clients 
talked about their experiences of customizing wedding cakes, while 
the other one talked about a birthday cake. 

3.3 Data analysis 
With the aid of the sketches, notes and pictures collected in the 
interviews, the audio recordings of the interviews were transcribed. 
The transcripts were coded by two researchers, following an induc-
tive open coding approach [64]. The transcripts were frst coded and 
labeled by two researchers independently. Then, the researchers 
compared their coded texts. The overlapping texts were kept for 
later categorization. The non-overlapping texts were discussed by 
the two researchers, who decided together whether to keep or to 
discard them. Afterwards, together with a third researcher, the 
selected coded texts were sorted into two main categories: (1) con-
tent and process of current customization communication, and (2) 
design requirements for a social VR cake co-design tool. 

3.4 Results 
Based on the interviews, we identifed the current communication 
process of cake customization and distill the design requirements 
for CakeVR. 

3.4.1 The current communication process of cake customization. 
Three main phases of current cake customization communication 
are identifed (Fig. 3) in the interview, including (1) client input, (2) 
ideation and negotiation, and (3) agreement. At Phase 1, a client 
usually starts the conversation with a pastry chef by describing the 
cake he or she needs from three aspects: the main features of the 
cake, the context where the cake will be consumed, and the emotion 
that the cake should convey. For explaining the main characteristics 
of an ideal cake, C1 said, “I wanted a big main cake in a minimalist 
style, with some small cakes surrounding it.” ). The context refers to 
the celebration location, the social value and the purpose of the 
event (P1: “The couple asked for a red cake because their wedding 
party would be held on a red yacht, and red is their lucky color.” ). The 
emotion aspect refers to the messages or personal stories that the 
cake can help convey. (P5: “This [a printed photo on a wedding cake] 
is the story of how the couple met.” ). With the aid of reference cake 
pictures, the three aspects of information help defne the style, the 
size and high-level visual features (e.g., wood/forest elements) of 
the cake, which provide initial inspirations that lead to the Phase 2. 

At Phase 2, pastry chefs help clients turn the inspirations into 
tangible cake designs, with professional skills and equipment. We 
noticed that three design strategies were often applied, namely (1) 
adapting from examples (reference cake pictures), (2) combining 
elements from examples and self designs, and (3) creating a new 
cake from scratch. The frst design strategy allows clients to choose 
from existing cake examples and make limited adjustments. As P3 
told us, “We ofer some templates to the clients through emails or show 
them in our meeting. The clients can choose the color, favor or some 
decorations, but there will not be a big diference”. The second strategy 
usually combines multiple elements from reference pictures and 
the chefs’ self-designs. (P5: “Some clients showed me a collection of 

cake pictures and told me, ‘I like the fruit topping of this cake, and 
I like the fowers of that cake.’ Then, we combined them into a new 
cake.” ). The third strategy is most free and creative compared to the 
previous two. All the elements of the cake are designed without 
referring to previous works. ( C2: “The pattern I drew on our wedding 
invitation is composed of colorful triangles. So, we thought it would 
be nice if the cake is also colorful and if possible also has triangles” ). 
At this phase, clients and pastry chefs use images, sketches, sample 
cakes, cake dummies, in-person conversations and text messages 
for communication. 

At Phase 3, the clients and the pastry chefs agree upon on the 
fnal design of the cake. The chefs precisely document all the design 
details into a formal contract, usually with a sketch or a collage of 
reference pictures ( P4:“We collect requirements [from the clients] in a 
PDF with the details of everything that we need to produce and deliver, 
and then share with them by email.” P2:“We include as many pictures 
as possible to show the expected decorations, trying to avoid any 
miscommunication.” ). The collage is more efcient, and visualizes 
the details and textures but fails to give an overall picture of the 
cake ( P2:“So, [with a photo collage], clients don’t get the full visual 
idea of the cake, but they get the exact details they want.” ). The sketch 
ofers a whole image of the cake, but is difcult to illustrate the 
details and textures to a photo-realistic level (P3:“It is impossible 
to sketch exactly the same with the real cakes.” ). Drawing sketches 
is also time-consuming and skill-demanding ( P2:“We won’t draw 
from scratch because it was incredibly time-consuming” ). 

3.4.2 Design requirements. To support Phase 1, it is essential to 
enable the pastry chef and the client to meet in the virtual space, and 
allow them to discuss with the aid of reference cake pictures, the 
celebration locations, and support the communication with natural 
hand gestures. As C1 said, “We brought the wedding invitation card 
to the meeting, showing our desired color of the cake to the pastry 
chef.” C3 also mentioned, “I wanted the cake to ft the location of 
my wedding, which has a lawn and a castle in a bright summer. I 
searched for some images on the web to present my ideas”. So, the 
two requirements for Phase 1 are: 

R1 Allow two users represented as avatars, to enter the virtual 
space, and communicate with audio and gestures. 

R2 Allow users to upload, grab and hold 2D reference pictures. 

To support Phase 2, social VR has its unique advantage in in-
tegrating diferent types of media to assist design activities, and 
providing instant visualizations of the fnal design. Pastry chefs 
pointed out the importance of having real-time visualizations. As 
P3 suggested, “It is better to have an automatic visualization of the 
ideas, because it is difcult for clients to imagine exactly their cake 
just from pictures and my verbal descriptions.” Similarly, C1 pointed 
out, “It is helpful to visualize [the cake ideas], because the ideas are 
often too abstract with only texts.” Therefore, it is important for 
CakeVR to support users to perform cake co-design activities in 
the virtual space, including making sketches, adding decorations, 
resizing the cakes, and instantly see the design outcomes. There 
are four requirements to support Phase 2: 

R3 Allow users to sketch in mid-air in the virtual space. 
R4 Ofer pre-designed cake components (e.g., cream, fruits). 
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Figure 3: Three phases of current cake customization communication 

R5 Allow users to see colors, textures, decorations, and real sizes 
of the co-design outcome in 3D visualizations in real time. 

R6 Allow users to use intuitive gestures to interact with the in-
terface (e.g., pointing, clicking) and to manipulate the virtual 
cake (e.g., resizing the cake, adding decorations). 

To support Phase 3, it is important to assist in documenting the 
fnal cake with all the design details (e.g., exact colors, texture). 
As P2 said, “We try to specify them [details of the cake] as much as 
possible in the contract.” However, it happens frequently that the 
fnal design is not exactly what the clients have expected. As P1 
mentioned, “The client asked for a non-bright color, but it is tricky to 
defne ‘non-bright’.” C2 told us, “When I saw the cake at my wedding, 
the colors were diferent from what I had expected.” CakeVR should 
help prevent such miscommunication. So, two requirements are 
derived for Phase 3: 

R7 Allow users to capture photos of the cake in the virtual space. 
R8 Assist in documenting the design details of the virtual cake. 

4 DESIGN AND IMPLEMENTATION 
Based on the design requirements, we made a storyboard to describe 
the core functions and user scenarios of CakeVR, from preparation, 
initial idea discussion, ideation and negotiation to confrmation 
(see Fig. 4). The storyboard guided the implementation of CakeVR, 
which is a medium-fdelity social VR prototype for one client and 
one pastry chef to co-design a cake in a shared virtual space. Fig. 5 
illustrates the system overview of CakeVR. The virtual co-design 
space can switch between a virtual bakery and a celebration loca-
tion. Two users who are represented as cartoon-like avatars meet 
at the virtual space wearing head-mounted displays (HMDs). The 

virtual space has a graphical interface to guide them to build a 3D 
virtual cake together and visualizes the cake design in real time. 

The 3D cake models (e.g., Fig. 6) with textures and the pre-
designed cake decoration components (e.g., diferent shapes of 
cakes, cream, fruits, fowers) were made in Blender 5, and then 
exported into Unity3D 6 (version 2018.4.4f1). The virtual scenes 
including the virtual café, the garden, and the two avatars were 
built based on selected assets from the Unity Asset Store 7. The 
ways in which the users interact with the virtual interface and the 
gestural manipulations of the virtual cake were manually coded 
using C# in Unity3D. Animation Rigging, a plugin of Unity3D is 
applied for simulating the upper body motion of the avatars based 
on the spatial positions of the two hands and the head tracked 
by the Oculus Rifts HMD. The Oculus Rift HMD and the Oculus 
Touch controllers were supported by the Oculus Integration plugin. 
PhotonPun, a plugin of Unity, was utilized to connect two VR users 
and synchronize all the data (i.e., dynamic data of the 3D virtual 
objects, body movements of the avatars) via Internet. 

Three basic gesture-based 3D manipulations were implemented 
in the prototype, namely moving, rotating and scaling. By pressing 
the grip button of the Oculus Touch controller, users can virtually 
grab a 3D object, and change its position, orientation and size. 
Two scaling interactions were implemented: vertical and horizontal 
scaling. Each 3D object has three anchor points (Fig. 7): X, Y and 
Z. User can adjust the height of the 3D objects by moving the Z 
anchor point up or down, and change the width by dragging X and 
Y in opposite directions. 
5https://www.blender.org 
6https://unity3d.com/get-unity/download 
7https://assetstore.unity.com 

https://7https://assetstore.unity.com
https://6https://unity3d.com/get-unity/download
https://5https://www.blender.org
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Figure 4: The storyboard of CakeVR, defning the core functions and user scenarios 

Figure 5: An overview of the CakeVR system 

5 EXPERT EVALUATION 5.1 Prototype fdelity and evaluation methods 
The goal of the expert evaluation is to invite expert users (i.e., pastry Prototype fdelity level is defned by visual refnement, breadth and 
chefs and clients) who are experienced in customization cakes, to depth of functionality, richness of interaction, and data model [37]. 
use the CakeVR prototype following a pre-defned sequence of tasks, Vermeeren et al.[70] defned that prototype fdelity comprises fully 
and to check whether the design requirements are addressed in the functional, functional, early proof-of-concept, and non-functional. 
prototype. According to NASA technology readiness level (TRL) [35], our 

CakeVR prototype falls between TRL-3 and 4, indicating that a 
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Figure 6: Pre-defned cream drops using the 3D modelling 
software Blender 

Figure 7: The horizontal and vertical scaling of the virtual 
object 

proof-of-concept model is constructed for a laboratory test. Our 
CakeVR prototype can be best seen as a mid-fdelity prototype, as 
it is not a paper prototype, however, it lacks some functionality. 
It has covered the breadth of functionality (i.e., implemented all 
identifed design requirements), but needs visual design refnement 
(e.g., cake fdelity), depth of functionality (e.g., precise operation), 
richness of interaction (e.g., facial expressions), and richness of 
data model (e.g., automatically calculating cake prices). For this 
stage, it is recommended to involve domain experts to evaluate the 
prototype, since their domain-specifc experiences can help identify 
infeasible and missing functions or interactions [70]. 

5.2 Method 
We adapted the cognitive walkthrough method [54] for the expert 
evaluation, and invited selected pastry chefs and clients as experts 
to test CakeVR separately. During the tests, one of the users was 
a researcher (experiment) who was role playing either as a pastry 
chef or as a client. 

We chose the researcher-guided cognitive walkthrough method 
for two reasons: 

(1) The role-playing researcher can ensure that domain experts 
(i.e., chefs and clients) systematically and thoroughly walk 
through all CakeVR functions under the same script, which 
enables users to have unifed and comparable experiences 
[29]. 

(2) Given CakeVR’s fdelity level, technical hiccups (e.g., system 
crash, UI freeze) due to unsupported user actions may occur, 
which can jeopardize the users’ experience without imme-
diate recovery. While novelty desensitization may help, it 
cannot fully replace the researcher guidance [70]. 

All the participants signed an informed consent, and gave us 
permissions to use the screen/audio recordings. The consent form 
explained the possible risks of the HMD and VR, and ensured that 

they can quit the test at any time. The test followed a standard 
ethical procedure of the research institute. 

5.3 Participants 
We invited six clients (3 males and 3 males, all aged between 20-30, 
and all were novice VR users), who are experienced cake customiza-
tion customers. Five of them had one custom wedding cake experi-
ence, and the last one had more than fve times custom birthday 
cake experiences. All of them did not participated in the previous 
semi-structure interviews. They are labelled as C5-C10, respec-
tively. We also invited four experienced pastry chefs (3 females and 
1 male, all aged between 30-40, three of them were novice VR users 
and one was an experienced VR user). One pastry chef (P1) also 
participated in the previous semi-structured interview. The other 
three were new pastry chefs, who are labelled as P6-P8, respectively. 
Since both clients and pastry chefs are target users of CakeVR, such 
mix of participants help better qualitatively evaluate the CakeVR 
prototype. 

5.4 Expert evaluation setup & procedure 
The evaluation study was conducted in a room of about 25 m2, 
which was separated into two areas by a curtain. Each area had 
one computer connected with one Oculus Rifts HMD. Two users 
can enter CakeVR together wearing an HMD and a noise cancelling 
headphone. When testing with the clients, one researcher was role 
playing as a pastry chef. When testing with the pastry chefs, the 
same researcher was role playing as a client. The test followed a 
designed script 8 to ensure that participants walked through the 
same four tasks: (1) exchange design ideas through reference pic-
tures; (2) co-build cakes, (3) switch to the celebration location, take 
photos of the cake, and (4) fnalize the contract. Prior to the test, 
all the participants (the clients and the pastry chefs) selected fve 
reference cake pictures, which were uploaded to CakeVR. The test 
took about 1 hour, which started with a 10-minute training ses-
sion for participants to learn the interaction techniques and to get 
familiar with the CakeVR interface. Then, the co-design session 
took about 15-20 minutes. The role playing researcher guided the 
participants to co-design cakes and to explore core functions imple-
mented based on the design requirements. After the test in CakeVR, 
every participant rated CakeVR using the System Usability Scale 
(SUS) [7]. The SUS is a highly reliable scale intended to measure the 
usability and learnability of a new system [4, 8]. The participants 
also participated in a 30-minute semi-structured interview 9, and 
were asked to share their experience in terms of communication, 
social presence, added values and difculties of co-designing cakes 
in VR, and usability of the interface. 

5.5 Data analysis 
Three types of data were collected in the expert evaluation study, 
namely, screen recordings of the participants’ VR viewports, audio 
recordings of the interviews, and the SUS ratings. The screen record-
ings were manually annotated by two researchers to see whether 
participants could correctly use CakeVR, and how the co-design 
proceeded. For the audio-recordings, the same open coding analysis 
8The script is available at http://tiny.cc/evaluation-script 
9The evaluation interview questions are available at http://tiny.cc/questions-evaluation 

http://tiny.cc/questions-evaluation
http://tiny.cc/evaluation-script
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[64] was applied as we did for the previous semi-structured inter-
views (see Section 3.3). The results of the interview are presented 
in the Section 6. The SUS ratings were calculated and interpreted 
based on a standard template [4, 8]. 

6 EVALUATION RESULTS 
This section presents the results of the expert evaluation, including 
the SUS ratings, the video annotation fndings and the insights from 
the semi-structured interview codes. 

6.1 SUS scores 
The SUS scores given by the ten participants (6 clients: C5-C10; and 
4 pastry chefs: P1, P6-P8) are presented in Fig. 8 (M=75.0, SD=13.8). 
As validated by Bangor et al. [4], the SUS score no fewer than 50.9 
is considered as “ok”, no fewer than 71.4 is “good”, no fewer than 
85.5 is “excellent”, and no fewer than 90.9 is “best imaginable”. One 
participant (C6) rated CakeVR as “best imaginable”. Two (P1, P6) 
rated it as “excellent”. Four (C7-C9, P7) rated it as “good”. Two (C5, 
P8) rated it as “ok” and only one participant (C10) rated it slightly 
below “ok”. The average SUS score of CakeVR falls between “good” 
and “excellent”, indicating the usability and learnability of CakeVR 
is satisfactory. 

Figure 8: The SUS scores given by the ten participants in the 
evaluation study 

6.2 Co-design experience in CakeVR 
From the video annotations (Fig. 9), we identifed two types of co-
design behaviors among the six clients, which are named as the 
active co-designer (C6, C9) and the passive co-designer (C5, C7, 
C8, C10). Even though all the clients were guided to go through 
the same sequence of tasks, they interacted diferently with the 
researcher who was role playing as a pastry chef. As shown in Fig. 
9, the active co-designers were engaged in the cake design, spent 
time to try out the options on the CakeVR interface, and built the 
virtual cake independently. C6 and C10 spent noticeable amount 

of time on cake making (orange color). They only occasionally 
sought advice from the chef. In contrast, the passive co-designers 
often described the requirements and cake ideas to the chef. They 
sometimes participated in adjusting the decoration of the cake, but 
mostly they waited for the chef to build the virtual cake (blue color). 
As expected, during the test with the pastry chefs, this distinction in 
co-design did not exist. The pastry chefs were all actively exploring 
the functions of CakeVR and building virtual cakes on their own. 
Despite completing the same sequence of tasks, we observed that 
chefs (N=4) and clients (N=6) had diferent completion times (chefs: 
M=386.25s, SD=80.87s; clients: M=834.17s, SD=161.00s). 

6.3 The added values of CakeVR and the 
fulfllment of design requirements 

From the interview transcripts of all the expert participants (the 4 
pastry chefs: P1, P6-P8; and the 6 clients: C5-C10), we categorized 
three main added values of CakeVR, and highlighted the fulflled 
design requirements. 

6.3.1 Interactions in CakeVR. All participants agreed that CakeVR 
allowed two users to collaborate fuently with avatars, audio and 
gestures. There were no noticeable delays in the movement (R1 
fulflled). They all agreed that the gesture-based 3D manipulation 
of the virtual objects was intuitively designed. Even though most 
of them were novice VR users, they could quickly understand the 
CakeVR interface, learn to grab, move, rotate and scale the virtual 
objects, and sketch in the mid-air (R2, R3, R4 and R6 fulflled). 
P6 said, “The interaction was straightforward and gave clear use cues.” 
C8 claimed that, “The easy 3D manipulation of the cake certainly 
lowers the barrier for non-designers to perform design tasks.” C6 and 
C8 both mentioned that 3D manipulation gave them a feeling of 
control in the design process. As C8 said, “3D manipulation enables 
me to express my design ideas quickly. I have a feeling of control, 
when I can resize the virtual cake, and show it immediately to the 
cake maker how large the cake should be.” 

6.3.2 Shared understanding in co-design. All participants agreed 
that CakeVR enabled them to have a shared understanding on the 
design process and the fnal decisions with their collaborators. The 
real-size 3D visualization of the co-design outcome helped users 
to accurately understand the style and the 3D shape of the cake 
(R5 fulflled). As C9 said: “I could easily understand the cake maker 
because we were discussing and looking at the same image.” The 
design interventions were also immediately shown on the virtual 
cake (R5 fulflled). C7 said, “It was easy to understand 3D ideas in 
the virtual world because the object could be real-time edited.” C5 
also commented, “Whenever we had an idea, we could immediately 
edit the virtual cake and see the efects.” This instant visualization 
aspect is also acknowledged by all the pastry chefs. As P1 said, “We 
both see the fnal cake. In reality, it might be slightly diferent, but 
you still have a quite good overview of the size, the color and some 
basic decorations.” In addition, the natural gestures (e.g., waving 
hands and pointing to objects) helped users easily establish joint 
attention during the co-design. As C7 mentioned, “I used my two 
virtual hands to show my desired height of the cake, exactly like what 
I do in the real world.” 
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Figure 9: Video annotated time distribution of the evaluation test with the six clients (C5-C10) and the four pastry chefs (P1, 
P6-P8): [orange]: time the clients spent on making cakes; [blue]: time the pastry chef (role-played by the researcher) spent 
on making cakes; [pink] time the client (role-played by the researcher) spent on making cakes; [green] time the pastry chefs 
spent on making cakes; [gray]: time the clients or pastry chefs spent on consultation or exploration. 

6.3.3 Eficiency in communication. P1, P7 and P8 all pointed out 
that CakeVR had the potential in improving the communication 
efciency between clients and pastry chefs. (P1: “I can imagine if 
it [CakeVR] is ofcially in use in my bakery, it will save us a lot of 
time on sending multiple emails for discussing about one cake.” P8: 
“It [CakeVR] is quite handy, and helps me show the design of the cake 
immediately in front the clients. It is much easier than describing a 
cake in real life.” P6: “It is important to have a 3D scene. It is difcult 
to communicate about 3D design on a 2D screen.” ) 

All the pastry chefs mentioned that, compared to cake customiza-
tion in real life, CakeVR requires less efort in preparing materials 
and tools to present a 3D cake design in front of clients. (P6: “[In 
CakeVR], you don’t need to prepare cake dummies to show the size, 
or prepare decoration samples. So, you can focus more on the actual 
design.” ) The efciency in communication was also realized in the 
fnal contract support. All the pastry chefs like the idea of putting 
the virtual cake photos directly into the contract, which enables 
them to discuss and document the details of the contract immedi-
ately with the client. They would like to have further support in 
automatic calculation of the size and price of the cake (R7 and R8 

fulflled). As P1 said: “The fnal contract details take a lot of time. 
So, it is good to have a frst discussion with the client at the end of the 
VR session with the virtual cake photos.” 

6.4 The aspects of CakeVR that need 
improvement 

Apart from the added values and the fulfllment of the eight de-
sign requirements, the participants provided suggestions to further 
improve the CakeVR prototype. 

6.4.1 Presence and social presence. All participants felt that the 
virtual bakery and the virtual celebration location were realistic, 
and they had the feeling of being there. However, they pointed 
out that, even though the virtual environment was realistic, they 
could not teleport themselves to explore it, which lowered their 
presence feeling (P7: “I felt it was fake because the virtual bakery 
looked spacious, but I could not walk around to explore it.” ) Four 
participants (C6-C9) pointed out some other factors that lowered 
the presence feeling, including the missing of virtual baking tools 
(C6) and kitchens (C9), background music and environmental noises 
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Figure 10: (a) & (b) The virtual cake built in CakeVR by a 
pastry chef (P1); (c) & (d) The real cake made by P1 

(C7), and guests in the virtual café (C8). Some participants pointed 
out that the cartoon avatars without legs undermined the feeling 
of presence (C7, P6-P8). (C7: “I cannot fully feel myself in the virtual 
space because I don’t have legs.” ) 

Due to the lack of facial expressions, the feeling of social presence 
and the emotional connections between users were insufcient in 
CakeVR (C5, C7-C10, P1, P6-P8). Some participants mentioned that 
the lack of emotional connections result in the lack of engagement 
in the co-design activities (C5, C7, C8, C10, P7). As P7 said: “I did 
not really look at the avatar, because it had little reactions. I felt 
that I was just talking to someone via telephone.” The only moment 
users started to pay more attention to the avatar was the photo 
taking moment with the co-designed virtual cakes. Participants 
usually got surprised to see their avatars in the selfe camera. As P6 
mentioned, “Before that [taking photos of the cake with the client], I 
didn’t really pay much attention to the client’s avatar.” However, six 
participants (C6, C9, P1, P6-P8) agreed that, not seeing the emotions 
from another avatar and not being able to walk around the virtual 
space helped them focus on the cake design work (P7: “I cannot 
walk around in the café, and cannot get closer to the other user’s 
avatar, but anyway, I can focus on the task.” ) 

6.4.2 Design resources and fidelity. Nine out of ten participants 
(C5-C9, P1, P6-P8) said that the the pre-designed cake components 
were not sufcient to support personalized co-design. These compo-
nents made the cake co-design easier, but also limited the freedom 
and creativity. As C7 said, “I don’t have the freedom to generate 
the 3D shape I want, and I have to select between the pre-uploaded 
models.” C8 suggested, “To better support my creativity, I would like 
to get access to the internet in the virtual world, to search for 3D 
models and pictures.” C7 and C10 would like to see 3D cake design 

examples in the virtual space to get inspirations, and to have a 
proper expectation towards the co-design outcomes (C7: “When I 
just entered [the virtual bakery], I had no idea what kind of cake the 
tool allowed me to make.” ) All the participants also claimed that the 
fdelity of the cake outcome was low, which may infuence the fnal 
agreement, since clients do not really see the real cake (C6: “I can 
roughly imagine the overall look of the cake, but the details, like the 
texture, the ingredients are not realistic enough for me to imagine.” ) 

According to the feedback of the participants, all the eight design 
requirements (R1-R8) are fulflled in the CakeVR prototype. Table 1 
provides a summary of future improvement suggestions from the 
participants. 

7 DISCUSSION 
Our fndings have addressed the three research questions (RQ1-
RQ3). The fndings of the requirement gathering interview (Section 
3.4.1) describe the current communication process of cake cus-
tomization between clients and pastry chefs (RQ1). The fndings 
in Section 3.4.2 identifed eight requirements based on interviews 
(RQ2). Our fndings from our expert evaluation (Section 6 show 
that social VR is a suitable tool to immerse users and enable them 
to remotely co-design cakes (RQ3). 

Even though social VR is a promising medium to support remote 
communication, its goal is not to completely replicate reality, but 
to enable possibilities to facilitate and extend existing communi-
cation channels in the physical world. However, current social VR 
technologies still have fundamental limitations in doing so. Here 
we discuss these limitations and opportunities, and provide design 
recommendations for social VR applications. 

7.1 Generalizability of the fndings 
Our fndings can generalize to a range of domains that require 
interaction with virtual objects, such as virtual 3D modeling or 
1:1 scale prototyping for industrial design [3]; examining product 
details in a virtual retail store [69]; or sharing 3D medical images 
to manage patient expectations [9]. CakeVR further establishes the 
usefulness of these basic techniques (object grabbing, rotating, scal-
ing). It additionally shows how sketching in mid-air can facilitate 
expression, communication, and negotiation. Our fndings also gen-
eralize to virtual collaborative tasks in the new medium of social VR 
(cf., VRChat), and show the importance of establishing emotional 
connections, attention allocation, and engagement of collabora-
tion, which have implications beyond cake co-design activities (e.g., 
virtual co-located learning). 

7.2 Limitations in expert evaluation 
We are aware of the limitations of the expert evaluation study. First, 
we did not manage to setup a real remote communication scenario. 
Two users who were wearing noise cancelling headphones were 
sharing the same room during the evaluation test. However, three 
pastry chefs (P1, P7, P8) mentioned that CakeVR should not only 
be a remote communication tool, but can also be a useful tool at 
the bakery, which can support on-site customization by providing 
instant 3D visualizations and size of the cake. Second, we did not 
invite clients to co-design cakes with real pastry chefs. Instead, they 
were interacting with a role playing researcher in the test. Since 
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Table 1: The fulflment of design requirements and future improvement suggestions 

ParticipantsDesign Fulfllment Suggestions for next iteration whorequirements (yes or no) mentioned 

Add avatar facial expressions, enable R1 yes C5, C7-C10, P1, P6-P8 to explore virtual spaces 

R2 yes 

R3 yes Sketch stably with multiple color choices C7, P1 
Ofer a wide variety of components, allow R4 yes C5-C9, P1, P6-P8 self-generate components 

R5 yes Improve the fdelity of the 3D visualization all the 10 participants 
R6 yes Improve the previews of the cake components C7, C10 

Enable repositioning the cake and the avatar R7 yes P1, P6-P8 for the photo shooting 
R8 yes Support automatic size and price calculation P1, P6-P8 

Access to the Internet within VR to C8search for references 

CakeVR is at the early prototype stage, involving researchers and 
expert users in the evaluation and collecting rich qualitative can 
allow us to have a good understanding of the problem space and 
ensure all the core functions are addressed, which is a preparation 
step for a more extensive user study [57]. 

7.3 Co-design in Social VR 
One common problem in co-design is that non-designer participants 
fnd it difcult to verbally describe their tacit knowledge, and to 
have cross-disciplinary discussions [57]. From our study, we see 
the potential of social VR in facilitating non-designers to express 
their ideas by ofering ready-to-use design components and instant 
immersive 3D visualizations. In addition, we noticed two aspects 
of the 3D visualization are important: (1) showing the actual size 
(if the size is an important design aspect), and (2) enabling co-
designers to share the view of the visualization simultaneously. 
These observations echo the fndings by Tiainen et al. [66]: actual 
size and sharing views are better supported in social VR than on 
2D screens and in Augmented Reality. 

As addressed in Section 2.1, both autonomy and competence are 
important for encouraging non-designers to participate in co-design 
activities [14]. The two types of co-design behaviors (i.e., active and 
passive co-designers) identifed from the expert evaluation (Section 
6.2) may be related to autonomy and competence. We observed in 
our study that, compared to the passive co-designers, the active co-
designers felt more confdent, engaged and independent in the cake 
co-design. From the interview, we also observed two factors that 
may be related to the active/passive co-design behaviors, namely 
motivation, and emotional connection. The motivation is related to 
participants’ personal interests and design skills, which make them 
more capable and more engaged in the co-design tasks. The lack 
of emotional connection may help participants focus on co-design. 
However, it may also undermine their engagement in co-design. We 
are interested in further researching on the two types of co-design 
behaviors and the ways to facilitate the competence and autonomy 
of users in social VR co-design. 

7.4 Design recommendations for social VR 
Based on our study, we summarized three design recommendations 
for developing future social VR applications. 

7.4.1 Conveying emotions in social VR. We found that the lack of 
facial expressions reduced the emotional connection between users, 
which negatively infuenced the engagement of some participants. 
We recommend that it is important to enable the virtual human 
representations to show facial expressions or to implement a virtual 
interface for users to express visually their emotions. There is an 
increasing number of research working on realistically representing 
users in the format of volumetric videos [62], removing the HMD 
to show the users whole face in these volumetric representations 
[76], and training machine learning models to estimate emotions 
from the images of human faces wearing an HMD [75]. Another 
direction is to include visual cues of emotions in social VR. For 
example, emoticons and emojis are efective in conveying emotions 
in text messages [65]. We foresee the opportunities for designing 
new emoticons and emojis specifcally for the virtual world, where 
users can experience new ways to use and interact with emoticons 
and emojis (e.g., throw an emoji to the air). Obrist et al. [43] investi-
gated an innovative mid-air hapitc descriptions of specifc emotions 
(e.g., happy, sad, excited, afraid), which inspires us to think about 
including these haptic descriptions in the next generation of virtual 
input devices (e.g., hand controllers). 

7.4.2 Creative virtual environment. All the participants mentioned 
that, although the virtual environment looks realistic, it ofers lim-
ited design resources and there is a lack of serendipity to inspire 
them. We recommend that future social VR applications should, 
on one hand, provide sufcient resources (e.g., including an In-
ternet search engine or various datasets for 3D models), and on 
the other hand, facilitate users to self-create virtual objects. For 
example, enable real-size 3D modelling or facilitate the interaction 
through brain-computer interfaces (BICs) [27, 33]. We see poten-
tial of BICs in automatically navigating users through the virtual 
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space, enabling them to interact with virtual objects through mind-
controlling, or more advancedly, generating virtual visualizations 
based on users’ thoughts. 

7.4.3 Recreating the senses in social VR. Our participants agreed 
that the 3D real-size virtual cake visualizations provide an instant 
overview of the co-design outcome. However, the fdelity of the vir-
tual cake is not sufcient for them to imagine the favor and texture 
of the cake. We would like to research on recreating food-related 
senses in social VR, such as feeling the texture of a soft chifon 
cake and a fufy velvet cake, or even simulating the taste of the 
favors. With incorporating haptic devices [59, 74], the simulation 
of of grasping, squeezing, pressing, lifting, and stroking in VR is 
getting promising. The handheld controllers developed by Benko 
et al. [5] enable users to feel 3D surfaces, textures, and forces that 
match the visual rendering. Apart from the multi-sensory expe-
riences interacting with virtual objects, recreating the senses in 
the virtual environment is also an interesting direction to enhance 
the presence of social VR users. For example, the HMD accessories 
developed by Ranasinghe et al. [53] provides thermal and wind 
stimuli to simulate real-world environmental conditions, such as 
ambient temperatures and wind conditions. 

7.4.4 Depth of interaction and fatigue. textitCakeVR aimed to cover 
the breadth of interaction to ensure users can have a complete 
virtual cake co-design experience. However, it is interesting to 
consider each sub-aspect of this experience. For example, what is 
the impact of creating impossible cakes, and how does that push 
designers to think more imaginatively inside the HMD? How can 
specifc interactions (e.g., object snapping or fnalizing a scale, and 
by whom) create more seamless interactions? No users reported 
fatigue in using CakeVR, however, this needs further study for 
longer interaction periods, which may afect some users (e.g., older 
adults) [23]. 

7.5 Transferability to other collaborative 
domains 

The audio-visual interfaces, the realistic virtual environment and 
the 3D visualizations of CakeVR are transferrable to other collabora-
tive use cases, including medical and cultural heritage domains. For 
example, social VR can be used for remote medical consultations, 
enabling physicians to explain the diagnosis and its clinical impact 
to the patient using a 3D visualization in the virtual environment. 
So, the patient can share the medical decision making with the 
physician, and have proper expectations towards the outcomes 
of the treatment [45, 51]. Social VR can enable users to relive his-
tory through interacting with the 3D mock-ups of the heritage 
artifacts (e.g., dressing up in a historical costumes) and talking to 
the virtual curators in a virtual museum [25]. Reliving the history 
in social VR can provide a deeper understanding of the historical 
accomplishments through a truly immersive, engaging experience. 

8 CONCLUSION AND FUTURE WORK 
In this paper, we designed, implemented and evaluated a social VR 
tool (CakeVR) for clients to use natural gestures to co-design their 
dream cakes with pastry chefs in an immersive virtual bakery. Based 
on the eight design requirements gathered from semi-structured 

interviews with 5 pastry chefs and 4 clients, CakeVR was imple-
mented for clients and chefs to co-design cakes in a virtual bakery 
and then switch to the celebration location to check the theme 
ftting. From the results of the expert evaluations (with 6 clients 
and 4 pastry chefs), we found that CakeVR addressed all the de-
sign requirements. The participants pointed out that CakeVR has 
improved the efciency in the cake customization communication, 
and enhanced the shared understanding in co-design process by 
allowing natural gestural interactions, intuitive manipulations of 
3D objects, and instant 3D visualizations. Our fndings highlight 
CakeVR’s potential to transform product design communication 
through remote interactive and immersive co-design. In our fu-
ture work, we would like to further investigate social VR co-design 
behavior, and to recreate (food-related) senses in social VR. 
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