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ABSTRACT

The influence of a wall-embedded Helmholtz resonator on the development and stability of Tollmien–Schlichting (TS) waves is investigated
numerically and experimentally for a range of frequencies extending from below to above resonance. Interactions are found to be limited in
the near-wall region and toward the trailing edge of the resonator orifice while at the same time being linear nature. The dynamic response
of the flow-excited resonator is shown to have a fixed phase relation with respect to the TS-waves, indicating that only amplification of the
latter can be achieved. The same resonant behavior is maintained regardless of whether the resonator is flow-excited or acoustically excited.
Thus, it is suggested that pressure perturbations propagate perpendicularly and acoustically within the resonator throat and cavity. The
amplification observed in the vicinity of the resonator displays features typical of TS-wave scattering; however, it is confirmed that this is not
solely the result of mean flow distortion due to the geometry and recirculation region. Instead, the results indicate that the phenomenology is
a consequence of the combination of scattering, localized non-modal growth, and wall-forcing in the wall-normal direction due to resonance.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0141685

I. INTRODUCTION

It is well established that the process of laminar-to-turbulent tran-
sition of two-dimensional boundary layers in low-amplitude disturbance
conditions is typically governed by linear growth1 followed by non-
linear breakdown2 of Tollmien–Schlichting (TS) waves.3 Suppression or
delay of TS-wave growth has been the point of focus of numerous past
studies in an effort to postpone skin friction increase and, in extent, to
increase aerodynamic efficiency in numerous applications.

A plethora of literature is available describing both active and
passive approaches for TS-wave suppression, and the examples pro-
vided here are by no means exhaustive. Active methods typically rely
on the introduction of an opposing perturbation4 at the vicinity of the
wall with devices such as vibrating ribbons5 and plasma actuators6

using microphones as feedback sensors. Based on this hardware con-
figuration, filter-based7,8 and model-based9,10 closed-loop control
schemes have been developed to establish the appropriate perturbation
phase with respect to the incoming TS-wave. On the other hand, pas-
sive approaches have relied on the development of interfaces between
the boundary layer and the wall, which are typically characterized by
low surface stiffness. The coupled fluid–structure interaction results in
the motion of the interface as a response to flow perturbations that, in
turn, attenuates boundary layer perturbations. The interfaces can be

continuous such as compliant surfaces,11,12 where impedance match-
ing between the fluid and the wall is sought for, as well as discrete such
as phononic sub-surfaces13,14 with band-stopping capabilities.

The aforementioned passive devices have a frequency-dependent
response to the perturbations of the boundary layer, exhibiting reso-
nant or anti-resonant behaviors. Another family of devices with reso-
nant attributes are the well-known Helmholtz resonators, often
modeled in analogy to a mass–spring system.15 They comprise a rigid
enclosure and an open throat, the dimensions of which together define
the natural frequency. Various configurations such as shallow cavities
and gap flows have been investigated that are of particular interest in
the discipline of aeroacoustics due to the relevance of acoustic noise
emission and absorption in jet engine liners.16,17

When a Helmholtz resonator is excited by a boundary layer,
grazing flow conditions are observed. Separation occurs at the most
upstream edge of the resonator throat, and the resulting shear layer
causes amplification of a Kelvin–Helmholtz (KH) instability that
impinges on the most downstream edge of the orifice.18 The acoustic
waves that are generated as a consequence propagate upstream and
excite the separated shear layer through its receptivity, thus creating a
feedback loop. The feedback can be classified as fluid-dynamic or
fluid-resonant.19 In the fluid-dynamic case, the orifice and acoustic
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wavelength scales are comparable. The acoustic waves propagate par-
allel to the shear layer and, hence, directly govern the KH instability
causing self-sustained oscillations known as the “Rossiter mode.”18 In
the case of fluid-resonant feedback, the resonator response disturban-
ces instead propagate perpendicularly to the orifice and resonance
occurs when the characteristic frequency of the hydrodynamic flow
disturbances matches the natural frequency of the cavity.20,21

Hydrodynamic and acoustic disturbance components are typically
separated by momentum potential theory,22 identifying the cavity
dynamics as the primary source of noise generation, specifically sepa-
ration at the downstream corner of the cavity throat.23

In most applications, practical sizes of Helmholtz resonators are
sought for, with cavity diameters typically less than a centimeter and
even smaller orifice diameters. The natural frequency and orifice
diameter of such resonators match well with turbulent boundary layer
inner time scales and length scales, respectively. Specifically for shallow
cavities, a strong dependence of the flow dynamics to the depth-to-
diameter ratio has been observed in various studies,24,25 leading to
either steady, switching, or flapping dynamics. It is important to note
that the available literature on grazing flow over resonators and shal-
low cavities such as in the examples given above primarily focuses on
turbulent boundary layers.26 The premise of this work is, thus, to
investigate the salient interactions of a Helmholtz resonator with TS-
wave instabilities in laminar boundary layers, aiming to assess its suit-
ability for passive flow control.

To the best of authors’ knowledge, there is currently very limited
availability of studies directly treating the coupling/feedback effects of
Helmholtz resonators and TS-waves, although early as well as later
investigations with streamwise extending resonator arrays and perfo-
rated walls have shown destabilizing effects.27,28 The majority of the
available literature focuses on the acoustic absorption and drag
increase in sub-surface resonators in the context of acoustic liners in
laminar boundary layers grazing over orifices.29,30 The associated local
shear flow dynamics are explored either numerically or experimentally
and, commonly, the cavities as well as the full liner walls are modeled
based on wall acoustic impedance.31–33

Hereby, it must be noted that subjecting a Helmholtz resonator
to a laminar boundary layer suggests that interactions interfere with
the transition process for which roughness is known to play a critical
role. Through the process of receptivity, acoustic or hydrodynamic
external disturbances interact with the mean flow distortion caused by
roughness elements.34,35 If the roughness is larger than a certain criti-
cal height, instability modes arise and transition occurs at a more
upstream location. Substantial research has been performed over the

past years regarding the influence on TS-waves of distributed36 and
isolated roughness,37 either two- or three-dimensional,38,39 with desta-
bilizing40,41 as well as stabilizing42,43 effects being reported. A two-
dimensional resonator throat (slit type) can be geometrically consid-
ered as an abrupt two-dimensional roughness. For these specific cases,
interactions can be modeled by triple-deck theory,44 indicating that
the main mechanism influencing transition is TS-wave scattering
caused by roughness-induced mean flow distortion.45,46

In this work, a Helmholtz resonator is excited by linearly ampli-
fied TS-waves within the unstable region. The resonator is designed
such that the orifice is significantly smaller than the characteristic
wavelength of the disturbances and as such pertains to fluid-resonant
behavior. The aim of the present investigation is twofold. First, the
dynamics of the resonator throat are analyzed in order to formulate an
equivalent wall impedance, thus determine phase relations between
pressure and velocity at the orifice and how they influence the local
flow topology. Second, the possibility of stabilization of TS-waves is
explored, in relation to mean flow distortion-induced scattering mech-
anism and how the latter is altered by the dynamics of resonance. To
achieve the above, linearized Navier–Stokes (LNS) simulations in con-
junction with particle image velocimetry (PIV) and microphone mea-
surements are performed over a zero pressure gradient flat plate where
two-dimensional TS-waves are artificially introduced.

II. PROBLEM FORMULATION AND METHODOLOGY
A. General parameters, conventions, and scaling

The analysis of the interaction between the resonator and the
boundary layer encompasses results obtained with numerical simula-
tions and wind tunnel experiments at the same conditions. The gen-
eral parameters of the problem are defined during preliminary studies
that involve a marching solution of the laminar boundary layer equa-
tions3 and the solution of the parabolized stability equations47 (PSE)
for incompressible flows. Several experimental considerations are
taken into account. To begin with, TS-waves must have amplified to a
measurable amplitude and wavelength, without saturation of linear
modes or transition to turbulence within the region of interest. At the
same time, the frequency of the amplified TS-waves should be suffi-
ciently high, allowing for a reasonably sized resonator that is charac-
terized by a resonance frequency similar to the TS-wave frequency.

Considering the above requirements, the following parameters
are defined [refer to Figs. 1 and 2]. The flat plate is 1m long and is
subjected to a freestream velocity of U1 ¼ 20:9m=s. TS-waves are
generated at a distance of 0.18m from the leading edge for both
numerical and experimental approaches. A Cartesian coordinate

FIG. 1. Overview of the computational domain, mesh, and boundary conditions. Critical streamwise locations are noted representing: the inlet ðxin ¼ �0:85 mÞ, the plate lead-
ing edge ðxle ¼ �0:55 mÞ, the body force input ðxbf ¼ �0:37 mÞ, the plate trailing edge ðxte ¼ 0:45mÞ, and the outlet ðxout ¼ 0:85 mÞ. For visualization purposes, the mesh
density has been reduced by 100 times, maintaining the relative element size.
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system is defined such that x¼ 0 coincides with the center of the reso-
nator throat, 0.18m from the leading edge, y¼ 0 at the wall surface,
and z¼ 0 at the midspan of the flat plate. The spanwise-invariant
Helmholtz resonator consists of a square cavity of 68� 68 mm2, and a
throat of 1mm wide and 5mm long, resulting in an acoustic resonant
frequency of approximately 295Hz (refer to Sec. III B).

Throughout this report, dimensional quantities are noted by their
symbol and accompanied by the respective unit (e.g., x ¼ 1mm). For
non-dimensional representation, measured and computed quantities
are normalized with scaling parameters from the baseline boundary
layer and are noted by their symbol without units (e.g., x¼ 1). More
specifically, lengths are normalized with the displacement thickness of
the baseline boundary layer, d�r ¼ 1:1� 10�3 m, at the resonator loca-
tion, x¼ 0. In turn, frequencies are scaled with the resonator natural
frequency, fr ¼ 295Hz, while velocities with the freestream velocity,
U1 ¼ 20:9m=s. Time-averaged quantities are identified with an over-
bar (e.g., �u), while fluctuating components are marked by a dash (e.g.,
u0). Finally, quantities averaged over phase-locked PIV measurements
are denoted with chevron brackets (e.g., hui).

B. Numerical setup

1. Governing equations, domain, and boundary
conditions

The perturbations related to the convection of the TS-waves are
of very low amplitude; hence, no three-dimensional effects or satura-
tion of linear modes is expected throughout the domain, including
the resonator region. Consequently, simulations may be carried out
in a two-dimensional fashion (COMSOL 5.6). At the same time, the
assumption of small perturbations implies that it is not necessary to
solve for the full Navier–Stokes problem. Instead, the solution entails
the linearization of the compressible, non-isothermal Navier–Stokes
equations (LNS); hence, a first-order perturbation problem is
defined, with respect to a stationary background flow field. The latter
is computed via a steady-state solution of the compressible
Navier–Stokes equations (NS). In either problem, density is related
to pressure and temperature by means of the ideal gas equation of
state. For the purpose of this work, the LNS problem is solved in the
frequency domain.

An overview of the computational domain along with the bound-
ary conditions and the mesh is shown in Fig. 1. The primary region of
interest is 1m long, extending from the leading edge ðxleÞ to the trail-
ing edge ðxteÞ of the flat plate. Within these coordinates as well as

around the resonator throat and cavity, an adiabatic viscous wall
boundary condition is applied. The wall is extended all the way to the
outlet ðxoutÞ in order to ensure that any outlet boundary condition
effects are not affecting the field at xle. In order to reduce computa-
tional costs, an adiabatic inviscid wall condition is applied at the top
boundary as it is not necessary to resolve the local boundary layer. The
domain height (H) is set to 0.2m, approximately 140 times higher
than the unperturbed boundary layer displacement thickness at xte,
minimizing the influence of the upper boundary condition on the TS-
waves. From the inlet up to the leading edge, a symmetry condition is
applied, mitigating downstream propagation of leading-edge pressure
gradient effects.48

The aforementioned wall and symmetry boundary conditions are
kept the same regardless whether solving for the steady-state field
(NS) of the perturbation field (LNS). Instead, the inlet and outlet
boundary conditions are adjusted accordingly. Hence, for the NS
problem, the inlet boundary condition is a constant normal velocity
ðU1 ¼ 20:9m=sÞ and isothermal ðT1 ¼ 20 �CÞ. At the same time, at
the outlet, a zero relative static pressure condition and heat flux are
applied, ensuring convective heat transfer through the outlet. On the
other hand, for the LNS problem the inlet and outlet boundaries are
extended to include absorbing layer domains (perfectly matched
layers), where acoustic and convective wave perturbations are expo-
nentially attenuated by means of complex coordinate stretching.49,50

2. Numerical Tollmien–Schlichting wave generation

Disturbances are introduced by means of an unsteady body force
source ðFbf Þ located at xbf and acting along the x direction. The source
is applied over a rectangular domain ð4� 0:5mm2Þ, at a distance of
0.1mm from the wall. In order to ensure smooth transition to the
body force domain, the source is given a two-dimensional cosine
distribution

Fbf ¼
Abf

2
� 1� cos

2p
lbf

x

� �� �
� 1� cos

2p
hbf

y

� �� �
; (1)

where lbf and hbf are the width and height of the body force domain,
respectively. In turn, Abf corresponds to a sinusoidal unsteady distur-
bance at the desired frequency, whose amplitude is selected such that
the reference TS-wave amplitude at the resonator location matches the
experimental measurements. The range of TS-wave frequencies hereby
investigated lies between 200 and 400Hz. When determining the
background steady-state field, Abf is set to zero.

FIG. 2. Side and top overview of the experimental setup. TS-waves are generated with an AC-DBD plasma actuator. A deflector shields the microphones from the incoming
flow. PIV measurement fields of view are marked by dashed boxes (not to scale).
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3. Spatial discretization

The NS and LNS problems are discretized in space with second-
order Lagrangian finite elements on a structured mesh as seen in Fig. 1.
At critical locations where strong velocity and pressure gradients are
expected ðxle; xbf ; xrÞ, mesh density is increased to maintain accuracy.
The aspect ratio of the elements in the aforementioned regions and
within the resonator throat is 1:1. From thereon, the element size is
gradually increased at a rate of 10% to reach aspect ratios of 3.5:1 and
1:10 along the streamwise and wall-normal directions, respectively.

The minimum element size is determined by considering the vis-
cous and thermal boundary layer thicknesses in the resonator throat
that need to be resolved. Under the assumption that within the throat
and the cavity the phenomena are primarily acoustic, these thicknesses
can be estimated as the acoustic viscous and thermal penetration
depths,51 expressed as dl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2l1=xq1

p
and dj ¼ dl=

ffiffiffiffiffi
Pr
p

, respec-
tively, where l1 and q1 are the freestream dynamic viscosity and
density, x is the angular frequency of the wave, and Pr is the free-
stream Prandtl number. Hereby, dl < dj; hence, the minimum ele-
ment size is set to �min ¼ dl, resolving up to a wave of angular
frequency of x ¼ 2p � 400 rad. Considering the second-order
Lagrangian spatial discretization, the minimum distance between ele-
ment nodes is dl=2 ¼ 5:5� 10�5 m, approximately 20 times smaller
than d�r . The suitability of this mesh size has been verified through a
preliminary grid convergence study.

C. Experimental apparatus and techniques

1. Wind tunnel model

Experiments are carried out in the Anechoic wind tunnel (A-tunnel)
at Delft University of Technology. The test section is a square cross
section of 500� 500 mm2, characterized by a turbulence intensity below
0.05% and outlet uniformity within 0.6%, for the entire range of operating
velocities.52

An overview of the wind tunnel model is shown in Fig. 2. A
20-mm-thick, 500-mm-wide, and 1000-mm-long flat plate is inserted
at 30% of the test section height for alleviating wind tunnel corner
effects.53 The flat plate is manufactured from machined aluminum,
finished at a surface roughness of approximately 0.05mm. Its leading
edge is a modified superellipse, ensuring minimal radius of curvature
gradient between the ellipsoid and the flat part of the plate.54 Two
pressure tap arrays are located symmetrically with respect to the mid-
span of the flat plate and extending around the leading edge, thus pro-
viding information regarding the streamwise pressure gradient as well
as the spanwise pressure uniformity. For eliminating unsteady fluctua-
tions due to separation, the boundary layers at the top wall and the
lower side of the flat plate are tripped by means of 2-mm-thick zigzag
turbulator. A flap is positioned at the trailing edge of the flat plate,
allowing for adjustments of the leading edge stagnation point.

The flat plate bares a large opening where inserts can be inter-
changed. The two-dimensional Helmholtz resonator is integrated by
machining three aluminum inserts that fit into the aforementioned
opening, as shown in the top view of Fig. 2. The central insert holds a
machined slit with dimensions of 1, 5, and 147mm along the x, y, and
z directions, respectively, that serve as the Helmholtz resonator throat.
The span is sufficiently long such that the flowfield at the midspan can
be considered two-dimensional and, hence, comparable to 2D

simulations. The resonator cavity is a removable box inserted directly
under the slit, with dimensions of 76, 60, and 170mm along the x, y,
and z directions, respectively. Care is taken to mitigate possible leaks
at the component interfaces by means of adhesives and thin aluminum
tape. In order to allow for baseline measurements of the boundary
layer without the influence of the resonator, the throat insert can be
exchanged with a solid insert of the same dimensions.

2. Experimental Tollmien–Schlichting wave generation

Generation of the TS-waves is achieved by means of a spanwise
two-dimensional AC-DBD plasma actuator,6,55 located at 0.18m from
the leading edge. In this configuration, the plasma actuator is com-
posed of a 3-mm-wide and 60-lm-thick copper strip that acts as the
high-voltage electrode and a 60-lm-thick Kapton dielectric, while
the aluminum plate is grounded, thus completing the actuator circuit.
The total thickness is 120lm, approximately 20% of the local displace-
ment thickness (�600lm); thus, the mechanical roughness associated
with the actuator can be considered negligible. The electrical nature of
the actuator allows great flexibility for controlling the amplitude and
frequency of the introduced excitation. Similar to past works,56 the
forcing signal comprises of short pulses, constructed by modulating a
sinusoidal carrier signal (4 kHz, 4 k Vpp). The duty cycle is selected
such that each pulse completes two carrier frequency cycles, a duration
of 50ms. Bursts of pulses are, then, sustained at the desired TS-wave
excitation frequencies (240, 270, 290, 310, and 340Hz), located near
the Helmholtz resonance frequency (�295Hz, see Sec. III B).

3. Microphone measurements

Three highly sensitive ð�15 dBm=PaÞ, calibrated, electret con-
denser microphones (LinearX M53) are used to monitor pressure
amplitudes upstream, downstream, and within the resonator cavity as
shown in Fig. 2. The upstream and downstream microphones are each
located at a distance of 60mm from the resonator throat center. They
are mounted on the flat plate, directly under tap holes of 0.1mm of
diameter, via a threaded connector that seals by means of a rubber o-
ring. Care is taken to ensure that the resonant frequency of the cavity
formed between the pressure tap and the microphone surface, which
are of OðkHzÞ, does not interfere with the frequencies of interest,
which are of OðHzÞ. In turn, the resonator cavity microphone is
mounted with the same connector on the cavity walls, directly under
the resonator throat. In order to prevent interaction of the incoming
flow with the microphones and the resonator cavity, a deflector is
mounted at the underside of the flat plate and the trailing-edge flap is
adjusted accordingly. All microphone measurements mentioned in
this report are performed at a sampling rate of 51.2 kHz over a sam-
pling time of 10 s, unless otherwise stated.

4. Two-component velocity field measurements

Two-component velocity field measurements are performed with
particle image velocimetry on the x–y plane over two regions of inter-
est, defined by the dashed rectangles in the side view of Fig. 2. The first
configuration (C1) aims at capturing the evolution and growth of the
generated TS-waves as they propagate past the Helmholtz resonator
location. In turn, the second configuration (C2) focuses on the region
above the resonator throat, aiming at quantifying the local interactions
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between the TS-waves and the resonator. For both configurations,
seeding particles with mean droplet diameter of 1lm are produced by
a fog generator and water–glycol solution. A laser sheet of approxi-
mately 1mm thickness is constructed with a dual cavity Nd:YAG laser
(200 mJ/pulse) and a set of cylindrical and spherical lenses. A sum-
mary of the relevant measurement parameters is provided in Table I.

In C1, the region of interest is imaged by two cameras whose
fields of view are stitched to obtain a combined field of view of
120� 20 mm2 along the streamwise and the spanwise directions,
respectively. This region of interest spans from 30mm upstream to
90mm downstream with respect to the resonator throat. Images are
captured either randomly or phase-locked with respect to the TS-
waves, by synchronizing the PIV system with the plasma actuator. In
the random measurement case, an ensemble of 2000 images is
recorded, allowing estimation of statistical quantities at every stream-
wise location. In turn, in phase-locked measurements, six phase-
averaged velocity fields (1000 realizations) over a full TS-wave cycle
are obtained, thus yielding greater accuracy on the wave amplitude
estimate. Hereby, particle displacement is calculated by employing a
multi-pass, cross-correlation algorithm57 with interrogation window
deformation,58 from an initial window of 48� 48 pixels to a final win-
dow of 24� 24 pixels and 50% overlap. Spurious vectors are discarded
by applying the universal outlier detection technique.59

In C2, a smaller field of view is sought just above the resonator
throat; hence, only one camera is used, imaging an area of 30
� 25mm2 along the streamwise and spanwise direction, respectively.
As in C1, phase-locked measurements are performed, obtaining 12
phase-averaged fields over the TS-wave cycle. For these measurements,
the goal is to quantify velocity components near the throat region, i.e.,
in close proximity of walls where the classical, cross-correlation-based
PIV uncertainty is high. Instead, images are processed with particle
tracking velocimetry (PTV), tracing the path of individual particles
between two consecutive frames. The ensemble of the particle tracks
over all realizations is converted to a Cartesian grid by an in-house
developed algorithm that employs an adaptive multivariate polyno-
mial regression to determine the velocity components at the desired
grid locations. In this manner, spatial resolution and uncertainty are a
function of the number of realizations, in this case 1000. The resulting
vector pitch is 0.07mm along both x and y axes, corresponding to
approximately six pixels on the camera sensor.

Estimation of the time-averaged uncertainty is determined
through linear error propagation60 and linear regression analysis61 for
cross-correlation fields and particle tracking fields, respectively. The
corresponding maximum uncertainties with respect to the local
velocity are e�u � 0:06% and e�v � 3:2% for cross-correlation, and
e�u � 0:2% and e�v � 3:6% for particle tracking.

III. BASELINE CONDITIONS
A. Flat plate boundary layer characteristics

The characterization of the unperturbed flat plate boundary layer
is performed in the absence of TS-waves and without the Helmholtz
resonator. In the simulations, this is achieved by disabling the resona-
tor’s throat and cavity domains (Fig. 1) and replacing the top side of
the throat with a viscous, adiabatic wall condition. Similarly, for the
experimental measurements, the insert of the resonator throat (Fig. 2)
is replaced with a solid one.

The pressure coefficient, Cp ¼ ðp� p1Þ=ðp0 � p1Þ, over the
flat plate, estimated by solving the steady-state NS and by pressure tap
measurements is shown in Fig. 3(a). Two sets of measurements are
provided, corresponding to each of the pressure tap arrays present on
the wind tunnel model (Fig. 2). It is evident that both arrays provide
the same Cp along the flat plate; hence, the experimental boundary
layer can be considered sufficiently two-dimensional. Remarkable
agreement between the numerical and experimental methodologies
is achieved downstream of x¼�400, where a near-zero pressure

TABLE I. Particle image velocimetry parameters.

Parameter C1 C2

Sensor resolution 2560� 2160 pixels2

Pixel pitch (lm) 6.5
PIV processing type Cross-correlation Particle tracking
Lens focal length (mm) 105 200
Aperture ð f#Þ 5.6 5.6
Frame separation ðDtÞ (ls) 30 15
Magnification factor 0.26 0.55
Field of view area (mm2) 120� 20 30� 25
Vectors per field 410� 70 426� 360
Vector pitch (mm) 0.3 0.07

FIG. 3. Comparison of the baseline boundary layer characteristics between simula-
tions and experiments. (a) Pressure coefficient: hereby, marks signify values from
the two pressure tap arrays on the model shown in Fig. 2. (b) Displacement thick-
ness: for clarity, the PIV sample points have been reduced by a factor of 60.
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gradient is observed. Upstream of x ¼ �400, the experimental Cp

exhibits a favorable pressure gradient as a consequence of the leading-
edge geometry that is not accounted for in the simulations.

Considering the boundary layer itself, the displacement thickness
ðd�Þ comparison between the Blasius solution, NS simulations, and PIV
measurements is shown in Fig. 3(b). Hereby, the PIV measurements
correspond to configuration C1 (see Sec. IIC4). As with the Cp, very
good agreement between the methodologies is observed, particularly in
the vicinity of the resonator region. Small departing between the Blasius
solution and the NS simulations is limited in the upstream part of the
domain ðx < �250Þ and is due to the symmetry boundary condition
upstream the leading edge that mitigates leading-edge pressure effects as
discussed in Sec. II B 1. Though not shown, similar agreement is identi-
fied in the boundary layer momentum thickness and shape factor.

The stability characteristics of the baseline boundary layer are
assessed by means of PSE analysis on baseflow velocity fields obtained
by both NS simulations and PIV. The PSE equations are marched
throughout the domains (x > �450 for NS and the full PIV domain)
for a range of TS wave frequencies to obtain the corresponding growth
rates along the streamwise direction ðaiÞ. The boundary conditions
assume zero velocity perturbations ðu0 ¼ v0 ¼ 0Þ at the wall and at
the freestream. Figure 4(a) exhibits the estimated neutral stability
curve ðai ¼ 0Þ, typical of a Blasius boundary layer, with remarkable
agreement between methods in their overlap region. Hereby, the
experimentally introduced TS-wave frequencies are also marked,
located in the stable region with respect to the neutral stability curve.
Five TS-wave frequencies are chosen, the central one being approxi-
mately equal to the resonator natural frequency (see Sec. V).
Consequently, and in conjunction with the corresponding amplifica-
tion factors shown in Fig. 4(b), it can be seen that the TS-waves

introduced at that frequency range are expected to increase in ampli-
tude as they propagate over the resonator streamwise location (x¼ 0).
At the same time, it is important to note that the resonator natural fre-
quency (f¼ 1) lies within the unstable frequency range as observed in
the neutral stability curve. Hence, any self-excitation of the resonator
can potentially result in the development of TS-waves with frequency
equal to the resonator fundamental frequency.

Figure 4(c) shows the vertical velocity fluctuation component ðv0Þ
of the flowfield for f¼ 0.98, in the vicinity of the resonator throat loca-
tion. Hereby, the TS-waves can be clearly identified through both LNS
and PIV methodologies with substantial agreement. The estimated
wavelength range calculated for the experimental and numerical fre-
quency range ð0:68 < f < 1:36Þ is 32 < kTS < 17; i.e., the wavelength
decreases for increasing frequency, as predicted from PSE stability anal-
ysis. An important aspect is the relative scale difference between the
baseline TS-wave wavelength and the resonator throat width, the latter
being 0.93. Based on the estimated wavelengths mentioned above, the
throat width is at least 18 times smaller than the shortest TS-wave.
Consequently, when the resonator is introduced, it is expected that at
any moment, the throat will be experiencing a small fraction of the TS-
wave pressure front, approximating a two-dimensional input to the res-
onator. This assumption is central for expressing the frequency response
of the resonator (i.e., impedance) as an inhomogeneous boundary con-
dition relating pressure to velocity over the orifice. Confirmation of this
assumption is further discussed in Sec. IVB.

B. Resonator acoustic response characteristics

Characterization of the resonator is performed acoustically, i.e.,
in the absence of flow and the associated convective phenomena, by

FIG. 4. (a) Neutral stability curve obtained through PSE analysis on the LNS and PIV velocity fields. Dotted marks indicate the streamwise location and frequency of the TS-
waves introduced during experiments, with the red mark corresponding to the frequency nearest the resonator resonance (f¼ 0.98). (b) Amplification factor from LNS and PIV
for the experimental excitation frequencies. Red data correspond f¼ 0.98, and the arrow indicates the direction of increasing f. The blue squares pertain to microphone mea-
surements for f¼ 0.98. For simulations, N ¼

Ð x
x0
�aidx, x0 being the neutral point. For experiments, N ¼ lnðv0=v00Þ assuming the same neutral point as in the simulations. (c)

Comparison of the vertical velocity fluctuation component of the TS-waves obtained with LNS and phase locked PIV for f¼ 0.98.
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appropriately adjusting the numerical and experimental setups. More
specifically, for the numerical setup, the problem is solved in the fre-
quency domain formulation of the LNS equations. The resonator is
subjected to a planar pressure wave that propagates in the wall normal
direction, whose amplitude is 1 Pa, for a range of frequencies. It is
noted that due to linearization, the wave perturbation amplitude is
unimportant. The computational domain above the resonator is a rect-
angle of double the size of the resonator and whose boundaries attenu-
ate wave perturbations in the same manner as in the main
simulations, i.e., via perfectly matched layers. In turn, for the experi-
mental setup, the freestream velocity is zero, the top wall of the wind
tunnel model is removed, and a speaker that produces white noise is
placed in the far-field opposite the flat plate. In addition, apart from
the resonator cavity microphone, a reference microphone is placed on
the surface of the flat plate over the resonator throat. Measurements
are performed at a sampling frequency of 27:6 kHz over a sampling
time of 30 s.

For both numerical and experimental approaches, a complex fre-
quency response function of the resonator,Hrð f Þ, is obtained by com-
paring the pressure frequency spectrum at the throat, ptð f Þ, to the
pressure frequency spectrum at the midpoint of the lowest wall of
the cavity, pcð f Þ, i.e., at the physical locations of the microphones. The
response function is formulated as

Hrð f Þ ¼
1
2

Sptpcðf Þ
Sptptðf Þ

þ
Spcpcðf Þ
Spcptðf Þ

" #
; (2)

where Sptptð f Þ and Spcpcð f Þ are the complex auto-spectra of ptð f Þ and
pcð f Þ, respectively ðSptpt ¼ pt�pt and Spcpc ¼ pc�pcÞ, whereas Sptpcð f Þ
and Spcptð f Þ are the cross-spectra between ptð f Þ and pcð f Þ, using
either as a reference ðSptpc ¼ pt�pc and Spcpt ¼ pc�ptÞ. Note that in the
aforementioned expressions, the asterisks signify complex conjugates.

The amplitude and phase response components of Hr are shown
in Fig. 5(a), closely matching the typical behavior of a Helmholtz reso-
nator pressure response to acoustic excitation (see, e.g., Ref. 15). The
resonant frequency ( f¼ 1) is defined as the frequency for which the
amplitude response is maximized, corresponding to approximately
295Hz for the dimensions of the resonator at hand. Evidently, below
and above the resonant frequency, pt and pc are in phase or out of
phase, respectively. It is well established that the resonant frequency
shifts when a resonator is excited by a turbulent boundary layer due to
turbulent scales being comparable to the orifice size.62 However, in the
current study, the boundary layer is laminar and the TS-wave scales
are substantially larger than the orifice; hence, no appreciable shifts in
frequency are expected. This is further discussed and confirmed in
Sec. IVB.

Given the agreement between experimental and numerical data
for Hr, there is confidence in defining a complex inhomogeneous
boundary condition, HBC, which expresses the ratio of wall-normal
velocity to pressure at the resonator throat, i.e., the local wall
impedance

HBC ¼
vBCð f Þ
pBCð f Þ

: (3)

The amplitude and phase angle of HBC are shown in Fig. 5(b),
closely resembling the behavior of the resonator pressure frequency
response,Hr.

IV. INTERACTION OF THE HELMHOLTZ RESONATOR
WITH THE EXTERNAL FLOW
A. Unperturbed mean flow characteristics

Having characterized the baseline conditions in Sec. III, the mean
flow field as a result of the resonator in the absence of TS-waves is
investigated. The time-averaged, wall-normal velocity component at
the resonator orifice is shown in Fig. 6(a). Similarly to resonators sub-
jected to turbulent boundary layers, separation occurs at the upstream
edge of the resonator. The resulting grazing shear layer impinges on
the downstream edge of the orifice forming a stagnation point just
below y¼ 0, thus being partly deflected toward the throat and forming
a recirculation region. No further separation is detected for the current
conditions downstream the orifice.

The presence of the orifice is expected to have an influence on
the boundary layer integral characteristics. To quantify it, the displace-
ment thickness in the vicinity of the orifice is drawn in Fig. 6(b).
Compared to the baseline conditions and according to the steady-state
NS solution, the displacement thickness is reduced by less than 0.1%
over the orifice. No appreciable change of d� is evident in the experi-
mental data.

At the same time, PTV measurements can provide an indication
of the extent of interaction of the orifice with the natural perturbations
in the boundary layer. The kinetic energy of the measured perturba-
tions near the wall surface (y¼ 0.1) is plotted on Fig. 6(b). A sharp

FIG. 5. (a) Complex frequency response function ðHrÞ of the Helmholtz resonator,
determined as the ratio between pressure at the throat ðx ¼ y ¼ 0Þ and pressure
at the center of the lowest cavity wall. Data points correspond to microphone mea-
surements, whereas lines correspond to simulations. (b) Complex transfer function
ðHBCÞ of the wall boundary conditions that model the resonator determined as the
ratio between velocity and pressure at the throat ðx ¼ y ¼ 0Þ.

Physics of Fluids ARTICLE scitation.org/journal/phf

Phys. Fluids 35, 034104 (2023); doi: 10.1063/5.0141685 35, 034104-7

VC Author(s) 2023

https://scitation.org/journal/phf


increase in k is observed at the most downstream edge of the orifice;
however, it shortly recedes to the same levels as upstream of the orifice.
This behavior is associated with the weak emergence of the Rossiter
mode,18 in this case caused by the small-scale natural turbulence inten-
sity of the tunnel that are of the same length scale as the orifice width.
Given the above, and in conjunction with the limited change of d�, it
is concluded that the presence of the resonator does not influence the
baseline boundary layer and, as discussed further in Sec. IVC, its
roughness does not contribute in substantial changes in the TS-wave
stability.

B. Dynamics of the resonator throat

Local interactions of the body force generated TS-wave with the
resonator are assessed by considering the wall-normal perturbation
component in the vicinity of the resonator. Figure 7(a) depicts a repre-
sentative phase of v0 in the TS-wave cycle for f¼ 0.98. A direct obser-
vation is that due to the large-scale difference between the resonator
throat and the TS-wave wavelength (approximately 20 to 1), the area
of interaction is limited to the near-wall region of the wave, within d�.

Thus, in conjunction with the observations for the unperturbed mean
flow, it is concluded that the resonator is not affecting the main body
of the TS-wave, located at y¼ 2.

In turn, the relative dynamics between the resonator throat and
the main body of the TS-wave are identified by comparing the stream-
wise distribution of v0 over the throat at y¼ 0.2 and y¼ 2, shown in

FIG. 6. (a) Vertical velocity component of the steady-state background flow in the
vicinity of the resonator throat, determined by the compressible NS equations.
Dashed lines depict representative streamfunction levels. The solid black line indi-
cates the dividing streamline (streamfunction of zero). (b) Effect of the resonator
throat on d� compared to the baseline conditions, as obtained with LNS and PTV.
The kinetic energy near the wall (y¼ 0.1) along the streamwise direction obtained
with PTV is also provided. The orifice streamwise extent is indicated by the green
shaded region.

FIG. 7. (a) Comparison of the vertical velocity fluctuation component near the throat
obtained with LNS (contour) and phase locked PTV (isolines) at a representative
phase ð/ ¼ p=6Þ at f¼ 0.98. (b) Distribution of v0 along the throat at y¼ 0.2 from
LNS (contour) and phase-locked PTV (isolines) over a full TS wave cycle. (c)
Integral of v0 over the throat over a full TS wave cycle. Dashes indicate y¼ 2 and
/ ¼ p=6 in (a) and (b), respectively.
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Fig. 7(b). Unlike v0 at y¼ 2, the distribution is not uniform along the
streamwise direction near the resonator throat. Instead, the highest
amplitudes are skewed toward the downstream direction (x> 0), a
natural consequence of the grazing boundary layer over the opening.
It follows that the wall-normal velocity response of the resonator
exhibits a phase lag with respect to the TS-wave, ranging from p=2 to
p=4 along the throat.

When the integral of v0 along the orifice (y¼ 0) is considered as
shown in Fig. 7(c), it can be observed that the integrated throat veloc-
ity amplitude is approximately twice with respect to the TS-wave
(y¼ 2). Given that the data shown pertain to f¼ 0.98, i.e., close to res-
onance, this corresponds to the maximum wall-normal perturbation
amplitude that the investigated resonator configuration can produce.
It is of the order of 10�3 with respect to the local freestream velocity;
hence, local interactions can be considered linear. At the same time,
Fig. 7(c) demonstrates that within the TS-wave cycle, there is on aver-
age a 0:3p delay between the TS-wave and the orifice wall-normal
velocities for the resonance case. For the full range of frequencies
tested, from below to above resonance, this delay spans from 0:4p to
0:25p, respectively. Previous works have identified that the optimal
phase difference between these velocities for TS-wave cancelation is to
be p=2.7 Evidently, the physical mechanism that drives the resonator,
i.e., a response to the TS-wave pressure fluctuation, cannot produce
such a phase difference; hence, a Helmholtz resonator is expected to
always amplify TS-waves, as discussed further in Sec. IVC.

In Sec. III B, the frequency response of the resonator has been
identified by exciting the resonator acoustically. To establish changes
in the resonator frequency response due to TS-wave excitation as well
as the presence of the recirculation region, the complex impedance
transfer function, HBC, [Eq. (3)] is calculated along the orifice for a
range of TS-wave frequencies. The amplitude and phase of HBC at
x ¼ y ¼ 0 for the two excitation methods are shown in Fig. 8(a). Note
that jHBCj is hereby normalized by its maximum value for compara-
tive reasons. When excited with a TS-wave, the resonance frequency
remains virtually unchanged (within 0.5%). However, the correspond-
ing bandwidth is significantly reduced, implying that losses in the
throat are higher when the excitation is acoustic.

The complete transfer function over the orifice (y¼ 0) with
TS-wave excitation is, in turn, shown in Fig. 8(b). It is observed that
the maximum amplitude and zero phase are achieved at different fre-
quencies along the streamwise direction, a direct consequence of the
presence of the recirculation region dynamics discussed earlier in this
section. Nonetheless, jHBCj is maximized close to the orifice center
(within 8% of the orifice width). Of interest is that the response band-
width significantly widens toward the trailing edge of the orifice.
Combined with the observations regarding the kinetic energy of the
unperturbed field shown in Fig. 6(b), the orifice trailing edge is identi-
fied as a location of strong interactions between the resonator and the
laminar boundary layer, regardless of the excitation frequency.

In contrast to acoustic excitation, /HBC is non-uniform along
the orifice. Consequently, TS-waves hold a different average phase
between pressure and velocity along x based on their characteristic fre-
quency. More specifically, below, at, and above the resonant frequency,
as seen in Fig. 8(b), the average phase relation tends toward p, zero,
and �p, respectively. Nonetheless, this is found to apply only within
the recirculation region, below which the phase relations collapse on
the acoustic excitation ones. In all, the throat dynamics described infer

that pressure perturbations due to the TS-wave at the orifice can be
considered to propagate perpendicularly and acoustically within the
resonator throat and cavity; thus, modeling the resonator based on its
acoustic impedance is an admissible first-order approximation.

C. Influence of the resonator on TS-wave stability

The influence of the resonator on the stability of the convective
TS-waves along the streamwise direction is assessed by considering the
amplification factors of the streamwise and wall-normal velocity fluc-
tuation components. The amplification factor formulation47 with
respect to each velocity component is

Nu0 ¼ ln
ju0j
ju0j0

; Nv0 ¼ ln
jv0j
jv0j0

; (4)

where the reference amplitudes ðju0j0; jv0j0Þ are defined from the PSE
solution of the baseline case (see Sec. IIIA). For both numerical and
experimental data, streamwise and wall-normal fluctuation amplitudes
are extracted at y ¼ 0:6d� and y ¼ 2d�, i.e., where they are maximized.
With regard to the experimental data, it must be noted that fluctuation
amplitudes are defined as the standard deviations of u and v.

Figure 9 compares the aforementioned amplification factors for
the baseline and resonator cases pertaining to f¼ 0.95. A few key
observations can be made. To begin with, there is a remarkable agree-
ment in both Nu0 and Nv0 between the LNS and PIV datasets, particu-
larly in the vicinity of the resonator orifice. This agreement persists
downstream of the orifice and, consequently, all the interactions taking
place between the resonator and the TS-wave can be considered linear,

FIG. 8. Complex transfer function ðHBCÞ determined as the ratio between velocity
and pressure obtained with LNS. (a) Comparison of HBC between excitation of the
resonator acoustically [see Fig. 5(b)] or with the TS-wave ðx ¼ y ¼ 0Þ. (b)
Amplitude and phase of HBC along the orifice (y¼ 0) for excitation with TS-waves.
Dashed lines signify maximum amplitude and zero phase along the streamwise
direction. The red mark indicates the maximum HBC.
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confirming initial assumptions. A departure of the PIV from the LNS
estimations with increase in Nu0 is evident downstream of x¼ 40;
however, this is not the case for Nv0 . This behavior is independent of
the resonator interactions as it is also apparent in the baseline case in
the absence of a resonator; hence, it is attested to the emergence of
non-linear effects in the baseline experimental boundary layer.

A second observation is that the region of influence of the reso-
nator on the TS-wave extends substantially toward both upstream and
downstream directions ð�20 � x � 20Þ. After the interaction with
the resonator orifice, the TS-wave proceeds to grow at the same rate as
it would in the baseline case, albeit at a higher amplitude; hence, the
interaction can be considered local rather than global. This occurs for
frequencies below and above resonance as shown in the data in blue
on Fig. 10. Of interest is the fact that at the most upstream location
where interaction becomes evident, a decrease in amplification factor
with respect to the baseline case is observed for both velocity compo-
nents. It is noted that the resulting amplification factors do not follow
a resonant behavior (i.e., increase and decrease while crossing reso-
nance) but is rather reduced as the frequency increases. This is a direct
consequence of the phase relation between the TS-wave and the reso-
nator, i.e., as the frequency decreases wall-normal velocity components
of the TS-wave and the resonator throat are closer to being in-phase,
thus promoting TS-wave growth. Although these considerations may
explain the general trend of amplification far upstream and far down-
stream of the orifice, they do not suffice in describing the phenome-
nology in the vicinity of the throat, suggesting that multiple effects are
in play.

The behavior of consecutive reduction-increase-reduction-
increase in amplification factor seen in Figs. 9 and 10 is a typical fea-
ture of local scattering at isolated small-scale roughness elements and
is associated with localized mean flow distortion.46 To assess the
impact of the mean flow distortion caused by the throat geometry on
the TS-wave stability, ancillary LNS simulations are performed where
the resonant cavity is replaced by a rigid wall while maintaining the
full throat geometry. The resulting amplification factors with respect
to the baseline case are shown in red in Fig. 10. Scattering behavior is
observed for all TS-wave frequencies in the vicinity of the orifice with
the amplification factors increasing for increasing frequency, a direct
effect of the decreasing wavelength of the TS-waves that causes larger
part of the wave to interact with the orifice. Nonetheless, the increase
in amplification factor is an order of magnitude less than with the
presence of the resonating cavity; thus, the mean flow distortion
due to the localized roughness has limited impact on the observed

FIG. 9. Amplification factors based on (a) u0 and (b) v0 for f¼ 0.95 determined from
LNS and PIV. The green shaded region indicates the orifice streamwise extent.

FIG. 10. Difference of amplification factors based on (a) u0 and (b) v0 with respect
to the baseline conditions for different TS-wave frequencies as determined with
LNS. The green shaded region indicates the orifice streamwise extent, and points
correspond to PIV data for f¼ 0.95. (c) Transmission coefficient46 based on u0 and
v0, points representing PIV data. Data and axes in red pertain to simulations with
the throat only, replacing the resonating cavity with a rigid wall.
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TS-wave growth. The same conclusion can be drawn by formulating
the N factor increment as a transmission coefficient45 ðDN ¼ lnT Þ as
shown in Fig. 10(c). In the absence of the resonating cavity, jT j � 1,
thus the impact of the orifice on stability is negligible. In contrast, for
the full resonator, jT j > 1, signifying substantial destabilization.
Finally, it must be stressed that although similar, the amplification fac-
tors based on u0 and v0 do not match over the orifice (Figs. 9 and 10).
This suggests the manifestation of non-modal growth63 that is local-
ized in the throat vicinity.

Combining the above, it is possible to bring forward the conjec-
ture that the observed amplification phenomenology is a consequence
of three distinct effects: localized non-modal amplification over the
orifice, wall-forcing in the wall-normal direction caused by the
dynamic response of the resonator, and scattering. It is suggested that
the wall-normal forcing and non-modal growth act as modifiers of the
effective wall distortion that the TS-wave perceives at each phase,
affecting scattering properties. The variation of this effective deforma-
tion is directly connected to the strict phase relation of pressure and
velocity within the TS-wave as well as the characteristic amplitude and
phase response of the resonator to external perturbations.

V. CONCLUDING REMARKS

The salient features of the interaction between a two-dimensional
Helmholtz resonator with TS-waves are investigated experimentally
and numerically for a range of frequencies from below to above reso-
nance. The resonator orifice width is approximately 20 times smaller
than the characteristic wavelength of the TS-waves, for which a
remarkable agreement between PIV measurements and LNS simula-
tions is achieved. Due to this agreement between measurements and a
linear model, it is deduced that the observed phenomenology is gov-
erned by linear interactions.

Time-averaged and steady-state results exhibit the typical recircu-
lation region within the resonator throat. In addition, they indicate
that interactions are limited to the near-wall region and, more specifi-
cally, toward the trailing edge of the resonator orifice noting, however,
that the influence of the orifice on the displacement thickness and tur-
bulent kinetic energy of the boundary layer is minimal.

The integral of wall-normal velocity fluctuation along the orifice
(y¼ 0) is found to have a fixed phase difference with respect to that of
the main body of the TS-wave. This phase difference ranges from 0:4p
to 0:25p for increasing frequency and increasingly diverts from the
optimal p=2 necessary for TS-wave attenuation. Thus, it is concluded
that a single degree of freedom Helmholtz resonator can only result in
amplification and not stabilization of TS-waves.

The frequency response function (i.e., impedance) formulated
along the orifice stipulates that there is no substantial shift of resonant
frequency when the resonator is subjected to TS-wave excitation rather
than acoustic planar waves. At the same time, below the recirculation
region, all phase relations collapse to the acoustic excitation case, imply-
ing that perturbations can be considered to propagate acoustically
within the resonator throat and cavity. Hence, given the scale difference
between the wavelength of TS-waves and the orifice, it is suggested that
the acoustic impedance is an admissible first-order approximation for
modeling the resonator as an inhomogeneous boundary condition.

When considering the amplification factor, the interaction of the
resonator is found to be local rather than global; i.e., amplification
only takes place in the vicinity of the resonator. The interaction

exhibits features typical of scattering; hence, it extends in both
upstream and downstream directions. Ancillary simulations without
the resonating cavity but with the full throat geometry and recircula-
tion confirm that scattering due mean flow distortion has little impact
on the stability of the TS-waves. It is suggested that the observed
amplification is a consequence of forcing in the wall-normal direction
due to the resonator dynamics and non-modal growth over the orifice,
which together cause an apparent mean flow deformation that the TS-
wave perceives at each phase, accentuating the scattering behavior.
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