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Although the images are not very realistic, I found it striking how just the 
change of the year resulted in a very different appearance of the "flying 
taxi". The 2032-taxi looks futuristic, in terms of shape, materials, and also 
somehow resembling the appearance of a car (à la Mercedes Benz 
prototype car style). The 1920-flying taxi looks much more "ornate" with 
the propellers. 

It made me think about the relationship of robot-aesthetic and time. Can 
we interpret an epoche by its machine / robot aesthetics? (visual 
hermeneutics?) When it comes to social robots: do we see a repetition of 
styles similar as in fashion? Or at least some elements that disappear and 
then are discovered again.

Reflection on the use of CreativeAI

Intention

Reflection on HRI

I was surprised how the design of the flying taxis would be in alignment with 
the temporal context. The generated output (and my ability as a human to 
interpret it), sparked further ideas: for example, I started to look up 
historical machines / robots (and also generated images for some of them). 
The images also made me think about that it would be interesting to imagine 
not only how those flying taxis look like, but how the holistic experience of 
traveling to a sport event in the age of flying taxis look like.

The idea for this prompt emerged from a discussion with one of my 
colleagues about a design agency who is involved in a potential autonomous 
flying taxi rollout for the Olympique Games in 2032. I then looked up some 
newspaper articles about this initiative and engineered a prompt based on 
the headline. My intention was to generate a visionary image that depicts 
that headline.

I didn't find the outcome very intriguing, however, because of the futuring 
aspect, I began to think about “backcasting” as a method to inspire the 
future. I therefore generated an image with exactly the same prompt, just 
with another year: 1920 instead of 2032.

Spectators attending the 2032 Olympics 
and Paralympics in Brisbane arriving via an 
autonomous flying taxi.

Prompt

Prompt
Spectators attending the 2032 Olympics 

and Paralympics in Brisbane arriving via an 
autonomous flying taxi.

"Robots are not good at hugging, while people are". Looking at these 
pictures, this is what we could think, and further we could question whether 
in the fist place it makes sense to ask an AI to visualize robots hugging 
people, what would be the scenario where such interaction becomes 
relevant? 

Currently, we clearly lack images of robots hugging people and that maybe 
due to the lack of concrete scenarios in where this would make sense.

Reflection on the use of CreativeAI

Intention

Reflection on HRI

One underlying assumption in using AI for robot (or other technologies) 
ideation is that it could help us challenge dominant believes and 
stereotypical ideas we have about robots, as in the work about metaphors. 
Yet, this example shows how that is not necessarily the case. In the unlikely 
scenario where one would blindly and fully rely on AI for supporting robot 
ideation, the result could be even more limiting than one individual 
imagination.

Starting from the reflection emerged last week, that interactions and 
relations hardly come out of the images generated, I started exploring 
further human-robot interactions.

I dived into the relational aspect to see if my impression that relations and 
interactions do not get visualized is true.

Prompt
A photo of a robot hugging a person at home

Figure 1: We explored whether and how the use of creative AI tools can support design ideation in HRI. To do so, the first three
authors used generative text-to-image models to envision robotic artefacts and reflect on robot sociotechnical imaginaries [41];
over four weeks, they exchanged images and textual annotations of the first-person design exploration via digital postcards.

ABSTRACT
Design fixation, a phenomenon describing designers’ adherence
to pre-existing ideas or concepts that constrain design outcomes,
is particularly prevalent in human-robot interaction (HRI), for ex-
ample, due to collectively held and stabilised imaginations of what
a robot should look like or behave. In this paper, we explore the
contribution of creative AI tools to overcome design fixation and
enhance creative processes in HRI design. In a four weeks long de-
sign exploration, we used generative text-to-image models to ideate
and visualise robotic artefacts and robot sociotechnical imaginar-
ies. We exchanged results along with reflections through a digital
postcard format. We demonstrate the usefulness of our approach
to imagining novel robot concepts, surfacing existing assumptions
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and robot stereotypes, and situating robotic artefacts in context. We
discuss the contribution to designerly HRI practices and conclude
with lessons learnt for using creative AI tools as an emerging design
practice in HRI research and beyond.

CCS CONCEPTS
• Human-centered computing→ Interaction design process
and methods.

KEYWORDS
human-robot interaction, creative AI, generative AI, text-to-image
models, ideation, sociotechnical imaginaries, design research
ACM Reference Format:
MariusHoggenmueller,Maria Luce Lupetti,Willem van derMaden, and Kazjon
Grace. 2023. Creative AI for HRI Design Explorations. In Companion of the
2023 ACM/IEEE International Conference on Human-Robot Interaction (HRI
’23 Companion), March 13–16, 2023, Stockholm, Sweden. ACM, New York, NY,
USA, 11 pages. https://doi.org/10.1145/3568294.3580035

1 INTRODUCTION
A driving force in human-robot interaction (HRI) research is the
recognition of robots as complex sociotechnical systems [8]. Robots
designed to interact with humans are no longer perceived as tools
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that simply extend our capabilities, but rather as counterparts with
whom we engage in alterity relations [32]. However, designing for
robotic otherness [9] and envisioning novel human-robot relations
in real-world settings [8] appears to remain a difficult task. Despite
recent endeavours towards a paradigm shift (e.g., advocating for
designerly [50] and critical research approaches in HRI [68]) and
certain design exemplars of alternative robot designs [22, 39, 46, 53],
the majority of HRI designs centre on a limited design space of
simple anthropomorphism or zoomorphism [32]. Researchers ar-
gue that this is due to the fact that the notion of ‘robot’, culturally
and historically conditioned, holds many pre-existing assumptions
about what a robot should do, look like, and behave like [2, 52, 64].
While HRI design seems particularly prone to what is commonly
referred to as ideation or design fixation, this phenomenon has been
recognised in many fields and domains of design [40, 55, 70]. Con-
sidered a cognitive bias [11], design fixation suggests that designers
tend to adhere to pre-existing ideas or concepts that ultimately
constrain design outcomes [55]. While design creativity and inno-
vation have been extensively researched, overcoming fixation and
stimulating ideation in design is an ongoing research topic that is
increasingly being addressed through computational approaches,
such as co-creative artificial intelligence (AI) systems [11].

This paper contributes to growing HRI design practices that
integrate design research methods and exploratory approaches for
ideation and conceptualisation of robotic designs [2, 50, 52, 81]. At
the same time, we consider the generative potential of creative AI
tools [56, 75], which is predicted to innovate creative processes and
design practice at large [36, 37]. Specifically, we examine whether
and how the use of generative text-to-image models (cf. [59, 62])
can improve and facilitate design ideation processes in HRI, for
example, to overcome design fixation around robot assumptions
and to inform divergent and desirable visions of robotic futures.

We frame our investigation around the theoretical concept of
‘sociotechnical imaginaries’. Jasanoff and Kim [41] define sociotech-
nical imaginaries as “collectively held, institutionally stabilized, and
publicly performed visions of desirable futures, animated by shared
understandings of forms of social life and social order attainable
through, and supportive of advances in science and technology”.
As such, sociotechnical imaginaries can be employed as a design
resource to inspire the future of technological innovation (e.g., ro-
botics), for example, by drawing on or deliberately counteracting
the imaginations of media and popular culture [42]; furthermore,
the concept offers an analytical lens to examine how an idea or
concept surrounding a sociotechnical assemblage aligns with or
challenges a collective vision.

The rapid development and increasing accessibility of generative
AI systems, such as Stable Diffusion [62] and DALL-E [59], brought
forward a range of examples that demonstrate how these tools can
help to visualise sociotechnical imaginaries, share them, before they
eventually get materialised. For example, a Brooklyn-based artist
used the DALL-E 2 image generator to transform Google Street
View images of U.S. streets into pedestrianised areas (e.g., by inte-
grating AI-generated images of public plazas or shady parks into
the original footage). Engaging with the sociotechnical imaginary
of the ‘car-free city’, the images that the artist posted under the
twitter pseudonym “betterstreets.ai” have gone viral, helping peo-
ple to imagine how their places could look in a pedestrian-centric

world1. Another example comes from design researcher Dan Lock-
ton and social scientist Josie Chambers who used generative image
generation to integrate wind turbines and photovoltaic plants into
landscape masterpieces from Van Gogh and Vermeer. Accompanied
by provocations in the form of short texts2, the researchers engage
with the sociotechnical imaginary of ‘energy transition’ by immers-
ing the reader in an alternative world in which humanity shifted to
renewable energies centuries ago. Their example demonstrates how
sociotechnical imaginaries can also engage with future visions by
waiving in and altering narratives from the past. Our work builds
on this growing body of creative explorations in which AI is used
to surface the sociotechnical imaginary of possible technological
futures, to understand what the contributions of these practices
would be for the HRI field, as well as the implications for the role
of the designer in such processes.

The remaining parts of the paper are organised as follows: we
first present current design research in HRI, followed by a review
of co-creative AI tools. We then outline our first-person design
exploration, in which the first three authors (Hoggenmueller, Lu-
petti, and Van der Maden) used generative text-to-image AI tools to
ideate and visualise robotic artefacts and their surrounding imagi-
naries; exchanged the resulting images along with textual reflec-
tions weekly for four weeks (see Fig. 1); and concluded with a focus
group discussion to further examine the generated HRI imageries
and the experiences of collaborating with generative AI systems.
Next, we present the findings from our design exploration along
three themes: the use of text-to-image models to imagine novel
robot concepts, surfacing existing assumptions and robot stereo-
types, and situating robotic artefacts in context. Reflecting on our
approach, we discuss how designers can use creative AI tools as an
emerging design practice for HRI research and beyond.

2 BACKGROUND
2.1 Designerly HRI
We recently witnessed a spring of designerly HRI work—human-
robot interaction research with a strong orientation towards de-
sign [50]. On the one hand, design practices such as participatory
design are now regularly adopted as a means of bridging the gap be-
tween the technical research interests that drive most engineering
HRI approaches and the needs and realities of potential users [6].
On the other hand, the distinctive designerly ways of producing
knowledge [18] have been increasingly proposed as a meaningful
perspective to understand and learn from robotic artefacts [50].

The HRI field, in fact, is very prolific in generating artefact-
centered contributions, yet these tend to have a significantly lower
impact on the community (e.g., a lower number of citations) [16].
Thereafter, a plurality of voices is now trying to unpack the value of
designerly work, especially artefact-centered contributions, for the
HRI field. Zamfirescu-Pereira et al. [81] suggest that design explo-
rations, and exploratory prototyping techniques more specifically,
are critical practices for “devising new robot forms, actions and
behaviors, and for eliciting human responses to designed interac-
tive features.” Relatedly, Lupetti et al. [50] suggest that “the main
contribution and influence of – some – HRI artifact-centered works

1https://betterstreets.ai/, last accessed: November 2022
2https://twitter.com/imaginari_es/status/1553130066829262849, last accessed: Novem-
ber 2022
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lies within the way their embodiments and behaviors challenge
what we believe a robot should look, act, and be like”, as such “ex-
ploring the conceptual implications of novel artifacts can lead to a
different understanding and shaping of what our future with robots
might be”. In this line of thinking, Alves-Oliveira et al. [2] explored
the use of metaphors as a design strategy to generate novel robot
ideas, reframe existing HRI problems, and—most importantly—to
surface and challenges current assumptions that accompany the
term ‘robot’ with regards to its physicality, roles, and behaviors.
Learning from this designerly exploration of metaphorical associ-
ations and building on Auger’s [3] speculative design work, the
authors argue that “design can answer—up to a large extent—to the
growing demand for reflections and investigations on the impact
and desirability of the robotic futures we propose”.

Hoggenmüller et al. [34] further explored what and how we can
learn from robotic artefacts by developing an annotated portfolio
of ludic urban robots and inviting other HRI experts to annotate
the robotic artefacts. By doing so, they illustrate how this kind of
practice enables a form of creative and generative peer critique on
the contribution of a work, helping to “capture and disseminate
designerly contributions”. Designerly HRI, then, constitutes a body
of artefact-centered work that is often difficult to legitimize, yet
carries high conceptual value. Especially for its capacity to surface
and challenge stereotypical ideas and assumptions, it offers poten-
tially meaningful ways for reframing dominant robot sociotechnical
imaginaries, and envisioning novel HRI futures.

2.2 Co-creative AI tools for Designerly Practices
Cascini et al. [11] have discussed the potential of AI in design, not-
ing that it lies in its ability to assist in the conceptual phase of design.
Generative models (GMs) play a key role in this, as they are able to
learn from and generate data that is similar but not simply a copy of
the training data. Due to recent advancements in machine learning
(ML), GMs have become radically accessible, meaning that basically
anyone with a computer and an internet connection can train and
use them. With this in mind, many interaction designers, artists,
and researchers have started to use GMs in their work. Example
applications are drawing [38], creative writing [73], generating
Emmy-worthy song lyrics [47], aiding architects in their design
process [7], product design of fashion bags [20] and chairs [57], and
the general design process [61].

While there are numerous types of GMs, generative adversarial
networks (GANs) are the most predominant AI technique used
in the creative domain. These models can be used to accurately
replicate a training set with a certain degree of novelty, however, it
is often limited to one content type (e.g., faces, classic piano music,
spreadsheet data) and adversarial training requires a lot of time
and resources. While reviews recognise GANs’ potential for incor-
poration in design pipelines [35] and HCI researchers have begun
to develop AI-assisted ideation tools using GANs (e.g., for news
illustrations [45]), the community also critically discusses whether
these tools limit designers in exploringmore exciting directions [76].
Furthermore, a preliminary review by Hwang [37] examining the
product landscape of current AI-empowered co-creative tools found
that only few support the early stages of creative processes. They
refer to those as the Q&A and wandering stages of the creative pro-
cess, where the former refers to understanding the creative problem

at hand and gathering information, and the latter to playing around
with preliminary ideas and formulating creative strategies.

It is worth noting that the aforementioned studies have all been
published before the “AI Art” boom in mid-2022. The rapid devel-
opment of a technology called Diffusion Models (DMs) fueled this
hype, with DMs having a wide range of applications from computer
vision to multimodal learning (for a preliminary review see Yang
et al. [80] or Croitoru et al. [17]). Text-to-image generation seems to
be the most common application of DMs, with examples being Ope-
nAI’s DALL-E2, Google’s Imagen, and StabilityAI’s Stable Diffusion.
The public release of Stable Diffusion sparked a lot of interest in the
potential of this technology. Because the model was released open
source, third-party researchers started building upon the technol-
ogy, resulting in a range of new applications for DMs, such as video
editing [62], 3D rendering and animation [58], and model “person-
alization” [27, 63]. This is resulting in a growing body of scientific
literature on the use of co-creative AI, in design, design education,
and other creative practices [24, 28, 69]. Nevertheless, the specific
use of DMs for confronting designers’ pre-existing assumptions
and related socio-technical imaginaries remains under-explored.

3 A DESIGN EXPLORATION OF CREATIVE AI
FOR HUMAN-ROBOT INTERACTION

To investigate the opportunities and implications of using gener-
ative AI tools to ideate and visualise robotic artefacts and their
surrounding imaginaries, we chose a first-person research through
design approach. First-person methods are enjoying growing pop-
ularity in HCI [13, 15, 30, 49, 54], with autobiographical accounts
recently also being recognised as a rich resource for HRI design [14].
As introspective research practices have been acknowledged to
bring a unique value for experience-driven design [79], we decided
on a self-reflective, first-person approach as it would allow us to
report on the genuine use of creative AI tools over an extended
period of time. This approach, as opposed to more targeted and
singular evaluations with external experts or users, would also al-
low for more authentic reporting on the experiences of integrating
creative AI into HRI design practice.

The insight to draw on rich qualitative data from individual
accounts emerged organically at an early planning phase of this
research when the first two authors reached out to each other and
exchanged image generations of robotic artefacts from personal
exercises working with collaborative AI tools (e.g., Deep Dream,
Artbreeder, and Stable Diffusion). The two authors shared their
image generation, accompanied by longer text messages explaining
their designerly intentions and how the results inspired their think-
ing about new concepts for robot design, along with self-reflective
accounts of using the AI tools. What emerged from these initial
conversations was a design exploration of creative AI for HRI that
lasted for a total of two months. Below, we outline the different
stages of the design exploration, including a preparation work-
shop, weekly exercises that included the exchange of ‘CreativeAI
Postcards’, and a final focus group discussion.

3.1 Preparation
Before commencing with the actual design explorations, we organ-
ised a one-hour workshop held via Zoom to discuss the protocol
and scope of the study.
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3.1.1 Methodological Approach. The three participating design re-
searchers (the first, second, and third authors) agreed on following
a methodological approach inspired by the “Dear Data” book [51].
“Dear Data” was a one-year-long project in which information de-
signers Stefanie Posavec and Giorgia Lupi exchanged postcards
with hand-drawn data visualisations about their lives on a previ-
ously agreed-upon topic. The approach since then has also been
adopted in first-person HCI design research, such as that of Friske
et al. [26], who exchanged artefacts of hand-crafted physicalizations
and sonifications. Importantly, the “Dear Data” project by Posavec
and Lupi tested how effectively the two designers, who had never
met before, could get to know one another by reading their data
visualisations. While we were not opposed to attending to personal
accounts, our main goal in adopting this approach was to agree
on a more structured way to document our self-reflective practice
and, by exchanging our ‘CreativeAI Postcards’, to learn from each
other’s approaches and experiences of cooperating with creative AI
tools. Given the fact that we would be designing with digital tools
and that the three authors live on different continents, we agreed
to use a digital format, the online whiteboard Miro, to exchange the
postcards. To account for the temporal affordances of sending and
receiving postcards, however, we decided on a set day every week
in which we would post the ‘CreativeAI Postcards’. By doing so,
we could also balance the influence of our collaboration with the
autobiographical elements [26]. We designed a postcard template in
Miro that included headers and space for the agreed-upon informa-
tion (see Fig. 1): the image output together with the utilised prompt
and three brief paragraphs of up to a maximum of 150 words each
about a) the designerly intention, b) the reflection in regards to HRI
design (e.g., what is striking about the output; how it aligns with
existing or inspires new robot concepts and imaginaries), and c) the
reflection in regards to working with the creative AI tool.

3.1.2 Robot Sociotechnical Imaginaries. In the preparation work-
shop, we also agreed on the theoretical framing of our design explo-
ration around sociotechnical imaginaries. We discussed the concept
and identified relevant literature [5, 41, 42], ensuring that all three
participating researchers could become familiar with it. Chien and
Hassenzahl [15] previously emphasised the importance of inter-
preting individual accounts of first-person research through de-
sign approaches in the light of theoretical knowledge. They argue
that only in this way can detailed accounts contribute to existing
knowledge of design research rather than simply remaining design
attempts. Aiming to design robotic artefacts through the lens of
sociotechnical imaginaries, we brainstormed different topics and
contexts of robotic futures with high relevance to the HRI field and
impact on society and communities at large. We agreed on four
topics, including urban robotics, healthcare robotics, collaborative
robotics in work contexts, and domestic robotics.

3.1.3 Text-to-Image Models. After the workshop, the first author
cloned and prepared Google Colab notebooks to run the previously
agreed-upon text-to-image models, namely Stable Diffusion3 and
VQGAN+CLIP4. We extended the python code for the cloned note-
books in order to automatically save generated images into each
of the designer’s private Google Drive folders. We decided on the
3https://colab.research.google.com/github/huggingface/notebooks/blob/main/
diffusers/stable_diffusion.ipynb, last accessed: November 2022
4https://colab.research.google.com/github/justinjohn0306/VQGAN-CLIP/blob/main/
VQGAN%2BCLIP(Updated).ipynb, last accessed: November 2022

aforementioned generative AI tools as, at the time of the research
project, other tools such as DALL-E 2 were only accessible through
a waitlist. However, one of the researchers had access to DALL-E 2
at the time and we agreed that they could use it for the design
exploration. It should be noted that one important aspect in the
performance of the different models is the dataset used for training.
The data quality can greatly impact the model’s ability to generate
new and diverse outputs. While OpenAI is opaque about the dataset
to train DALL-E 2, merely reporting on its size (650 million text-
image pairs) [60], StabilityAI disclosed to have used an aesthetic
subset of LAION-5B [66], LAION-2B-en. This set contains 2 billion
images with a predicted rating of 5 or higher on the question “How
much do you like this image on a scale from 1 to 10?” [66].

3.2 Weekly Exercises
For a total of four weeks, we completed the design explorations as
weekly exercises. Each week was dedicated to one of the predeter-
mined topics. We did not specify the number of hours per week that
each designer should work with the creative AI tools, but everyone
agreed to create at least two ‘CreativeAI Postcards’ every week / per
topic. It should be noted that not each generated image would be
used for a postcard, but it was up to the discretion of every designer
to decide on the images that they would like to reflect on and share
with the group. The postcards were added to the Miro board every
Friday. Once posted, everyone could read each other’s postcards
and also leave comments on the board through post-it notes.

3.3 Focus Group Discussion
After the four-week period of posting weekly creative AI postcards,
we conducted a follow-up focus group discussion lasting for two
hours in total. The focus group discussion was held via Zoom and
supported by the Miro board. In the first half of the session, the
discussion focused on the designer’s intentions when developing
their prompts, the image results, and what they have learned in
regards to conceptual implications and HRI imaginaries. In regards
to the image results, we particularly discussed what aspects were
surprising or even challenged the designer’s existing assumptions
about robots and their imaginations, and what aspects aligned
with their expectations. We also began to cluster images and draw
connections between postcards that would entail similar ideas or
image outcomes. In the second half of the session, the discussion
evolved around the designers’ experiences of engaging in a co-
creative design process with the generative AI tools, touching on
conceptual aspects such as sense of agency and creativity but also
more practical findings, e.g., around prompt engineering [44].

3.4 Design Researcher Positionality
The first three authors of this paper were involved in the prepara-
tion session, the weekly exercises, and the post-study focus group
discussion. All of them refer to themselves as “design researchers”
and work in the broader fields of HRI and/or HCI. However, all
of them also pursue their individual research interests and bring
in different professional, disciplinary, and cultural backgrounds.
Stemming from feminist standpoint theory [4], researchers in HCI
have increasingly argued for the importance of disclosing designers’
and researchers’ positionality in order to acknowledge their back-
grounds, values, beliefs, and biases. This is especially important
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when designing with generative AI systems, which are known to
amplify human biases, raising ethical concerns about their use [56].
In addition to acknowledging positionality, HCI researchers have
also argued that positionality can have a leveraging effect that
enriches design outcomes, such as when a diverse group of design-
ers works together on open-ended design explorations [30]. While
agreeing on this rough framework (presented above) to carry out the
design exploration study, we also ensured to maintain enough flex-
ibility so that each design researcher could bring in their own per-
spectives and knowledge practices. This also aligned well with our
exploratory research approach. Below, we present the researchers’
positionality written as a first-person statement. In the course of
this paper, we refer to the participating design researchers with
acronyms (e.g., ‘DR1’ for ‘Design Researcher 1’).

Design Researcher 1. I am an interaction design researcher with a
strong interest in designing and prototyping emerging technologies.
I have been working in the domain of urban robots for the past
four years, from mundane applications such as the interface design
of autonomous vehicles to more playful applications studying the
experiential qualities of interaction with urban robots. Building on
my previous expertise, my recent interest lies in leveraging AI to
improve prototyping processes for complex technologies.

Design Researcher 2. I am a researcher working at the intersection
of design and HRI/AI fields. I am mostly interested in understand-
ing how socio-technical imaginaries shape the way we introduce
advanced technologies in society, and in exploring ways to reframe
technological narratives through design. As such, I approached the
whole exercise to really unpack what is the robot imaginary ‘out
there’ and to see if and how the generated images would match or
challenge what is my own imaginary of robots.

Design Researcher 3. I am interested in exploring the opportunities
of generative models in design and beyond, and understanding
their current limitations and weaknesses. This may contribute to
laying out future directions for research and investigations into AI
alignment with human intent. In the present design explorations,
this has been particularly addressed through the comparison be-
tween models and the use of newly developed extensions of the
technology such as DreamBooth and Textual Inversion.

4 FINDINGS
Our weekly exercises culminated in the design and exchange of
40 postcards (see two examples in Fig. 1), with DR1 and DR2 each
designing 16 postcards and DR3 designing 8 postcards. Stable Dif-
fusion was mainly used by DR1 and DR2 with a total of 471 image
generations. DR3 mainly used DALL−E 2 with a total of 620 image
generations. VQ-GAN has only been utilised by DR1 for 18 image
generations, one of which resulted in the creation of a postcard.

In this section, we present three themes regarding the usage of
generative image models for HRI design that we identified through
our first-person design exploration and reflections: imagining novel
robot concepts, surfacing existing assumptions and robot stereo-
types, and situating robots in context. We identified these themes
through reviewing and clustering the generated images, as well as
affinity mapping [48] of the textual accounts from the postcards.
Transcriptions from the post-study focus group were used to gain
further insights into particular patterns and add to the designer’s

intentions and reflections. Rather than presenting postcard results
for each topic individually, we chose a high-level analysis of results;
although insightful and diverse in perspectives, the ideation results
of three designers would be insufficient to map out an exhaustive
HRI design space. Furthermore, this focus aligns with our overarch-
ing goal to examine whether and how the use of generative models
can support design ideation in HRI. Fig. 2 shows a larger selection
of generated images to contextualise results along specific designs.

4.1 Imagining Novel Robot Concepts
Our design explorations provided awide range of instances inwhich
the generated images stimulated our thinking towards novel robot
concepts and imageries. For example, we noticed some “pleasant sur-
prises” (DR2) when the depicted robotic artefact would yield some
form of robot hybridity [46], i.e. the blending of robot characteristics
or functionalities with unrelated concepts in novel ways (see Fig. 2,
DR1 in Week 3, DR2 & DR3 in Week 4). Other instances include
those that we referred to as ‘robot/non-robot’-imaginaries, i.e. when
the typical robot characteristics (e.g., human- or animal-like) were
reduced to the point that the robot became almost invisible, thus
challenging our collectively held and stabilised imagination of what
a robot should look like. For example, DR1 (see Fig. 2, Week 4),
prompting a domestic robot to interact with a lonely person, identi-
fied a round disk-like object attached to a long stick as the robotic
artefact. Subsequently, with Fig. 3, DR1 expanded the image col-
lection to search for more ‘robot/non-robots’. This caused DR1 to
reflect how existing products could integrate robot capabilities and
how seamless interactions could be established with these robotic
objects, feeding the imaginary of pervasive AI that is embodied yet
disappears. DR2 made similar observations and commented that
“[...] sometimes the robot is indeed missing, but there is a fine line
between missing and being somewhere there.” Furthermore, our
design explorations revealed the potential of using creative AI tools
for imagining robotic appearances inspired and shaped through
different temporal contexts (see Fig. 1, left and Fig. 4), inviting for
robot time travel [53] in the future and the past.

In some instances those unprecedented robot appearances would
emerge simply by chance, adopting the prevalent human-AI interac-
tion paradigm of “pressing a button and seeing what happens” [11];
however, we achieved those results more effectively when con-
sciously prompting for serendipity, which often preceded a trial-
and-error process to understand and adjust prompt components
and, once recognised a pattern to make use of it. Most importantly,
however, in order to imagine novel robot concepts, the generated im-
ages primarily served the purpose of providing a thought-provoking
impulse. As designers we then had to cluster and annotate across
generated images in order to derive robot concepts and imaginaries
for extending the existing HRI design space and assess not only
’novelty’ of the design but also potential ‘value’ [31]. As such, text-
conditioned generative image models offer a strategy to speculate
on futuristic designs [23] through visual interpretations.

4.2 Surfacing Existing Assumptions and Robot
Stereotypes

Although our design explorations resulted in outcomes with the
potential to inspire novel robot concepts and surrounding imaginar-
ies, we also discovered that many existing assumptions and robot
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WEEK 1
future urban robotics

I wanted to design an urban robot 
that “automates” existing 
non-robotic urban services: public 
water dispensers [...] and depict 
the socio-contextual embedding of 
those "robotic water dispensers".

I just created different images 
here to see if using different 
descriptions for care robots would 
create different outputs

I wanted to see if there is relation 
between the automation risk and 
how the robot is depicted. How 
different types of jobs could be 
manifested through different robot 
appearances.

I used the title from a paper [...] I 
wanted to see how this would 
effect the robot's appearance and 
maybe if there is also some sort of 
inspiration of how interaction 
could look like.

I wanted to see how adding a 
temporal (future) component to 
the prompt would shape the 
image of the city and the robot as 
well. But in the output the robots 
were not present or barely visible. 
[...] I added yellow.

Based on the reflection that 
interactions and relations hardly 
come out of the images generated 
[...] I explicitly looked for the robot 
doing something to a human in an 
healthcare setting.

...The context is well known for 
robotics, so my assumptions was 
that it would work better because 
there must be more representative 
images of this in the datasets...

I wanted to see how close the 
images would be to my imaginary 
of robot cleaning a house. [...] I 
was surprised.

I tried to generate a non-humanoid 
robot, but did not succeed with 
that [...] it demonstrates limitations 
of generative image models

...I was wondering what DALL-E 
thinks the future of healthcare 
looks like. That exact prompt 
brought up nonsense, so I tried to 
envision doctors or healthcare in 
general in the year 2150.

I found this particular way of 
visualizing (the ones with the 
white background) to 
communicate well ...

I got inspired by the drawing (from 
a previous exploration) and asked 
it to envision future scenarios. The 
results suggesting robot hybridity 
are pretty interesting.

WEEK 2
future health robots

WEEK 3
future industrial robots

WEEK 4
future domestic robots

A photo of a European city in 2070 
where many yellow robots stroll 
around

A photograph of a robotic water 
dispenser in a drought cityscape, 
high-rise buildings in the background, 
utopian concept art, wide shot.

a photorealistic render 
of a medical robot, 8K.

A photo of a social robot measuring 
the blood pressure to a human 
patient in the hospital

Healthcare/Doctors 2150

a photorealistic rendering of a 
robot that is a hairdresser

A photo of a robot transporting a 
piece of car in a factory

low polygon render of robots in a 
warehouse on a white background, 
isometric, 3d, ultra HD

a photorealistic rendering of a 
domestic robot interacting with a 
lonely person in a apartment flat, 
night lighting, highly detailed.

A photo of a robot cleaning a house

a future scenario where robot is 
buying groceries

a realistic photograph of a 
non-humanoid robot in a city

DR1

DR3

DR2

Figure 2: Selected images from the ‘CreativeAI Postcards’ with prompts (in-image) and excerpts of designer’s reflections (below).

stereotypes were reinforced through the generated images with
outcomes that were neither ‘novel’ nor ‘surprising’ [31]. For robot
appearance and embodiment, this was in particular true when not
further specifying the characteristics of the robot within the prompt
(e.g., simply using the term ‘robot’ or ‘social robot’) and if the situ-
ated context was rather neutral (e.g., ‘at work’), thus not evoking a
strong specificity that would influence the appearance of the robotic
artefact or its embedding. For example, this would lead to image
generation in which the robotic artefact would be depicted as blue-
and white-coloured, confirming the predominant racialisation of AI
as White [12]. Due to the fact that text-to-image models are trained
on real-world datasets, we also found that including in the prompt
a context where robots are already widely deployed, such as facto-
ries, would lead to more realistic image outputs (see Fig. 2, DR2 in
Week 3). On the other hand, robots interacting closely with humans

(see Fig. 1, right & Fig. 2, DR2 in Week 2) frequently resulted in
“clearly wrong compositions”, surfacing the stereotypical imaginary
that robots are still more often servants than companions [2].

The ability to surface human biases became particular evident
through one example in which DR1 prompted ‘a robot that is a
sex worker’. Here, even social stereotypes – assuming that sex
workers are mostly female – were reinforced and blended into the
robot appearance. While highly problematic when not being crit-
ically assessed [71], we discussed that from a design perspective,
generative image models could help to identify biases and stereo-
types, thus providing a first step forward to confront them. For
example, through designerly action by considering feminist and
non-heteronormative perspectives for the design of robots [21, 78].
As such, we found that the responsible use of text-to-image models
as a data-driven approach could complement existing methods in
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a photograph of a robot in a apartment 
flat, night lighting, highly detailed.

Figure 3: Domestic robots with minimal anthropomorphic
features could inspire the design of pervasive AI that blends
with mundane objects.

HRI (e.g., metaphors [2]) for surfacing and challenging robot stereo-
types as well as their surrounding and embedded social context.

4.3 Situating Robots in Context
Our design exploration has demonstrated the potential of image
generative models to virtually situate robotic artefacts in various
contexts, scenarios, and situations at a stage of the design process
where the artefact does not yet exist in reality. In a matter of a few
seconds we were able to situate companion robots into domestic
homes, nursing robots into care homes to interact with the elderly,
or robotic water dispensers into dried up urban landscapes, and
so on. In this regard, DR2 reflected that despite “limited fidelity in
terms of captured complexity” (i.e., some of the image composi-
tions were clearly wrong in particular for depicting interactions
and relations between robots and humans), “seeing the robots in
context, which doesn’t happen often to [them], helps to visualise
and account for the elements, actors, and some of the dynamics of
the contexts that we are designing for.”

While our design exploration illustrated an early design ideation
phase, we anticipate the potential of virtually situating robotic arte-
facts in context at various stages of the HRI design process. For
example, DR1 and DR3’s experimentation with textual inversion,
i.e., training and embedding additional concepts from a small num-
ber of personal images (see Fig. 5), could be employed as follows:
HRI designers could take pictures of their physical prototypes, ex-
tend the pre-trained text-to-image model, and then virtually situate
and interpret those prototypes in a variety of new contexts.

5 DISCUSSION
Building on a growing body of designerly HRI practices and meth-
ods [50], we explored the use of generative text-to-image models as
a way to challenge dominant robot sociotechnical imagainaries and
envision novel HRI concepts. We documented a variety of instances
that can be considered ‘novel’, ‘valuable’, or ‘surprising’ (some of
the key factors identified for computational creativity research [31]).
We acknowledge, however, that the notion of creativity we build
upon is not universally recognised or defined [74], our design ex-
ploration is far from being exhaustive, and other configurations
or alternative text-to-image models – especially in light of the
fast-paced and steady improvement of text-conditioned generative

a painting of a delivery robot in 
a medieval city, albrecht duerer

a painting of a delivery drone in 
a medieval city, albrecht duerer

Figure 4: Embedding temporal contexts to inspire robot de-
signs: here, a delivery robot and drone by German Renais-
sance artist Albrecht Dürer (1471–1528).

<pepper robot> swimming in the sea<pepper robot> by Vincent Van Gogh

Figure 5: Experiments by DR3 with textual inversion to visu-
alise the Pepper robot in different contexts.

models [38] – may yield more unexpected results. Nevertheless, our
work exemplifies how AI-generated images could serve as inspira-
tions for HRI design instances; especially if looked at collectively,
these can be used to conceptualise novel robot appearances and
roles [34, 50]. And most importantly, the designer-AI co-creative
process becomes itself a site for confrontation with personal and
collectively held biases and (limited) imagination. As DR1 noticed
“while I was initially aiming to prompt for the ‘novel’ and ‘surpris-
ing’, I soon became aware that many generated images delivered
expected results and confirmed existing robot stereotypes”. Instead
of looking at these results as failures, we rather suggest to embrace
those ‘anticipated’ or ‘biased’ outputs. As these models are trained
on real-world datasets and thus incorporate human biases [67, 72],
they can help to surface, identify, and confront existing assumptions
and preconceptions. As such, using generative AI models can be an
effective approach to make robot and social stereotypes visible [2]
in order to then challenge them through designerly action.

This work also opened up possibilities to anticipate and discuss
the possible impact of these technologies in specific contexts, as of-
ten happens with video-based and simulation-based studies [1, 81].
As amatter of fact, despite efforts to deploy and test robotic artefacts
in the ‘real-world’ (e.g. [25, 33, 65]), the majority of human-robot
interaction research is still undertaken in a laboratory setting [43].
This practice is widely discussed in regards to empirical HRI find-
ings, raising questions about their external and ecological validity,
i.e., whether they are applicable to other contexts and hold true for
natural situations [19]. However, as pointed out by Lupetti et al.
[50], the root of the issue resides partially in the conceptualisation
and design process itself, in which “most often users and contexts
are considered only at later stages of research”. Our design explo-
ration demonstrated the potential of situating robot artefacts in
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context. The expected advancements in creative AI tools, such as the
ability to generate videos [62] and provide designers with greater
control [37], could further simplify and optimise the creation of
scenario-based prototype representations already used in HRI eval-
uation, such as video prototypes [81] and virtual simulations [1].

5.1 Creative AI as Emerging Design Practice:
Lessons Learned

Following a first-person research through design approach, we
documented self-reflective accounts about the design experiences
and practice of working with creative AI tools.

5.1.1 Tool Familiarisation. All three participating designers re-
ported on the importance of familiarising with the image generative
models. In particular, at the beginning of the weekly exercises, this
meant understanding what image outputs to expect. DR2, for ex-
ample, reported on “micro investigations”, which sometimes meant
to just exchange the order of words within a prompt and learn
through comparing and interpreting the image results. DR1, on
the other hand, wanted to understand whether the AI would share
a similar imaginary in relation to terms that are common within
HRI to describe the appearance of a robot, e.g., ‘humanoid’ and
‘non-humanoid’, ‘anthropomorphic’ and ‘non-anthropomorphic’,
and so on. DR3, instead, regularly explored how stylistic choices
could help envisioning and conceptualising future HRI scenarios,
such as the use of white background that, if associated to a specific
environment in the prompt would help situating robots within a
specific environment, but would not facilitate visualising the robot
execution of tasks. Understanding the limitations, such as the fact
that negations of robot appearances (e.g., ‘non-anthropomorphic’)
would not lead to (desired) results of abstract robot appearances (see
Fig. 2, DR3 in Week 1); or the difficulty of visualising human-robot
interactions and relations, DR1 concluded that “creative and inten-
tional thinking from the designer is not only still needed, but central
to this kind of emerging creative practices.” While an iterative and
incremental approach to learning and understanding the tools was
particularly vital at the outset of the design exploration, even later
on, one selected picture for a ‘CreativeAI Postcard’ was often the
results of many trials. As such, our reflections connect and add to
the broader disciplinary discussions that are currently happening in
the related fields of design and HCI, where the probabilistic nature
of AI and ML algorithms is asking for a radical rethinking of the
role of the designer [28, 29].

5.1.2 Designer as Curator and Interpreter. From the reflections on
the postcards and the post-study focus group discussion, two main
patterns about the designer’s role in the co-creative AI process
emerged: the designer as curator and the designer as interpreter.
The curator role was manifested by looking for a “sense of direc-
tion” (DR3), e.g., by consolidating HRI design research papers (DR2),
newspaper articles (DR1), or simply using google image search (DR1,
DR3). This can help to spark inspiration for prompts but also to
consciously counteract predominant narratives. DR3 emphasised
the importance of “having some vision or initial idea what to proto-
type and look for [...] in order to visualise your imagination and get
the ‘snowball’ running.” As the curator role implies that an initial
impulse is necessary, we anticipate positive synergy effects of using

text-to-image models in combination with existing ideation tools,
such as new metaphors [2]. Secondly, in the role of the interpreter,
the designer must look for patterns and add possible lenses in the
way we look at the images. Importantly, the generated images con-
sidered in isolation did not necessarily hold already a conceptual
value for HRI design [50], but it was in combination with the de-
signer’s annotations (e.g., designerly intention and reflection), as
well as looking at and interpreting a collection of images. DR2 de-
scribes the interpretive aspect along the ‘robot/non-robot’ imagery
as follows: “You start looking at what is there as the robot, which
challenges the stereotype of robots. [...] You break free from that
just because you are looking for where the robot could be.” While
initially concerned about reaching a shared understanding with
the AI, in the role of the interpreter, DR1 concluded in regards to
the ‘robot/non-robots’: “If you would feed this image into an image
classifier, probably the AI would not recognize it as a robot? [...] I
started to wonder if the AI, when generating this image, ‘thinks’
about a robot or not? But in the end, it doesn’t really matter. What
matters is that I get creative input through the generated images.”

5.1.3 Human-human Collaboration. Research on human-AI inter-
action emphasises the need for more collaborative and dialogic
interaction models [10, 38], responding to the fact that the ma-
jority of present co-creative AI tools offer limited interaction and
intervention opportunities for designers [37]. Some of the limi-
tations discovered through our design exploration and reported
throughout this paper certainly support this. However, in addition
to collaborative human-machine partnerships, our approach also
demonstrated the importance of human-human collaborations dur-
ing co-creative AI design processes: in our design exploration study,
each of the participating designers brought in their own personal
references, enriching ideation and design outcomes; at the same
time, through our approach of posting ‘CreativeAI Postcards’ (in-
spired by Lupi and Posavec [51]), we could learn from each others
experiences and adopt practices. Human-human collaborations, we
argue, can further help to call attention to ethical issues in creative
AI, evident in our study when one of the designers pointed out
the bias towards Whiteness in depictions of AI [12] but also hu-
man representatives, which, admittedly, has not stuck out to the
other designers initially. Future co-creative AI tools should there-
fore not only support improved human-machine interactions but
also leverage human-human collaborations.

6 CONCLUSION
Responding to the theme of this year’s Human-Robot Interaction
conference, “HRI for all”, and Alt.HRI’s dual perspective, “ALL for
HRI”—aiming to expand the ways of building knowledge in our
community—in this paper, we explored the potential of creative AI
tools as a way to challenge dominant robot sociotechnical imaginar-
ies and envision novel HRI futures. In light of recent advancements
in creative AI tools [37], our self-reflective approach provides initial
insights on how designerly HRI can leverage those to ideate and
design better robots. While in this paper we explored the use of
text-to-image generation with a strong focus on conceptual impli-
cations, we believe that there is a wide range of other application
areas for creative AI tools in HRI, for example, prototyping robot
animations and movements by means of computer vision [77].
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