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Ata Onur Başkaya(1) and Stefan Hickel(2)

(1)Aerodynamics Group, Faculty of Aerospace Engineering, TU Delft, The Netherlands, a.o.baskaya@tudelft.nl
(2)Aerodynamics Group, Faculty of Aerospace Engineering, TU Delft, The Netherlands, s.hickel@tudelft.nl

ABSTRACT

A conservative cut-cell immersed boundary (IB) method
including gas-surface interactions (GSI) for the simula-
tion of atmospheric entry flows under thermochemical
nonequilibrium (TCNE) conditions is presented. The per-
formance of the method is demonstrated for three test
cases: a compression ramp, a cylinder, and a plasma wind
tunnel ablator sample. The computational predictions are
in excellent agreement with reference simulations and ex-
perimental data for translational and vibrational temper-
ature variations in the flow field, pressure and heat flux
distributions over the geometries, and the mass blowing
rates over a surface undergoing ablation.

1. INTRODUCTION

Atmospheric entry of capsules or space debris involve
complex flow environments due to strong shock waves
at hypersonic speeds, and high-temperature effects such
as thermochemical nonequilibrium (TCNE) and interac-
tions with the surface material. Depending on the char-
acteristics of the surface material, these gas-surface inter-
actions (GSI) result in catalysis as well as ablation. The
latter process alleviates the heat load by means of physic-
ochemical decomposition and mass loss, which alters the
shape of the object as its surface recesses. Understanding
these fluid-structure interactions is crucial for predicting
the surface stresses and heat fluxes as well as the uncon-
trolled trajectory of space debris. Ground testing is indis-
pensable for validation purposes; however, no facility can
simultaneously replicate all aspects of atmospheric entry
flows [13]. Hence, computational fluid dynamics (CFD)
simulations are essential for the efficient aerothermody-
namic analysis and design of future spacecraft.

Investigation of these regimes requires appropriate nu-
merical schemes and computational grids for the accu-
rate representation of strong shock waves and chemi-
cally reacting boundary layers. Most solvers used for
these applications employ body-conforming structured
grids [19, 20, 37]. In these solvers, accurate prediction
of the flow field relies on careful alignment of the grid
with the shock and the surface. In practice, this require-
ment demands strenuous effort from the user in gener-
ating high-quality body-conforming grids, especially for
detailed features and incremental geometry updates [9].
Unstructured grids have also been explored; however, is-
sues affecting the heat flux predictions at the surface were
reported [10, 30]. A promising alternative is the use of
adaptive mesh refinement (AMR) techniques based on
piecewise Cartesian grids with immersed boundary (IB)
methods, which offer a relatively straight-forward imple-
mentation of high-order schemes. There has been a re-
cently growing interest in IB solvers for high-speed vis-
cous compressible flows [1, 2, 7, 23, 32]. Especially for
moving and deforming objects with complex shapes, IB
methods are more robust and more efficient than body-
conforming mesh-deformation methods.

This paper presents a conservative cut-cell IB method
available in the INCA solver (https://www.inca-cfd.com)
for the accurate simulation of hypersonic flows including
the effects of GSI as encountered in atmospheric entry ap-
plications. Cut-cell IB methods are a straightforward ex-
tension of the finite-volume flux balance and thus satisfy
mass, momentum and energy conservation exactly. Com-
pared to standard cut-cell methods, the present method
works on so-called cut elements, which provide sub-cell
resolution of the geometry [25]. The verification and val-
idation of the method is presented in a separate publi-
cation [4], which demonstrates the accurate modelling
of the high-temperature physicochemical interactions and
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the advantages of the present conservative IB methodol-
ogy over nonconservative formulations.

In the present paper, the underlying numerical method-
ology is presented and demonstrated for three test cases:
hypersonic flow over a compression ramp with perfect
gas as well as with thermochemical nonequilibrium mod-
els, hypersonic flow in thermochemical nonequilibrium
over a cylinder, and a graphite ablator exposed to nitrogen
plasma. The governing equations and the thermochemi-
cal models are presented in Section 2. The cut-element IB
methodology incorporating GSI is detailed in Section 3.
Results of the case studies are discussed in Section 4, and
concluding remarks are made in Section 5.

2. GOVERNING EQUATIONS

The compressible Navier-Stokes equations are solved
in their conservative form for a reacting multicompo-
nent fluid under thermochemical nonequilibrium includ-
ing an additional transport equation for the vibrational en-
ergy [26],

∂ρi

∂ t
+∇ · (ρiu)+∇ ·Ji = ω̇i , (1)

∂ρu
∂ t

+∇ · (ρu⊗u)+∇p−∇ · τττ = 0 , (2)

∂ρE
∂ t

+∇ · [(ρE + p)u]+∇ ·q−∇ · (τττ ·u) = 0 , (3)

∂ρeV

∂ t
+∇ ·ρeVu+∇ ·qV = Ω̇ . (4)

Here, ρi is the species partial density for the ith species, u
is the mixture average velocity, and ω̇i is the source term
associated with the production or consumption of species
due to chemical reactions. Moreover, ρ is the mixture
density, p is the mixture pressure, and E = e+ u2/2 is
the specific total energy, which is the sum of the thermo-
dynamic internal energy e and the kinetic energy. The
species diffusion flux Ji, the viscous stress tensor τττ , and
the total heat flux q are detailed in the following para-
graphs. External forces due to gravitational or magnetic
effects, and radiative energy exchanges are not consid-
ered for the cases in this study.

For thermal nonequilibrium effects, Park’s
two-temperature model [26] is employed, which re-
quires solving an energy equation for the vibrational
thermal bath, denoted by the superscript V. The heat
flux for the vibrational temperature is qV, and the
corresponding thermal conductivity

λ
V = ∑

i

ρicV
p,i

∑ j x j/Di j
, (5)

is obtained by the Euken correction [16] with cV
p as the

vibrational specific heat at constant pressure, x j as the

mole fraction of the jth species, and Di j as the binary
diffusion coefficients.

The energy exchange term Ω̇ = Ω̇TV + Ω̇CV in Eq. 4
describes how the system relaxes to equilibrium through
energy exchanges between the vibrational mode and the
translational mode, Ω̇TV, and chemical reactions, Ω̇CV.
For the former, the Landau-Teller formulation is used as

Ω̇
TV = ∑

m
Ω̇

TV
m = ∑

m
ρm

eV
m(T

T)− eV
m(T

V)

τTV
m

(6)

where the summations are over each molecule m, and τTV
m

is the relaxation time according to Park’s correction [26]
to the expression proposed by Millikan and White. A
non-preferential dissociation model is used for the varia-
tion of the vibrational energy due to chemical reactions.
This term is related to the chemical production rate of
molecules ω̇m as

Ω̇
CV = ∑

m
Ω̇

CV
m = ∑

m
eV

mω̇m . (7)

More intricate thermal nonequilibrium models are avail-
able [21], yet the current model has proven suitable for
our range of applications [27].

The ideal gas assumption leads to the equation of state
p = ρRT , where R = R/M is the mixture gas constant
with the universal gas constant R and mixture average
molar mass M. These mixture properties are obtained ac-
cording to Dalton’s law through their constituent species
as p = ∑i pi, ρ = ∑i ρi, R = ∑i yiRi, with the mass frac-
tions yi = ρi/ρ .

Fick’s law is used for modeling diffusion with a cor-
rection to ensure conservation of mass

Ji =−ρDim∇yi + yi ∑
j

ρD jm∇y j , (8)

where
Dim =

1− xi

∑ j ̸=i x j/Di j
, (9)

are the mixture-averaged diffusion coefficients.
The viscous stress tensor is modeled assuming Stokes’

hypothesis as

τττ = µ

[
∇u+(∇u)† − 2

3
∇ ·uIII

]
, (10)

where µ is the dynamic (shear) viscosity of the mixture.
The heat flux vector includes the contributions from

conduction and mass diffusion,

q =−λ∇T −λ
V

∇T V +∑
i

Jihi(T,TV ) , (11)

where T is the translational temperature and T V is the
vibrational temperature. The first two terms stem from
Fourier’s law and the last term refers to the diffusion of
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enthalpy with hi as the species partial enthalpy. Similarly,
vibrational heat flux is written as

qV =−λ
V

∇T V +∑
i

JihV
i (T

V) . (12)

The flow solver INCA has been coupled with the
MUlticomponent Thermodynamic And Transport prop-
erties for IONized gases in C++ (Mutation++) library
of the von Karman Institute, which provides accurate
models for thermodynamic data, transport properties,
chemical kinetics, and GSI. A detailed description of
Mutation++ is presented by Scoggins et al. [31]. Most
notably, species mass diffusivities, viscosities, and ther-
mal conductivities are obtained from multicomponent
Chapman-Enskog formulations [11] as opposed to the
common approach of using simplified mixture rules [22,
29, 36]. Verification and validation of this coupling
as well as further details on the models being used for
the closure of the governing equations are presented by
Başkaya et al. [4].

Catalytic and ablative surface boundary conditions are
imposed by solving a mass balance [5, 31]

(ρivblow)wall +(Ji)wall = ω̇i,wall , (13)

with vblow as the surface-normal blowing velocity, which
is nonzero only for an ablative boundary. Terms from left
to right refer to convective flux due to blowing, diffusive
flux, and a species source term due to surface reactions.
A probability-based approach is employed for computing
this chemical source term for the surface, written as

ω̇i,wall = γmiFi,impin , (14)

where γ = Fi,react/Fi,impin is the ratio of reacting to im-
pinging species fluxes and describes the efficiency of the
process, and mi is the mass of the ith species [5]. Assum-
ing the species at the wall have a Maxwellian distribution
function, the impinging species flux is

Fi,impin = ni

√
kBTw

2πmi
, (15)

where kB is the Boltzmann constant, Tw is the wall
temperature, and ni is the number density of the ith

species [3]. The mass blowing rate ṁ = ∑i ω̇i,wall deter-
mines the blowing velocity

vblow =
ṁ

∑i ρi
. (16)

Values obtained for species densities and mass blowing
velocity are then imposed as boundary conditions for the
Navier-Stokes equations.

3. NUMERICAL METHODS

The governing equations can be written as

∂U
∂ t

+∇ ·F(U) = S , (17)

where U is the vector of conserved variables, F = Finv +
Fvis is the sum of inviscid and viscous fluxes, and S is the
vector of source terms. Along the x axis, they take the
following forms:

U =


ρi
ρu
ρv
ρw
ρE
ρeV

 , Finv =


ρiu

ρu2 + p
ρuv
ρuw

u(ρE + p)
uρeV

 ,

Fvis =


Jx,i
−τxx
−τxy
−τxz

−(τxxu+ τxyv+ τxzw)+qx
qV

x

 , S =


ω̇i
0
0
0
0
Ω̇

 .

INCA is a high-fidelity finite-volume solver for the
compressible chemically reacting Navier-Stokes equa-
tions and provides a large number of different discretiza-
tion schemes on three-dimensional block-Cartesian AMR
grids [15, 24].

For the purposes of this study, a third-order weighted
essentially non-oscillatory (WENO) scheme [18] with
HLLC flux function [35] is selected to discretize the in-
viscid terms. WENO schemes provide high accuracy in
smooth regions, while ensuring stable and sharp captur-
ing of discontinuities. Second-order centered differences
are used for the viscous terms and the explicit third-order
Runge-Kutta scheme of Gottlieb and Shu [12] is selected
for time integration.

Chemical source terms are treated using Strang’s
second-order time splitting scheme [34]. This leads to
a system of ordinary differential equations (ODE) given
as

ẏi =
ω̇i(y, p,T,T V)

ρ
, (18)

where ẏi is the rate of change of mass fractions. This sys-
tem is solved by the VODE library [8] using fifth-order
backward differences.

3.1 Cut-Element IB Methodology
The employed cut-element based immersed boundary
method is a consistent and conservative extension of the
finite-volume flux balance that accounts for cells being
split by boundaries [25, 28]. At the boundary that di-
vides the fluid and the solid regions, fluxes are calculated
according to cell-face apertures and interface exchange
terms as illustrated in Fig. 1. For a given cell with the
geometric indices [i, j,k], the fluid and solid domains are
separated by the interface Γi, j,k. The aperture Ai, j,k de-
notes the fraction of the cell-face area that belongs to the
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Figure 1: Sketch of a two-dimensional cut-cell in the im-
mersed boundary method of INCA.

fluid domain. The fluid volume fraction of a cell is de-
noted by αi, j,k, such that the effective fluid volume of a
cut cell is (Vf )i, j,k = αi, j,k∆xi∆y j∆zk.

Following the finite-volume methodology, integration
of Eq. 17 over the fluid volume Vf for a time step ∆t =
tn+1 − tn yields

∫ tn+1

tn

[∫
V f

∂U
∂ t

dV +
∫

S f

F(U) ·n dS
]

dt = 0 , (19)

where S f is the wetted surface of a given cell. Defining a
volume average for the conserved variables of a cell as

Ui, j,k =
1

αi, j,k∆xi∆y j∆zk

∫
V f

UdV , (20)

the three-dimensional discretization of Eq. 19 on a Carte-
sian grid is

α
n+1
i, j,k Un+1

i, j,k = α
n
i, j,kUn

i, j,k

+
∆t
∆xi

[
Ai−1/2, j,kFi−1/2, j,k −Ai+1/2, j,kFi+1/2, j,k

]
+

∆t
∆y j

[
Ai, j−1/2,kFi, j−1/2,k −Ai, j+1/2,kFi, j+1/2,k

]
+

∆t
∆zk

[
Ai, j,k−1/2Fi, j,k−1/2 −Ai, j,k+1/2Fi, j,k+1/2

]
+

∆t
∆xi∆y j∆zk

Xi, j,k .

(21)
Note that F refers to the face-averaged fluxes. Here, the
discretization in time is presented for a forward Euler
scheme, which corresponds to a sub-step of the employed
Runge-Kutta scheme. The interface exchange term Xi, j,k
represents the stresses and the fluxes through the fluid-
solid interface. This term is essential for the GSI bound-
ary condition as it will be discussed further on.

Instead of a single planar fluid-solid interface as
in Fig. 1, the specific method in INCA accounts for mul-
tiple cut elements per cell [25, 28]. These cut-elements

directly result from the intersection of the grid with the
surface triangulation. The interface of each cut-cell is
thus represented by several cut-elements belonging to dif-
ferent surface triangles. The exchange of mass (e.g. with
surface reactions), momentum, and energy through these
cut-elements is calculated from the prescribed boundary
conditions and interpolated fluid values at a point within
the fluid domain, which is generally a half cell length
away from the interface. The value of a variable at this
fluid point is acquired by interpolation from the surround-
ing cell values and the boundary conditions. In addition,
a layer of ghost cells within the solid body is employed
to allow for the use of unmodified stencils throughout the
domain.

The interface exchange term Xi, j,k is expressed as a
sum of the contributions of all cut elements

Xi, j,k = ∑
el

Xel , (22)

where the index el denotes cut elements for a given cell,
and

Xel = Xp
el +Xv

el +Xq
el +Xm

el , (23)

where, from left to right, the terms refer to pressure, vis-
cous stresses, heat transfer, and mass exchange. The last
term incorporates GSI in addition to the original formu-
lation described by Örley et al. [25] and Pasquariello et
al. [28]. We assume that thermal equilibrium is reached
at the surface, therefore there is no interface exchange for
the vibrational energy.

The pressure term is given by

Xp
el =



0

∆Γel pΓ,el nΓ,el
x

∆Γel pΓ,el nΓ,el
y

∆Γel pΓ,el nΓ,el
z

∆Γel pΓ,el
(
vΓ,el ·nΓ,el

)
0


, (24)

where pΓ,el is the element interface pressure obtained by
solving a one-sided face-normal Riemann problem, ∆Γel
is the interface area of the cut element, nΓ,el refers to the
normal vector of the element, and vΓ,el is the interface
velocity evaluated at the surface centroid. Similarly, the
viscous stresses are

Xv
el =



0

∆Γel
(
τττ ·nΓ,el

)
x

∆Γel
(
τττ ·nΓ,el

)
y

∆Γel
(
τττ ·nΓ,el

)
z

∆Γel
(
τττ ·vΓ,el

)
·nΓ,el

0


, (25)

where τττ is the local stress tensor. The velocity gradient in
the local stress tensor is approximated by the difference
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between the interpolation point velocity and the interface
velocity. The heat exchange is given by

Xq
el =



0
0
0
0

∆Γel
(
qΓ,el ·nΓ,el

)
0


. (26)

For a reacting surface, exchange of mass with the solid
is modeled as

Xm
el =



∆Γel ω̇i,wall

∆Γel ṁ
(

vΓ,el
blow ·nΓ,el

)
x

∆Γel ṁ
(

vΓ,el
blow ·nΓ,el

)
y

∆Γel ṁ
(

vΓ,el
blow ·nΓ,el

)
z

∆Γel ṁ
(
hΓ,el + 1

2

∥∥vΓ,el
blow

∥∥2
)

0


, (27)

where ṁ is the total mass blowing rate, vΓ,el
blow is the blow-

ing velocity given by Eq. 16, and hΓ,el is the enthalpy of
the produced species. Naturally, the sum of the species
mass exchange terms yields the global mass exchange
∆Γel ṁ and it is only non-zero if the surface is ablative.
However, as long as the surface is reacting, catalytic re-
actions will alter the surface species compositions and
therefore lead to non-zero species mass exchange.

4. RESULTS

4.1 Compression Ramp
The first test case is a Mach 11.63 compression ramp flow
based on the experimental campaigns of Holden [17].
The numerical setup follows Brahmachary et al. [6] and
McQuaid et al. [23] who modeled air as a perfect gas. In
addition to this perfect gas case, we also present simu-
lations with thermochemical nonequilibrium. The geom-
etry consist of a straight section of 0.4394 m and a 15◦

ramp beyond this point. The total length of the computa-
tional domain is 0.7 m. Freestream conditions are given
in Table 1.

Table 1: Case specifications for the compression ramp.

u∞ [m/s] T∞ [K] Twall [K] p∞ [Pa]
1908.9 67.05 294.38 25

Grid resolutions near the wall are 5× 10−5 m for the
present simulations with INCA, 2 × 10−5 m for Brah-
machary et al., and 3×10−5 m for McQuaid et al.

Figure 2: Block structure of the computational mesh and
flow fields showing Mach number (sonic line indicated
as the bright line), pressure, translational temperature,
and vibrational temperature contours for the compression
ramp case with thermochemical nonequilibrium.

The flow field is visualized in Fig. 2, where the sepa-
rating shock wave is impinging on the ramp. The results

5



for the pressure coefficient

Cp =
pwall − p∞

0.5ρ∞u2
∞

, (28)

and Stanton number

St =
qwall

ρ∞U∞cp(Tr −Twall)
, (29)

distributions along the surface are presented in Fig. 3. Re-
sults for the perfect gas and thermochemical nonequilib-
rium (TCNE) models are compared. The results obtained
with our perfect gas model are in excellent agreement
with the numerical results of McQuaid et al. [23]. Due
to the low temperature at the freestream, only a weak vi-
brational excitation is observed. Nevertheless, the shock
is moved considerably closer to the ramp in the TCNE re-
sults and yield pressure coefficients marginally closer to
the experimental results.

For Stanton numbers, corresponding to the different
definitions used by the authors of the reference results,
two sets of results are shown. Firstly, by taking Tr = Ttotal
in accordance with Brahmachary et al. [6], and secondly,
by taking Tr based on a recovery factor of 0.89 in line
with McQuaid et al. [23]. Both definitions used for the
Stanton number agree well with their corresponding ref-
erence results with the perfect gas assumption. Stanton
numbers match the experimental reference results very
well and almost exactly with the TCNE model.

4.2 Cylinder
A 5-species air flow at a Mach number of 12.7 over
a cylinder of 0.1 m radius is considered to study
the method under thermochemical nonequilibrium con-
ditions. Sekhar et al. [33], provide reference re-
sults obtained with the well-established DPLR solver.
Freestream conditions are presented in Table 2. The
5-species air mixture consists of [N2,O2,NO,N,O]. A
rather coarse grid is used with 7×10−4 m resolution at
the surface, where an adiabatic boundary condition is im-
posed.

Table 2: Case specifications for the cylinder.

u∞ [m/s] T∞ [K] p∞ [Pa] y(N2) y(O2)
3570 195.96 90 0.7671 0.2329

The results for the translational and vibrational temper-
ature contours, and their distributions along the stagna-
tion line are presented in Fig. 4 and in Fig. 5. The present
results are shown as colored contours overlaid with bright
contour lines for the reference data. Predictions with the
present method match almost exactly with the reference
results. The thermal nonequilibrium beyond the shock
and the relaxation to thermal equilibrium downstream are
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Figure 3: Comparison of (a) pressure coefficients, (b)
Stanton numbers along the surface with the perfect gas
models, and (c) Stanton numbers along the surface with
the TCNE model for the compression ramp case.

very well captured. Slight differences are expected to be
due to a coarser grid resolution near the shock for the ref-
erence simulations.
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(a)

(b)

Figure 4: Comparison of (a) translational and (b) vibra-
tional temperature contours for the cylinder case. Refer-
ence data by DPLR [33] is overlaid as bright lines.

4.3 Graphite Ablator

A subsonic plasma wind tunnel experiment conducted by
Helber et al. [14] at the von Karman Institute is simulated
to demonstrate the ablative boundary condition. The ex-
periment exposes a graphite sample with a hemispherical
nose of radius 25 mm to nitrogen plasma. The sample
undergoes ablation through nitridation reactions

C(solid)+N → CN , (30)

00.0050.010.0150.020.0250.03
Distance from surface [m]

0

1000

2000

3000

4000

5000

6000

7000

T
em

pe
ra

tu
re

 [
K

]

Reference
Present method
T

TV

Figure 5: Variation of translational and vibrational tem-
peratures along the stagnation line for the cylinder case.
Reference data is provided by DPLR [33].

with the reaction probability

γ = 7.91 ·10−2 exp
(
−5663

Twall

)
. (31)

The nitridation efficiency was calibrated based on these
particular experiments [14]. The experimental test case
was simplified by Başkaya et al. [4] to a 2-D geome-
try without ionized species to reduce the computational
cost. Freestream conditions for this case are given in Ta-
ble 3. A 6-species mixture of [N2,N,CN,C3,C2,C] is
considered. Reference data for this case is obtained with
the US3D solver employing body-conforming meshes.
US3D is an extensively validated high-fidelity solver,
which uses the same models for thermochemistry and
GSI as INCA in this study [4].

Table 3: Case specifications for the graphite ablator.

u∞ [m/s] T∞ [K] Twall [K] p∞ [Pa] y(N2)
1570 10280 2407 1500 9.777e-05

The mass fractions along the stagnation line and the
mass blowing rates over the wall are shown in Fig. 6.
The predictions of the present method agree remarkably
well with the results of the reference solver. Coarse re-
sults with our method correspond to a grid resolution of
1×10−5 m at the wall, in line with the reference. An ad-
ditional simulation with a finer grid with 5×10−6 m cell
size at the wall is also performed to ensure the solution is
grid converged.

5. CONCLUSION

A fully conservative cut-element immersed-boundary
method for hypersonic flows under the influence of ther-
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Figure 6: Comparison of (a) mass fractions along the
stagnation line and (b) mass blowing rates over the sur-
face for the graphite ablator case. Reference data is pro-
vided by the US3D solver [4].

mochemical nonequilibrium and gas-surface interactions
has been presented and demonstrated for hypersonic flow
over a compression ramp, hypersonic flow over a cylin-
der, and a graphite ablator exposed to nitrogen plasma.
All of the results have shown good agreement with the
references, indicating that the method is highly suit-
able for atmospheric entry applications. Future stud-
ies will explore more challenging scenarios that ex-
ploit the full potential of an adaptive mesh refinement
immersed-boundary method for ablative recession and
shape change.
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