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#### Abstract

The multicategory support vector machine (MSVM) has been widely used for multicategory classification. Despite its widespread popularity, regular MSVM cannot provide direct probabilistic results and suffers from excessive computational cost, as it is formulated on the hinge loss function and it solves a sum-to-zero constrained quadratic programming problem. In this study, we propose a general refinement of regular MSVM, termed as the simplex-based proximal MSVM (SPMSVM). Our SPMSVM uses a novel family of squared error loss functions in place of the hinge loss and it removes the explicit sum-to-zero constraint by the simplex structure. Consequently, the SPMSVM only requires solving an unconstrained linear system, leading to closed-form solutions. In addition, the SPMSVM can be cast into a weighted regression problem so that it is scalable for largescale applications. Moreover, the SPMSVM naturally yields an estimate of the conditional category probability, which is more informative than regular MSVM. Theoretically, the SPMSVM is shown to include many existing MSVMs as its special cases, and its asymptotic and finite-sample statistical properties are well established. Simulations and real examples show that the proposed SPMSVM is a stable, scalable and competitive classifier.


Index Terms-Category probability, fisher consistency, kernel learning, multicategory classification, universal consistency.

## I. Introduction

CLASSIFICATION is an ubiquitous problem in many statistical applications [1], [2]. Given a training dataset with subjects having both covariates and class labels, the learning task is to develop a classification rule to predict the label for a future sample based on its input. Among various classification methods, support vector machine (SVM) and deep neural network (DNN) have become the popular ones during the last decades [3], [4], [5]. The performance of DNN and SVM in classification depends heavily on the quantity and quality of the training data. Generally, if the training data is

[^0]complex and has a large size, DNN often performs better than SVM in prediction but is also more computationally intensive. On the other hand, SVM is preferred when the data size is moderate or when some fundamental properties of the training data are well understood so that a domain-specific kernel could be specified, e.g., [6], [7], and [8]. Moreover, SVM enjoys several main advantages, such as the regularization parameter to control over-fitting, global solution via convex optimization and substantial theoretical foundations. This study focuses on the development of the SVM-based methods.

The original SVM is a typical binary classifier and it aims to find a hyperplane in the feature space with maximum separation between the two classes [9], [10], in which hinge loss function is used. The classical SVM has been extended by researchers in last decades, such as LSSVM [11], $\psi$-learning of SVM [12], L2-SVM [13], ramp-SVM [14] and pin-SVM [15]. Although binary SVMs have many successful applications, multicategory problems are commonly seen in practice [16]. A multitude of multicategory extensions to SVMs have been proposed in the literature. One natural idea is to use the binary SVMs sequentially, which are known as the one-versus-rest and one-versus-one approaches [17], [18]. Although these procedures are conceptually straightforward to implement, they do not necessarily yield the optimal prediction in terms of the classification accuracy [19], [20]. Hence, it is more appropriate to consider all the classes simultaneously for multicategory classification. For a $k$-category classification problem $(k \geq 2)$, a simultaneous classifier requires $k$ classification functions in principle. To reduce the redundant parameter space, the sum-to-zero constraint is often imposed on the $k$ functions either explicitly [19], [21], [22] or implicitly [23], [24], [25]. Such a constraint is used to ensure that the degree of freedom of the $k$ classification functions is $k-1$. In this study we refer to multicategory SVMs that use $k$ classification functions as regular MSVMs. Similar terminology of regular MSVMs is also used by [20], [26], [27], [28], and [29]

Regular MSVMs can be cast into constrained optimization problems, but the extra classification function and the intrinsic sum-to-zero constraint make their optimization computationally expensive, especially for large-scale applications. In last decades, the efficient simplex-based classification framework has been proposed to address the sum-to-zero constraint in regular MSVMs, e.g., [27], [28], [30], [31], [32], [33], [34], and [35]. A simplex structure plays a critical role for these simplex-based classifiers, which naturally generalizes the classical binary methods and also removes the sum-tozero constraint. Consider a regular simplex centred at the
origin in the $(k-1)$-dimensional Euclidean space, and assume that each vertex vector represents one category. Then only $k-1$ classification functions are needed and the classifier can be efficiently trained without the sum-to-zero constraint. The simplex-based MSVMs and their extensions have been well studied and applied in a variety of applications, e.g., [36], [37], [38], [39], [40], and [41]. As shown by [33], the simplex-based classifiers can enjoy a lower computational cost than regular procedures with the sum-to-zero constraint.

Despite their widespread popularity, both regular and simplex-based MSVMs suffer from an intrinsic disadvantage. Due to the non-differentiable hinge loss, the resulting classifiers do not directly yield the estimate of the category probability [22], [42], [43], which is informative to indicate the quality or confidence of the outcome of classification. In other words, these MSVMs are not able to provide the estimate of the category probability given the explanatory variables, which is undesirable in a variety of practical applications, e.g., [44]. In the literature, several efforts have been made to obtain the probabilistic outputs for MSVMs. There are generally two approaches to overcome the difficulty brought by the non-differentiable hinge loss. The first one is to modify MSVMs by refitting procedure [45], [46], [47] or sequential weighted learning [48], [49]. The former depends heavily on the assumptions of the refitting model while the latter involves extensive training. This category of methods consists of a two-step procedure with indirect probabilistic results from the model fitting. On the other hand, the second category of methods is to replace the hinge loss in MSVMs by some proper loss functions, such as the quadratic (least square) loss [11], [50], [51], [52], [53] and large-margin unified machine loss [22], [33]. Benefiting from the modified loss functions, these classifiers can estimate the class conditional probability explicitly and conveniently. However, the connections among these existing methods are still unclear. There are other multicategory classifiers using more complicated loss functions, e.g., [27], 54], and [55], which cannot yield a convenient or tractable category probability estimation.

Among the various multicategory classifiers, we focus on the ones built on quadratic loss in this study, known as proximal MSVMs, which can be viewed as competitive approximators of their original counterparts based on hinge loss [56]. Due to the connection between hinge loss and quadratic loss, the proximal MSVMs enjoy several merits. First, they can be efficiently trained by solving a linear system [50], [52]. Second, the conditional class probability can then be readily estimated [53], [57], [58]. There exist some seminal works incorporating the quadratic loss and the simplex-based structure, e.g., [30], [32], and [43], that can share the additional advantages of simplex-based approaches. However, the relationships among these regular and simplex-based classifiers are still unclear, and several important theoretical properties have not been thoroughly investigated, such as the category probability estimation, the convergence analysis, the generalization bound and the universal consistency in the reproducing Hilbert kernel space.

The main objective of this study is to propose a unified class of multicategory classifiers by using the quadratic loss and
simplex-based framework, which is termed as Simplex-based Proximal MSVM (SPMSVM). In particular, we propose a general family of squared loss functions under the simplex framework, which generalizes many loss functions of existing proximal MSVMs [32], [43], [53], [57], [58]. Specifically, SPMSVM solves a unconstrained optimization problem, which is equivalent to a weighted regression model. Hence, the closed-form solution for SPMSVM can be readily obtained via solving a system of linear equations. Furthermore, we can borrow the advanced solvers from the linear regression literature for scalable implementation of SPMSVM. Unlike MSVMs, SPMSVM is able to estimate the category probability due to the elaborate loss functions. Moreover, the intimate relationship between many existing MSVMs and SPMSVM is theoretically established, and they are indeed special cases of SPMSVM. From this perspective, SPMSVM can be treated as a general integration of many existing classifiers.

Furthermore, the statistical learning theory of SPMSVM is thoroughly investigated. First, we show that under some conditions, the proposed loss functions are Fisher consistent, which is a fundamental requirement for classifiers [59], [60], [61]. We then derive the closed-form expressions for the category probability, which is important in knowing the strength of the prediction. Due to the flexible loss functions, the established probability expressions cover many existing results. In addition, we also establish some other theoretical properties of SPMSVM, including comparison inequalities for the excess misclassification risk, convergence rate, finite sample bound and universal consistency. These properties are important in learning and justifying the performance of classifier asymptotically and in finite samples, but they are rarely discussed in the literature of MSVMs possibly due to the aforementioned technical difficulties. For example, [43] proposed a simplex-based MSVM using a quadratic loss, which is actually a special case of SPMSVM. However, only Fisher consistency and category probability estimation were investigated in their paper. On the other hand, these theoretical gaps are well filled in this study as the statistical properties established for SPMSVM can be naturally extended to many existing MSVMs.

The rest of this article is organized as follows. In Section II, we give a brief review of regular MSVMs and the simplexbased approaches. In Section III, we propose the novel SPMSVM and explore its theoretical properties. We study some statistical properties of the kernel SPMSVM in Section IV. Computationally efficient and scalable algorithms are developed in Section V. Numerical studies are presented in Section VI. Some discussions are provided in Section VII. All theoretical proofs and technical details are provided in the Appendix.

## II. Simultaneous Multicategory Classification

In this section, we review the large margin multicategory classification. Suppose we are given a training set $\mathcal{T}=$ $\left\{\left(\boldsymbol{x}_{i}, y_{i}\right), i=1, \ldots, n\right\}$, obtained from an unknown underlying distribution $\mathcal{P}(X, Y)$. Here, $\boldsymbol{x}_{i} \in \mathcal{X} \subseteq \mathbb{R}^{d}$ is the input predictor and $y_{i} \in \mathcal{Y}=\{1, \ldots, k\}$ is the corresponding

TABLE I
Examples of Loss Functions in Multicategory Classification, Where $[u]_{+}=\max (u, 0)$

| Reference | $V(\boldsymbol{g}(\boldsymbol{x}), y)$ |
| :---: | :---: |
| $[18]$ | $\left[1-g_{y}(\boldsymbol{x})\right]_{+}$ |
| $[50]$ | $\left(1-g_{y}(\boldsymbol{x})\right)^{2}+\sum_{j \neq y}\left(1+g_{j}(\boldsymbol{x})\right)^{2}$ |
| $[23]$ | $\sum_{j \neq y}\left[1-\left(f_{y}(\boldsymbol{x})-f_{j}(x)\right)\right]_{+}$ |
| $[24]$ | $\left[1-\min _{j \neq y}\left(f_{y}(\boldsymbol{x})-f_{j}(x)\right)\right]_{+}$ |
| $[19]$ | $\sum_{j \neq y}\left[1+g_{j}(\boldsymbol{x})\right]_{+}$ |
| $[53]$ | $\sum_{j \neq y}\left(1+g_{j}(\boldsymbol{x})\right)^{2}$ |
| $[57]$ | $\left(1-g_{y}(\boldsymbol{x})\right)^{2}$ |
| $[58]$ | $\gamma\left(k-1-g_{y}(\boldsymbol{x})\right)^{2}+(1-\gamma) \sum_{j \neq y}\left(1+g_{j}(\boldsymbol{x})\right)^{2}, \gamma \in[0,1]$ |
| $[21]$ | $\gamma\left[k-1-g_{y}(\boldsymbol{x})\right]_{+}+(1-\gamma) \sum_{j \neq y}\left[1+g_{j}(\boldsymbol{x})\right]_{+}, \gamma \in[0,1]$ |
| $[63]$ | $\left\\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{e}_{y}\right\\|^{2}$ |
| $[64]$ | $\left[1-g_{y}(\boldsymbol{x})\right]_{+}+\sum_{j \neq y}\left[1+g_{j}(\boldsymbol{x})\right]_{+}$ |
| $[65]$ | $\left[\alpha-g_{y}(\boldsymbol{x})\right]_{+}+\sum_{j \neq y}\left[1+g_{j}(\boldsymbol{x})\right]_{+}, \alpha \in \mathbb{R}$ |

category. Our target is to find a classifier mapping $\mathcal{X}$ to $\mathcal{Y}$ based on the dataset $\mathcal{T}$, so that we can predict the class membership of a new observation.

In what follows, let $\mathbf{1}$ be a vector of 1 's, $\mathbf{0}$ be a vector of 0 's, and $e_{j}$ be the $j$-th column of an identity matrix $\mathbf{I}$. Their dimensions can be contextually inferred. Denote $\|\cdot\|$ as the Euclidean norm of a vector, and $\operatorname{Tr}(\cdot)$ as the trace of a square matrix. Define $\operatorname{sign}(\cdot)$ as the sign function, and $\mathbb{1}(\cdot)$ as the indicator function taking 1 when the statement is true and 0 otherwise.

## A. Regular Classification Framework

We review some multicategory classification techniques from the perspective of category coding scheme. For a $k$-category classification problem, we encode the $j$-th category as $e_{j} \in \mathbb{R}^{k}$. To consider all classes together, many existing large margin classifiers require the classification function $\boldsymbol{g}=$ $\left(g_{1}, \ldots, g_{k}\right): \mathcal{X} \mapsto \mathbb{R}^{k}$, such as [19], [21], [23], and [24]. The consequent prediction rule is defined as $\operatorname{argmax}_{j}\left\langle\boldsymbol{g}(\boldsymbol{x}), \boldsymbol{e}_{j}\right\rangle=$ $\operatorname{argmax}_{j} g_{j}(\boldsymbol{x})$ for any $\boldsymbol{x} \in \mathcal{X}$. That is to say, the component $g_{j}(\boldsymbol{x})$ represents the score of classifying $\boldsymbol{x}$ as the $j$-th category.

Observe that the prediction rule is invariant under a shift of each component of classification function. In particular, if we add the same function $h: \mathcal{X} \mapsto \mathbb{R}$ to every $g_{j}$, the predicted label does not change as $\operatorname{argmax}_{j} g_{j}(\boldsymbol{x})=\operatorname{argmax}_{j}\left\{g_{j}(\boldsymbol{x})+\right.$ $h(\boldsymbol{x})\}$. To address this undesired obstacle and obtain a unique solution, the sum-to-zero constraint $\sum_{j=1}^{k} g_{j}(\cdot)=0$ is often imposed for multicategory classification; see [2] and [62] for a comprehensive review.

For a given classification function $\boldsymbol{g}$, a point $(\boldsymbol{x}, y)$ is misclassified if and only if $y \neq \operatorname{argmax}_{j} g_{j}(\boldsymbol{x})$. Let $V(\boldsymbol{g}(\boldsymbol{x}), y)$ be a loss function that measures the loss of using $\boldsymbol{g}(\boldsymbol{x})$ to predict its label $y$. A sensible loss $V$ should enforce $g_{y}$ to be the maximum among $g_{1}, \ldots, g_{k}$. For example, we list several commonly used loss functions in the MSVMs in Table I. Notice that the hinge loss and least square function play a central role in these loss functions.

Typically, a large margin multicategory classifier follows the "loss + penalty" framework,

$$
\begin{equation*}
\min _{\boldsymbol{g} \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} V\left(\boldsymbol{g}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \Omega(\boldsymbol{g}) \tag{1}
\end{equation*}
$$

where $\mathcal{G}=\left\{\boldsymbol{g}: \mathcal{X} \mapsto \mathbb{R}^{k} \mid \sum_{j=1}^{k} g_{j}(\boldsymbol{x})=0, \forall \boldsymbol{x} \in \mathcal{X}\right\}$ is the hypothesis class, $\Omega(\cdot)$ is the roughness penalty of $\boldsymbol{g}$ to control the model complexity and prevent overfitting, and $\lambda>0$ is the tuning parameter to balance the loss and penalty terms.

The sum-to-zero constraint for $\boldsymbol{g}$ is needed to make the model identifiable. To illustrate, consider the binary classification with labels $\{1,2\}$. We have $g_{2}=-g_{1}$ and the resulting prediction rule is $\frac{3}{2}-\frac{1}{2} \operatorname{sign}\left(g_{1}(\boldsymbol{x})\right)$, where only one single function works. This constraint obviously incurs non-negligible computational efforts in solving (1).

## B. Simplex-Based Classification Framework

To avoid the cumbersome sum-to-zero constraint in (1), [27], [30], [31], [32], [33] considered the multicategory classification under a simplex structure, and they showed that the simplex-based methods enjoy more efficient optimization than regular ones. To begin with, define $k$ simplex vertex vectors in $\mathbb{R}^{k-1}$ as follows,

$$
\mathbf{w}_{j}=\left\{\begin{array}{cc}
\frac{1}{\sqrt{k-1}} \mathbf{1}, & \text { if } j=1  \tag{2}\\
-\frac{1+\sqrt{k}}{(k-1)^{3 / 2}} \mathbf{1}+\sqrt{\frac{k}{k-1}} e_{j-1}, & \text { if } 2 \leq j \leq k
\end{array}\right.
$$

where $\mathbf{1}$ and $\boldsymbol{e}_{j}$ 's are vectors in $\mathbb{R}^{k-1}$. Thus, these $\mathbf{w}_{j}$ 's form a $k$-vertex simplex, denoted as a matrix $\mathbf{W}=\left(\mathbf{w}_{1}, \ldots, \mathbf{w}_{k}\right) \in$ $\mathbb{R}^{(k-1) \times k}$. One can verify that $\sum_{j=1}^{k} \mathbf{w}_{j}=\mathbf{0}$, each $\mathbf{w}_{j}$ has Euclidean norm 1 and the inner products between any distinct pairs are equal, i.e., $\left\langle\mathbf{w}_{i}, \mathbf{w}_{j}\right\rangle=-\frac{1}{k-1}$ for any $i \neq j$.

For illustration, we show an example of the simplex-based classification with $k=3$ in Figure 1. In general, we assign the $j$-th category to the $j$-th vertex vector $\mathbf{w}_{j}(j=1, \ldots, k)$. A simplex-based classifier requires a $(k-1)$-dimensional vector-valued function $f: \mathcal{X} \mapsto \mathbb{R}^{k-1}$ with the prediction rule $\operatorname{argmax}_{j}\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle$, which removes one redundant component compared to regular classifiers. The $k$ inner products are related to the angles between the mapped data and each vertex vector of the simplex $\mathbf{W}$, so the simplex-based classification is also called angle-based classification by [33]. Since $\sum_{j=1}^{k}\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle \equiv 0$ naturally holds for any $\boldsymbol{x} \in \mathcal{X}$, the sum-to-zero constraint is implicitly transferred to the $k$ inner products.

With the help of the simplex $\mathbf{W}$, we can simplify the functional space of the classification function, as shown in the following proposition.

Proposition 1: Consider two spaces $\mathcal{F}=\{\boldsymbol{f} \mid \boldsymbol{f}: \mathcal{X} \mapsto$ $\left.\mathbb{R}^{k-1}\right\}$ and $\mathcal{G}=\left\{\boldsymbol{g}: \mathcal{X} \mapsto \mathbb{R}^{k} \mid \sum_{j=1}^{k} g_{j}(\boldsymbol{x})=0, \forall \boldsymbol{x} \in \mathcal{X}\right\}$. Then $\mathcal{G}$ is equivalent to $\mathcal{G}^{\prime}=\left\{\mathbf{W}^{\dagger} \boldsymbol{f}: \mathcal{X} \mapsto \mathbb{R}^{k} \mid \boldsymbol{f} \in \mathcal{F}\right\}$.

By Proposition 1, the simplex-based multicategory classification solves the following problem

$$
\begin{equation*}
\min _{\boldsymbol{f} \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \ell\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \Omega(\boldsymbol{f}) \tag{3}
\end{equation*}
$$



Fig. 1. Illustration for the simplex-based classification with $k=3$. The dashed lines stand for decision boundaries, which split the space into the red/green/blue regions corresponding to classes $1 / 2 / 3$. The mapped $\boldsymbol{f}$ is closest to $\mathbf{w}_{1}$ with the predicted label 1.

TABLE II
Examples of Loss Functions in Simplex-Based Classification

| Reference | $\ell(\boldsymbol{f}(\boldsymbol{x}), y)$ |
| :---: | :---: |
| $[32]$ | $\left[1-\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle\right]_{+}$ |
| $[32]$ | $\sum_{j \neq y}\left[1+\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle\right]_{+}$ |
| $[28]$ | $\gamma\left[k-1-\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle\right]_{+}+(1-\gamma) \sum_{j \neq y}\left[1+\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle\right]_{+}, \gamma \in[0,1]$ |
| $[43]$ | $\left\\|\boldsymbol{f}(\boldsymbol{x})-\mathbf{w}_{y}\right\\|^{2}$ |

where $\ell(\cdot, \cdot)$ is a proper simplex-based loss function. For the learned classifier $\widehat{\boldsymbol{f}}$ from (3), the corresponding decision boundary classifier can be represented as $\{\boldsymbol{x} \in \mathcal{X} \mid \widehat{\boldsymbol{f}}(\boldsymbol{x})=$ $\left.t\left(\mathbf{w}_{i}+\mathbf{w}_{j}\right), t \geq 0, \forall i \neq j\right\}$. When $k=2$, it reduces to the well-known binary decision boundary, $\{\boldsymbol{x} \in \mathcal{X} \mid \widehat{f}(\boldsymbol{x})=0\}$.

The simplex coding strategy brings in several distinctive merits, such as symmetry, elimination of extra parameters and constraints, and simplification of computation and model interpretation. Table II shows some loss functions for the simplex-based classifiers, which are closely related to regular loss functions in Table II. Because the loss function in [27] is too complicated and does not have a compact form, it is not included in Table II. Interested readers can refer to the paper for details.

With a clear geometric interpretation in Figure 1 as well as [31], [32], and [33], it is easy to understand the simplexbased classification. In contrast to regular methods, the simplex-based classifier (3) efficiently solves an unconstrained optimization problem involving fewer parameters. Hereafter, we focus on the simplex-based classification framework, and propose a flexible family of loss functions to guarantee some properties for the resulting classifiers.

## III. Simplex-Based Proximal Multicategory SVM

A desirable multicategory classifier should enjoy sound theoretical properties, be efficient to compute and be able to estimate conditional class probabilities [58]. These requirements are mainly determined by the employed loss functions. Since many MSVMs are built on the non-differentiable hinge


Fig. 2. Plot of the SLS loss functions with different $\{\gamma, \alpha\}$ under $k=3$ and $y=1$.
loss and its generalizations, they do not attain any information of the conditional class probability [44]. On the other hand, although the simplex-based MSVMs can circumvent the sum-to-zero constraint, the corresponding algorithms are still computationally intensive due to the hinge loss [28]. To overcome these difficulties, we propose the simplex-based proximal MSVM (SPMSVM) in this section.

Based on the general formula in (3), we first design a novel family of simplex-based least square (SLS) loss functions as follows,
$\mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), y)=\gamma\left(\alpha-\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle\right)^{2}+(1-\gamma) \sum_{j \neq y}\left(1+\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle\right)^{2}$,
where $\gamma \in[0,1]$ is a convex combination parameter and $\alpha$ is a scale parameter. A reasonable SLS loss function should enforce large $\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle$ and small $\left\{\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle, j \neq y\right\}$ for correct classification. Figure 2 shows the plot of the SLS loss function (4) under different values of $(\gamma, \alpha)$. It can be seen that as $\gamma$ increases, the value of the loss function increases when both $f_{1}$ and $f_{2}$ are negative, while the loss decreases when only one of $f_{j}$ 's is negative. Moreover, as $\alpha$ increases, the loss function increases when at least one of $f_{j}$ 's is negative, and the loss decreases when both $f_{1}$ and $f_{2}$ are positive.

The proposed SLS loss with parameters $\{\gamma, \alpha, k\}$ contains a broad family of loss functions. For example, when $\gamma=0$, it is the simplex-based generalization of that in [53]. When $(\gamma, \alpha)=(1,1)$, it extends the squared loss in [57] by the simplex. When $\alpha=k-1$, it is the simplex-based counterpart of the composite least square loss in [58]. When $(\gamma, \alpha)=\left(\frac{1}{2}, 1\right)$, it refines the sequential binary proximal SVM based on the one-vs-all approach, where there are no regions of ambiguity in the prediction space due to the simplex encoding [27], [59]. When $(\gamma, \alpha)=\left(\frac{1}{2}, \frac{1}{k-1}\right)$, one can verify that

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), y)=\frac{k}{2(k-1)}\left\|\boldsymbol{f}(\boldsymbol{x})-\mathbf{w}_{y}\right\|^{2}+\text { Constant } \tag{5}
\end{equation*}
$$

which is equivalent to the simplex least square loss in [32] and the least distance loss used in [43], by ignoring the factor $\frac{k}{2(k-1)}$ and the irrelevant constant. Consider binary classification with $k=2$. The simplex becomes $\left(w_{1}, w_{2}\right)=$ $(1,-1)$, and the SLS loss is arranged as

$$
\mathcal{L}(f(\boldsymbol{x}), y)=\left[(\gamma \alpha+1-\gamma)-w_{y} f(\boldsymbol{x})\right]^{2}+\text { Constant }
$$

If $\gamma \alpha+1-\gamma>0$, we can recover the binary classifiers in [11] and [51]. Hence, the proposed SLS loss can provide a unified insight on a multitude of existing classifiers.

For the training set $\mathcal{T}$, we propose the following SPMSVM classifier

$$
\begin{equation*}
\min _{\boldsymbol{f} \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \Omega(\boldsymbol{f}) \tag{6}
\end{equation*}
$$

which can be viewed as a proximal version of multiclass SVM although the "support vector" property does not clearly hold. More precisely, the support vectors of non-proximal MSVMs are determined by a small part of training set, while the support vectors of the SPMSVM contain all the training data points, which is a major difference noticed by [51], [52], and [53]. Due to the simplex-based classification framework, SPMSVM enjoys computational convenience by solving an unconstrained optimization problem with fewer parameters.

To investigate the statistical properties of the SPMSVM (6), we consider the ideal case when $n$ goes to infinity and $\lambda=0$. Recall that $\mathcal{P}$ is the underlying distribution of $(X, Y)$. Let $\mathcal{P}_{X}$ be the marginal distribution of $X$, and $P_{j}(\boldsymbol{x})=\operatorname{Pr}(Y=$ $j \mid X=\boldsymbol{x})$ be the conditional class probability for the $j$-th category and $\boldsymbol{x} \in \mathcal{X}$. Sometimes, we simply write $P_{j}(\boldsymbol{x})$ as $P_{j}$ by omitting the dependence on $\boldsymbol{x}$.

For any classifier $\mathcal{C}: \mathcal{X} \rightarrow \mathcal{Y}$, we employ the misclassification error to measure its performance, also known as $0-1$ risk and defined as

$$
\begin{equation*}
\mathcal{R}(\mathcal{C})=\mathbb{E}_{\mathcal{P}}[\mathbb{1}(\mathcal{C}(X) \neq Y)]=\operatorname{Pr}(\mathcal{C}(X) \neq Y) \tag{7}
\end{equation*}
$$

Thus, the $0-1$ risk $\mathcal{R}(\mathcal{C})$ is identical to the probability of classification error. The optimal classification rule that minimizes $\mathcal{R}(\mathcal{C})$ is the Bayes classifier

$$
\begin{equation*}
\mathcal{C}^{*}(\boldsymbol{x})=\underset{j}{\operatorname{argmax}} P_{j}(\boldsymbol{x}), \quad \forall \boldsymbol{x} \in \mathcal{X} . \tag{8}
\end{equation*}
$$

For a general classification function $f: \mathcal{X} \mapsto \mathbb{R}^{k-1}$, the resulting simplex-based classifier $\mathcal{C}_{\boldsymbol{f}}$ is defined as $\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})=$ $\operatorname{argmax}_{j}\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle$ for $\boldsymbol{x} \in \mathcal{X}$. Thus, the misclassification risk for $\mathcal{C}_{f}$ is given by

$$
\begin{aligned}
\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right) & =\int_{\mathcal{X}} P\left(Y \neq \mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x}) \mid X=\boldsymbol{x}\right) d P(\boldsymbol{x}) \\
& =1-\int_{\mathcal{X}} P\left(Y=\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x}) \mid X=\boldsymbol{x}\right) d P(\boldsymbol{x})
\end{aligned}
$$

Due to the optimality of $\mathcal{C}^{*}$, we have $\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right) \geq \mathcal{R}\left(\mathcal{C}^{*}\right)$ for any $f$.

The SPMSVM uses the SLS loss $\mathcal{L}$ as a surrogate of the $0-1$ risk. Similarly, the full $\mathcal{L}$-risk of a classification function $f$ is defined as

$$
\begin{align*}
\mathcal{E}(\boldsymbol{f}) & =\mathbb{E}_{\mathcal{P}}[\mathcal{L}(\boldsymbol{f}(X), Y)] \\
& =\int_{\mathcal{X} \times \mathcal{Y}} \mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), y) d P(\boldsymbol{x}, y) \\
& =\int_{\mathcal{X}} \sum_{j=1}^{k} P_{j}(\boldsymbol{x}) \mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), j) d P(\boldsymbol{x}) . \tag{9}
\end{align*}
$$

The conditional $\mathcal{L}$-risk at a fixed $\boldsymbol{x} \in \mathcal{X}$ is given by

$$
\begin{equation*}
\mathcal{S}_{\boldsymbol{x}}(\mathbf{u})=\sum_{j=1}^{k} P_{j}(\boldsymbol{x}) \mathcal{L}(\mathbf{u}, j), \quad \mathbf{u} \in \mathbb{R}^{k-1} \tag{10}
\end{equation*}
$$

Clearly, $\mathcal{E}(\boldsymbol{f})$ is a functional of $\boldsymbol{f}$ and $\mathcal{S}_{\boldsymbol{x}}(\mathbf{u})$ is a function of $\mathbf{u}$. As suggested by [32], we consider a hypothesis space of measurable functions

$$
L_{2}\left(\mathcal{P}_{X}\right)=\left\{\boldsymbol{f}: \mathcal{X} \mapsto \mathbb{R}^{k-1} \mid \int_{\mathcal{X}}\|\boldsymbol{f}(\boldsymbol{x})\|^{2} d P(\boldsymbol{x})<\infty\right\}
$$

The following proposition summarizes some properties of the expected $\mathcal{L}$-risk.

Proposition 2: The full $\mathcal{L}$-risk is a convex and continuous functional $\mathcal{E}: L_{2}\left(\mathcal{P}_{X}\right) \mapsto \mathbb{R}_{+}$.

With Proposition 2, we can define the population minimizer of $\mathcal{E}(\boldsymbol{f})$ as

$$
\begin{equation*}
\boldsymbol{f}^{*}=\underset{\boldsymbol{f} \in L_{2}\left(\mathcal{P}_{X}\right)}{\operatorname{arginf}} \mathcal{E}(\boldsymbol{f}) \tag{11}
\end{equation*}
$$

With the above setup, we will conduct theoretical analysis on the SPMSVM. Specifically, we establish some properties about $f^{*}$, including Fisher consistency, probability estimation, excess risk bounds and convergence rate.

## A. Fisher Consistency

Fisher consistency is a fundamental asymptotic property for classifiers. Fisher consistency requires that when the sample size is sufficiently large, the classifier learned from a surrogate loss function approximates the Bayes classification rule, which corresponds to the minimum misclassification rate. Specifically, a general simplex-based loss function $\mathcal{L}$ is Fisher consistent if and only if $\mathcal{C}_{f^{*}}=\mathcal{C}^{*}$, where $f^{*}$ is the population minimizer similar to (11); see [32].

Fisher consistency defined as above depends on the full $\mathcal{L}$-risk. We can define an alternative Fisher consistency in a pointwise manner, i.e., $\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})=\mathcal{C}^{*}(\boldsymbol{x})$, which is constructed on the minimization of the conditional $\mathcal{L}$-risk at an arbitrary $\boldsymbol{x} \in \mathcal{X}$. Such an adjustment is helpful to verify Fisher consistency in practice; see [28], [33], and [43]. The definition for the general and pointwise manner of Fisher consistency was introduced in [59], wherein this property is also called infinite-sample consistency. To investigate Fisher consistency for the SLS loss (4), we introduce a mild assumption which is widely adopted in the MSVM literature.

Assumption 1: Assume that $P_{j}(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in \mathcal{X}$ and $j=1, \ldots, k$.

Let $f^{*}$ be the theoretical minimizer of the full $\mathcal{L}$-risk $\mathcal{E}(\boldsymbol{f})$, as defined in (11). For any fixed $\boldsymbol{x} \in \mathcal{X}$, the following proposition characterizes the minimizer of the conditional $\mathcal{L}$-risk $\mathcal{S}_{\boldsymbol{x}}(\cdot)$ and the explicit expression of $\boldsymbol{f}^{*}(\boldsymbol{x})$.

Proposition 3: For the SLS loss $\mathcal{L}$ with $(\gamma, \alpha)$, under Assumption 1, the vector $f^{*}(\boldsymbol{x})$ minimizes the conditional $\mathcal{L}$-risk at any $\boldsymbol{x} \in \mathcal{X}$, and takes the form

$$
\begin{equation*}
\boldsymbol{f}^{*}(\boldsymbol{x})=\sum_{j=1}^{k} s_{j}(\boldsymbol{x}) \mathbf{w}_{j} \tag{12}
\end{equation*}
$$

where $s_{j}(\boldsymbol{x})=\frac{1}{k}(\gamma \alpha+1-\gamma)(k-1) a_{j}\left(P_{j}-\frac{\sum_{t=1}^{k} a_{t} P_{t}}{\sum_{t=1}^{k} a_{t}}\right)$ and $a_{j}=\frac{1}{(2 \gamma-1) P_{j}+1-\gamma}$. Moreover, $\boldsymbol{f}^{*} \in L_{2}\left(\mathcal{P}_{X}\right)$.

For the full $\mathcal{L}$-risk minimizer $f^{*}$, Proposition 3 implies that $\boldsymbol{f}^{*}(\boldsymbol{x})$ is the minimizer of the conditional $\mathcal{L}$-risk $\mathcal{S}_{\boldsymbol{x}}(\cdot)$ at any $\boldsymbol{x} \in \mathcal{X}$. From the expression (12), we know that $f^{*}(\boldsymbol{x})$ is a linear combination of the vertex vector $\mathbf{w}_{j}$ 's, where the coefficients are determined by $P_{j}(\boldsymbol{x})$ 's. For example, when $\gamma=\frac{1}{2}, \boldsymbol{f}^{*}(\boldsymbol{x})=\frac{(k-1)(\alpha+1)}{k} \sum_{j=1}^{k} P_{j}(\boldsymbol{x}) \mathbf{w}_{j}$. Moreover, if $P_{j}(\boldsymbol{x}) \equiv \frac{1}{k}$ for any $j=1, \ldots, k$ and $\boldsymbol{x} \in \mathcal{X}$, we have the degenerated case $f^{*}(\boldsymbol{x}) \equiv 0$, and the predicted label can be any of the possible classes.

The following theorem provides a sufficient condition for the SLS loss to achieve Fisher consistency.

Theorem 1: Under Assumption 1, if $\gamma \alpha+1-\gamma>0$, then the SLS loss is Fisher consistent.

Assumption 1 in Proposition 3 and Theorem 1 is adopted to simplify expressions, and it is useful to eliminate some corner cases. For example, if $P_{t}=0$ and $\gamma=1$, we have $\boldsymbol{f}^{*}=-(k-1) \alpha \mathbf{w}_{t}$ from Proposition 3. No matter what $\alpha$ is, we have $\left\langle\boldsymbol{f}^{*}, \mathbf{w}_{j}\right\rangle \equiv \alpha$ for any $j \neq t$, which does not depend on the information of $\left\{P_{j}, j \neq t\right\}$. Obviously, it is a case of little interest in practice.

We illustrate Theorem 1 by considering some special examples. If $\gamma=0$, the SLS loss does not contain $\alpha$, and the consequent simplex-based classifier enjoys Fisher consistency, which is consistent with the results for regular classifier in [53]. For each $\gamma \in(0,1]$, we should require $\alpha>1-\frac{1}{\gamma}$ to ensure Fisher consistency. When $\gamma=1$, the SLS loss becomes $\left(\alpha-\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle\right)^{2}$, which is Fisher consistent for $\alpha>0$. [57] proved Fisher consistency for regular least square loss $\left(1-g_{y}(\boldsymbol{x})\right)^{2}$ under the sum-to-zero constraint, and here we generalize it to the advanced simplex-based classification framework. Moreover, we develop a simplex-based version of the composite least square loss used in [58] by setting $\alpha=k-1$, and Fisher consistency is still reserved. For the SLS loss with $(\gamma, \alpha)=\left(\frac{1}{2}, \frac{1}{k-1}\right)$, we recover the Fisher consistency in [43]. Compared with existing simplex-based MSVMs, e.g., [28] and [33], our results about Fisher consistency are more general due to the wider range $\gamma \in[0,1]$.

## B. Estimation of Category Probability

In addition to the category membership prediction, estimation of the conditional class probability is also important in understanding the data [44]. Classifiers that can provide an estimation of the class probability are termed as "soft" classifiers by [42], which have drawn extensive attention in the literature; see [22], [33], [43], [53], and [58] and the reference therein. Here, we show that our SPMSVM can naturally provide an estimation of the conditional class probability.

As shown by Proposition 3, Eq. (12) implies that the theoretical minimizer $f^{*}(\boldsymbol{x})$ is a function of the conditional class probabilities, $P_{j}(\boldsymbol{x})$ 's. A natural idea is to establish the link functions between $P_{j}(\boldsymbol{x})$ 's and $\boldsymbol{f}^{*}(\boldsymbol{x})$, which represent $P_{j}(\boldsymbol{x})$ as a function of $\boldsymbol{f}^{*}(\boldsymbol{x})$. Furthermore, once an estimate of $f^{*}$ is obtained from the dataset, it can be used to predict class probabilities. The following theorem gives the explicit form of link functions for SPMSVM.

Theorem 2: Let $f^{*}$ be the minimizer of full- $\mathcal{L}$ risk as defined in (11). For any fixed $\boldsymbol{x} \in \mathcal{X}$, the link functions can be expressed as

$$
P_{j}(\boldsymbol{x})=\left\{\begin{array}{cl}
\frac{1}{\alpha+1}\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle+\frac{1}{k}, & \text { if } \gamma=\frac{1}{2}  \tag{13}\\
\left(1+\frac{k(1-\gamma)}{2 \gamma-1}\right) \frac{c_{j}}{\sum_{i=1}^{k} c_{i}}-\frac{1-\gamma}{2 \gamma-1}, & \text { if } \gamma \neq \frac{1}{2}
\end{array}\right.
$$

where $c_{j}=\frac{1}{(2 \gamma-1)\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle-(\gamma \alpha+1-\gamma)}$ for $j=1, \ldots, k$.
Theorem 2 is a guideline to estimate the conditional class probability, via the link function (13). We observe that $P_{i}(\boldsymbol{x})=P_{j}(\boldsymbol{x})$ if and only if $\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{i}\right\rangle=\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle$. If the fitted $\widehat{f}$ is a consistent estimator of true $f^{*}$, based on (13), then the estimated probabilities $\left\{\widehat{P}_{j}(\widehat{\boldsymbol{f}}), \quad j=\right.$ $1, \ldots, k\}$ are also consistent. Under some mild assumptions on the data generating process, the consistency and convergence results will be discussed in Section III-D.

The exact form of link functions for SLS loss with general $(\gamma, \alpha)$, as shown in (13), is more prominent than some existing methods. [58] only studied the link functions for three corner values of $\gamma$. If $\gamma=\frac{1}{2}$, in contrast to Theorem 2 in [43], our link functions avoid the calculation of a matrix inverse. In addition, the results in [53] can be recovered when $\gamma=0$. We should mention in passing that the simplex-based MSVMs involving hinge loss provide no results on the conditional class probability; see [28] and [33].

When $\gamma \neq \frac{1}{2}$, it is difficult to simplify the link function (13) except for $\gamma=0$ and 1. For a given $\widehat{\boldsymbol{f}}$, the estimated conditional class probabilities at $\gamma \in\left\{0, \frac{1}{2}, 1\right\}$ are as follows,

$$
\widehat{P}_{j}(\boldsymbol{x})=\left\{\begin{array}{cl}
1-(k-1) \frac{1 /\left[1+\left\langle\widehat{\boldsymbol{f}}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle\right]}{\sum_{t=1}^{k} 1 /\left[1+\left\langle\widehat{\boldsymbol{f}}(\boldsymbol{x}), \mathbf{w}_{t}\right\rangle\right]}, & \text { if } \gamma=0  \tag{14}\\
\frac{1}{\alpha+1}\left\langle\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle+\frac{1}{k},\right. & \text { if } \gamma=\frac{1}{2} \\
\frac{1 /\left[\left\langle\widehat{\boldsymbol{f}}\left(\boldsymbol{x}, \mathbf{w}_{j}\right\rangle-\alpha\right]\right.}{\sum_{t=1}^{k} 1 /\left[\left\langle\hat{\boldsymbol{f}}(\boldsymbol{x}), \mathbf{w}_{t}\right\rangle-\alpha\right]}, & \text { if } \gamma=1
\end{array}\right.
$$

For $\gamma>0$ and $\alpha \rightarrow+\infty$, each estimated probability approximates $\frac{1}{k}$ for any $\boldsymbol{x} \in \mathcal{X}$. Then, the procedure of probability estimation at this corner case is degenerated.

With the help of Theorem 2, the conditional class probability estimators $\widehat{P}_{j}(\boldsymbol{x})$ 's naturally satisfy the sum-to-one condition, i.e., $\sum_{j=1}^{k} \widehat{P}_{j}(\boldsymbol{x})=1$. A potential issue is that the individual estimator $\widehat{P}_{j}(\boldsymbol{x})$ could be outside of $[0,1]$. To ensure a proper probability estimation, we consider the following rescale procedure on the original $\widehat{P}_{j}$ 's

$$
\widehat{P}_{j}^{\text {scaled }}(\boldsymbol{x})=\frac{\widehat{P}_{j}(\boldsymbol{x})-\min _{i=1, \ldots, k} \widehat{P}_{i}(\boldsymbol{x})}{\sum_{l=1}^{k}\left[\widehat{P}_{l}(\boldsymbol{x})-\min _{i=1, \ldots, k} \widehat{P}_{i}(\boldsymbol{x})\right]} \in[0,1]
$$

One can check that the scaled probabilities still satisfy the sum-to-one condition. Similar modifications can be found in [43], [58], and [66].

## C. Relaxation Error Analysis

For classification tasks, the adopted loss function plays a pivotal role as a relaxation of the misclassification risk. To quantify the error incurred by relaxation, it is of great interest to derive comparison inequalities explicitly relating the excess misclassification risk to the excess expected loss.

In statistical learning theory, we can use these inequalities to obtain rates of convergence or oracle inequalities. The excess risk concept is first discussed in binary classification by [60], and some classical results for particular multicategory classifiers are established by [30], [32], and [59]. To the best of our knowledge, a systematic error analysis for the classifiers involving the least square loss functions is still lacking in the literature. To fill this gap, we conduct a thorough error analysis for the SPMSVM in this section. Since the proposed SLS loss is a rich family of least square functions and the SPMSVM covers many popular MSVMs in a unified framework, these results can be naturally extended to many existing classifiers.

For the misclassification risk $\mathcal{R}(\mathcal{C})$ in (7), $\mathcal{C}^{*}$ is the Bayes classifier defined by (8). For the full $\mathcal{L}$-risk $\mathcal{E}(\boldsymbol{f})$ in (9), $\boldsymbol{f}^{*}$ is the population minimizer defined by (11). Denote $\mathcal{R}^{*}=$ $\mathcal{R}\left(\mathcal{C}^{*}\right)$ and $\mathcal{E}^{*}=\mathcal{E}\left(\boldsymbol{f}^{*}\right)$. Under the regularity conditions stated in Theorem 1, the SLS loss enjoys Fisher consistency, which implies $\mathcal{C}^{*}=\mathcal{C}_{\boldsymbol{f}^{*}}$ and $\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}^{*}}\right)=\mathcal{R}\left(\mathcal{C}^{*}\right)=\mathcal{R}^{*}$. Further, the comparison inequality depicts a quantitative relation between the excess misclassification risk and the excess $\mathcal{L}$-risk as

$$
\begin{equation*}
\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \leq \psi\left(\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}\right) \tag{15}
\end{equation*}
$$

for any function $\boldsymbol{f}$ and a nondecreasing function $\psi:[0, \infty) \mapsto$ $[0, \infty)$. A suitable $\psi$ should satisfy $\psi(0)=0$. Note that $\psi$ highly depends on the loss function $\mathcal{L}$, and possibly the data distribution. If $\psi$ is known, then the inequality (15) not only implies Fisher consistency, but also allows to bound the excess risk by the excess $\mathcal{L}$-risk. In particular, the bounds on the excess $\mathcal{L}$-risk can yield bounds on the excess misclassification risk.

We first make a technical assumption as follows, which is slightly stronger than Assumption 1.
Assumption 2: Assume that there exists a constant $\delta \in$ $\left(0, \frac{1}{2}\right)$ such that $\delta \leq P_{j}(\boldsymbol{x}) \leq 1-\delta$ for all $\boldsymbol{x} \in \mathcal{X}$ and $j=1, \ldots, k$.

Next, we state the main results in the following theorem.
Theorem 3: Suppose that Assumption 2 is satisfied and $\gamma \alpha+1-\gamma>0$. The following comparison inequality hold for any $\boldsymbol{f} \in L_{2}\left(\mathcal{P}_{X}\right)$,

$$
\begin{equation*}
\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \leq C_{\gamma} \sqrt{\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}} \tag{16}
\end{equation*}
$$

where $C_{\gamma}$ is $\frac{2 \gamma-1+k(1-\gamma)}{\gamma \alpha+1-\gamma} \sqrt{\frac{2}{\delta}}$ for $\gamma \in\left[0, \frac{1}{2}\right), \frac{2}{\alpha+1}$ for $\gamma=\frac{1}{2}$ and $\frac{\{2 \gamma-1+k(1-\gamma)\}(1-\delta)}{(\gamma \alpha+1-\gamma) \sqrt{\delta^{3}}}$ for $\gamma \in\left(\frac{1}{2}, 1\right]$.

Note that Assumption 2 is mild because it only affects the constant $C_{\gamma}$ under the setting $\gamma \neq \frac{1}{2}$. Consider a sequence of estimates $\widehat{\boldsymbol{f}}^{n}$, such that $\widehat{\boldsymbol{f}}^{n} \rightarrow \boldsymbol{f}^{*}$. The corresponding $\mathcal{L}$-risk sequences satisfy $\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right) \rightarrow \mathcal{E}^{*}$, due to the continuity of $\mathcal{E}(\cdot)$. By Theorem 3, we have $\mathcal{R}\left(\mathcal{C}_{\widehat{\boldsymbol{f}}^{n}}\right)$ converges to $\mathcal{R}^{*}$, i.e., the resulting sequences of classifiers $\mathcal{C}_{\hat{\boldsymbol{f}}^{n}}$ enjoy Fisher consistency. In addition, the order of excess risk $\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}$ can be improved for some special distributions. Motivated by [32] and [59], we introduce the multiclass low noise condition in the following assumption, which can be viewed as a generalization of Tsybakov's binary noise condition [67].

Assumption 3: Given $\boldsymbol{x} \in \mathcal{X}$, let $P_{(1)}(\boldsymbol{x})$ and $P_{(2)}(\boldsymbol{x})$ be the first largest and second largest conditional probability,
respectively. Assume that there exists $C>0, a \geq 0$ and $h^{*}>0$, such that the distribution $\mathcal{P}(X, Y)$ satisfies the following condition:
$\mathcal{P}_{X}\left(\left\{\boldsymbol{x} \in \mathcal{X} \mid P_{(1)}(\boldsymbol{x})-P_{(2)}(\boldsymbol{x}) \leq h\right\}\right) \leq C h^{a}, \quad \forall h \in\left(0, h^{*}\right]$.

Intuitively, when it is difficult to distinguish the class with the highest probability from others, i.e., $P_{(1)}(\boldsymbol{x})$ is very close to $P_{(2)}(\boldsymbol{x})$ for some $\boldsymbol{x}$, there may exist extremely large misclassification error. In particular, if $a=0$, condition (17) reduces to the case without any noise assumption. When $a=\infty$, it becomes the ideal noiseless case.
With Assumption 3, we can improve the results of Theorem 3 as follows.

Theorem 4: Under the same conditions in Theorem 3, if Assumption 3 holds, then we have

$$
\begin{equation*}
\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \leq \widetilde{C}^{\frac{a+1}{a+2}}\left\{\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}\right\}^{\frac{a+1}{a+2}}, \tag{18}
\end{equation*}
$$

where $\widetilde{C}=4(a+1) C^{\frac{1}{a+1}} a^{-\frac{a}{a+1}} C_{\gamma}^{2}>0$.
Remarkably, Theorem 3 is covered as a special case of Theorem 4 with $a=0$. If $a>0$, the order of $\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}$ is $\frac{a+1}{a+2}>\frac{1}{2}$, which is better than that of Theorem 3. Further, setting $a=\infty$ leads to $\frac{a+1}{a+2} \rightarrow 1$, which refines the results in Theorem 3.

## D. Convergence Rate Analysis

The recent work by [22] and [33] studied the convergence of the excess risk for a family of multicategory classifiers inspired from large margin unified loss [42]. In this section, we are interested in the convergence rate analysis for the proposed SPMSVM. Specifically, we establish the bounds on the excess $\mathcal{L}$-risk $\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}$. By the comparison inequalities in Section III-C, one can bound the excess misclassification risk, $\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}$, in terms of the excess $\mathcal{L}$-risk. Consequently, these can lead to the bounds on the excess misclassification risk.

Let $\widehat{\boldsymbol{f}}^{n}$ be the learned SPMSVM classification function from the dataset $\mathcal{T}$ and a functional space $H$, i.e., $\widehat{\boldsymbol{f}}^{n}=$ $\operatorname{argmin}_{\boldsymbol{f} \in H} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)$, which is also called the empirical risk minimizer. For the full $\mathcal{L}$-risk $\mathcal{E}(\boldsymbol{f})$, the population minimizer within the space $H$ is $\boldsymbol{f}^{H}=\operatorname{arginf}_{\boldsymbol{f} \in H} \mathcal{E}(\boldsymbol{f})$. In what follows, we reveal the relationship between the convergence rate of $\widehat{\boldsymbol{f}}^{n}$ to $\boldsymbol{f}^{H}$ and that of the excess $\mathcal{L}$-risk, as well as the size of the functional space $H$

Recall the conditional $\mathcal{L}$-risk $\mathcal{S}_{x}(\mathbf{u})$ defined in (10). By Proposition 3, we denote the minimizer of $\mathcal{S}_{\boldsymbol{x}}(\mathbf{u})$ as $\mathbf{u}^{*}=\operatorname{argmin}_{\mathbf{u} \in \mathbb{R}^{k-1}} \mathcal{S}_{\boldsymbol{x}}(\mathbf{u})$, where $\mathbf{u}^{*}$ depends on the feature $\boldsymbol{x}$. Meanwhile, for the population minimizer $\boldsymbol{f}^{*} \in L_{2}\left(\mathcal{P}_{X}\right)$ defined by (11), we have $\boldsymbol{f}^{*}(\boldsymbol{x})=\mathbf{u}^{*}$ pointwisely for $\boldsymbol{x}$. Let $\Delta \mathcal{S}_{x}(\mathbf{u})=\mathcal{S}_{x}(\mathbf{u})-\mathcal{S}_{x}\left(\mathbf{u}^{*}\right)$ and $\Delta \mathcal{E}(\boldsymbol{f})=\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}$. Furthermore, the excess $\mathcal{L}$-risk satisfies $\Delta \mathcal{E}(f)=\mathbb{E}_{\mathcal{P}_{X}}\left[\Delta \mathcal{S}_{\boldsymbol{x}}(\boldsymbol{f}(\boldsymbol{x}))\right]$.

The following theorem states the property of the excess conditional $\mathcal{L}$-risk at a fixed $\boldsymbol{x}$.
Theorem 5: Under Assumption 1, we have
$\Delta \mathcal{S}_{x}(\mathbf{u})=\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\top}\left(\sum_{j=1}^{k}\left[\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right] \mathbf{w}_{j} \mathbf{w}_{j}^{\top}\right)\left(\mathbf{u}-\mathbf{u}^{*}\right)$.

Theorem 5 can be used to establish the connection of the convergence rate of the classification function and that of the excess $\mathcal{L}$-risk. Since $\boldsymbol{f}^{H}$ minimizes the $\mathcal{L}$-risk within the space $H$, we can decompose the excess $\mathcal{L}$-risk as

$$
\Delta \mathcal{E}\left(\hat{\boldsymbol{f}}^{n}\right)=\left[\Delta \mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right)-\Delta \mathcal{E}\left(\boldsymbol{f}^{H}\right)\right]+\Delta \mathcal{E}\left(\boldsymbol{f}^{H}\right)
$$

where the first term depends on the data fitting and is called the $\mathcal{L}$-estimation error, and the second term is deterministic and is called the $\mathcal{L}$-approximation error. When $H$ is sufficiently rich, so that

$$
\begin{equation*}
\boldsymbol{f}^{H}=\underset{\boldsymbol{f} \in H}{\operatorname{arginf}} \mathcal{E}(\boldsymbol{f})=\underset{\boldsymbol{f} \in L_{2}\left(\mathcal{P}_{X}\right)}{\operatorname{arginf}} \mathcal{E}(\boldsymbol{f})=\boldsymbol{f}^{*}, \tag{19}
\end{equation*}
$$

the estimator $\widehat{\boldsymbol{f}}^{n}$ will converge to $\boldsymbol{f}^{*}$ as the sample size $n$ grows, under some regularity conditions. One typical example is that $H$ is dense in $L_{2}\left(\mathcal{P}_{X}\right)$. In this case, the $\mathcal{L}$-approximation error is zero, and the excess $\mathcal{L}$-risk is essentially the $\mathcal{L}$-estimation error. Thus, we can explore how the convergence rate of $\widehat{\boldsymbol{f}}^{n}$ affects the convergence rate of the excess $\mathcal{L}$-risk.

We first introduce some notations and assumptions, which are similar to those in [22]. Note that $\gamma$ and $\alpha$ are parameters of the SLS loss $\mathcal{L}(4)$. Let $\mu(\cdot)$ be regular Lebesgue measure. For a fixed pair $(\gamma, \alpha)$, associated with the distribution $\mathcal{P}(X, Y)$, we can naturally define $k-1$ probability measures on the real line: $\tau_{j}(B)=P\left(f_{j}^{*} \in B\right), j=1, \ldots, k-1$, where $B$ is any Borel measurable set.

Assumption 4: For any $\gamma \in[0,1]$ and $\alpha>0, \tau_{j} \ll$ $\mu, j=1, \ldots, k-1$. Namely, every measure $\tau_{j}$ is absolutely continuous with respect to the Lebesgue measure $\mu$.

Assumption 5: For any $\gamma \in[0,1]$ and $\alpha>0$, $n^{q}\left\{\widehat{\boldsymbol{f}}^{n}(X, Y)-\boldsymbol{f}^{*}(X, Y)\right\} \rightarrow \boldsymbol{T}(\gamma, \alpha, X, Y)$ in distribution, where $\boldsymbol{T}(\gamma, \alpha, X, Y)=\left(T_{1}, \ldots, T_{k-1}\right)$ is a multivariate random variable, whose distribution depends on $(\gamma, \alpha)$, and varies among different $(X, Y) ; q>$ 0 is a constant. Moreover, suppose that for fixed $(\gamma, \alpha)$, $\int_{X, Y}\left|\sup _{1 \leq j \leq k-1} T_{j}\right|^{2} d P(X, Y)<\infty$.

Assumption 4 is valid if there is no probability mass point in the distribution $\mathcal{P}$, and Assumption 5 is essential to prevent the distribution of $\boldsymbol{T}$ from diverging with large probability when $(X, Y)$ varies. Next we state the main result in the following theorem.
Theorem 6: Consider the SPMSVM model with the underlying distribution $\mathcal{P}$. Suppose Assumptions 1, 4 and 5 are satisfied, and (19) holds. Then for any fixed $\gamma$ and $\alpha$,

$$
\Delta \mathcal{E}\left(\hat{\boldsymbol{f}}^{n}\right)=O\left(n^{-2 q}\right) .
$$

Under Assumption 4, the $\mathcal{L}$-risk $\mathcal{E}(\boldsymbol{f})$ has bounded second order derivative for a fixed $(\gamma, \alpha)$ almost surely. For proper $(\gamma, \alpha)$, if $q=\frac{1}{2}$ for regular finite dimensional problems, then $\widehat{\boldsymbol{f}}^{n}$ is $\sqrt{n}$-consistent. From Theorem 6, we can claim that the excess $\mathcal{L}$-risk is $n$-consistent under these conditions.

When the $\mathcal{L}$-approximation error is nonzero, i.e.,

$$
\begin{equation*}
\inf _{\boldsymbol{f} \in H} \mathcal{E}(\boldsymbol{f})>\inf _{\boldsymbol{f} \in L_{2}\left(\mathcal{P}_{X}\right)} \mathcal{E}(\boldsymbol{f}), \tag{20}
\end{equation*}
$$

then the excess $\mathcal{L}$-risk does not converge to 0 , and Theorem 6 becomes inapplicable. In such cases, we are interested in
the convergence rate of the $\mathcal{L}$-estimation error, $\Delta \mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right)-$ $\Delta \mathcal{E}\left(\boldsymbol{f}^{H}\right)=\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right)-\mathcal{E}\left(\boldsymbol{f}^{H}\right)$. First, we should modify the previous Assumption 5 as follows.
Assumption 6: For any $\gamma \in[0,1]$ and $\alpha>0$, $n^{q}\left\{\widehat{\boldsymbol{f}}^{n}(X, Y)-\boldsymbol{f}^{H}(X, Y)\right\} \quad \rightarrow \quad \boldsymbol{T}(\gamma, \alpha, X, Y) \quad$ in distribution, where $\boldsymbol{T}(\gamma, \alpha, X, Y)=\left(T_{1}, \ldots, T_{k-1}\right)$ is a multivariate random variable, whose distribution depends on $(\gamma, \alpha)$, and varies among different $(X, Y) ; q>0$ is a constant. Moreover, suppose that for fixed $(\gamma, \alpha), \int_{X, Y}\left|\sup _{1 \leq j \leq k-1} T_{j}\right| d P(X, Y)<\infty$ and $\int_{X, Y}\left|\sup _{1 \leq j \leq k-1} f_{j}^{*}\right|+\left|\sup _{1 \leq j \leq k-1} f_{j}^{H}\right| d P(X, Y)<\infty$.
Theorem 7: Consider the SPMSVM model with the underlying distribution $\mathcal{P}$. Suppose Assumptions 1, 4 and 6 are satisfied, and (20) holds. Then for any fixed $\gamma$ and $\alpha$,

$$
\Delta \mathcal{E}\left(\hat{\boldsymbol{f}}^{n}\right)-\Delta \mathcal{E}\left(\boldsymbol{f}^{H}\right)=O\left(n^{-q}\right)
$$

Based on Theorem 7, if $\boldsymbol{f}^{*} \notin H$, the convergence rate of the excess $\mathcal{L}$-risk $\Delta \mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right)$ is the same as $\widehat{\boldsymbol{f}}^{n}$. Hence, the excess $\mathcal{L}$-risk is also $\sqrt{n}$-consistent under some mild conditions when $q=\frac{1}{2}$.

## E. Comparison With Existing Methods

In this section, we compare the theoretical results of SPMSVM with some related multicategory classifiers involving quadratic loss functions, as shown in Table III. As seen, the Fisher consistency and category probability estimation have been extensively studied, while our method serves as a unified framework to connect them. In addition, we extend the results of the excess risk to a more flexible family of SLS loss. On the other hand, the convergence rate is a novel theoretical contribution to the literature. In this study, we establish the relationship between the convergence rate of the classification function $\widehat{\boldsymbol{f}}^{n}$ and that of the excess SLS risk, as well as the size of the functional space. The results can be extended to other MSVMs in the table.

## IV. Kernel Learning for SPMSVM

Notice that in Section III, we consider the ideal setting for the SPMSVM with infinite samples and without the penalty, and we put no restrictions on the form of the classification functions. In this section, we concentrate on the $L_{2}$ regularized SPMSVM in a reproducing kernel Hilbert space (RKHS) and reveal the connections between regular multicategory classifier and its simplex-based version. The closed-form solution of the kernel SPMSVM is derived for efficient computation. In particular, the finite sample generalization bound and universal consistency are also established, which are novel contributions to the MSVM literature.

First, we need to introduce some conventional notations. Let $K(\cdot, \cdot): \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}$ be a positive definite kernel, and $H_{K}$ be a structured RKHS generated by $K$. Specifically, $H_{K}$ is defined as the linear span of the set of functions $\left\{K_{\boldsymbol{x}}=\right.$ $K(\boldsymbol{x}, \cdot): \boldsymbol{x} \in \mathcal{X}\}$ with the inner product $\left\langle K_{\boldsymbol{x}}, K_{\boldsymbol{y}}\right\rangle_{H_{K}}$ given by $\left\langle K_{\boldsymbol{x}}, K_{\boldsymbol{y}}\right\rangle_{H_{K}}=K(\boldsymbol{x}, \boldsymbol{y})$. RKHS also has the following

TABLE III
Comparison on the Theoretical Results of SPMSVM With Some Existing Methods

| Method | Connection | Fisher <br> consistency | Probability <br> estimation | Excess <br> risk | Convergence <br> rate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $[59]$ | $\gamma=\frac{1}{2}, \alpha=1$ | $\checkmark$ | - | $\checkmark$ | - |
| $[53]$ | $\gamma=0, \alpha \in \mathbb{R}$ | $\checkmark$ | $\checkmark$ | - | - |
| $[57]$ | $\gamma=1, \alpha=1$ | $\checkmark$ | $\checkmark$ | - | - |
| $[58]$ | $\gamma=1, \alpha=k-1$ | $\checkmark$ | $\checkmark$ | - | - |
| $[32]$ | $\gamma=\frac{1}{2}, \alpha=\frac{1}{k-1}$ | $\checkmark$ | - | $\checkmark$ | - |
| $[43]$ | $\gamma=\frac{1}{2}, \alpha=\frac{1}{k-1}$ | $\checkmark$ | $\checkmark$ | - | - |
| SPMSVM | $\gamma \alpha+1-\gamma>0$ | $\checkmark$ (Sec. III-A) | $\checkmark$ (Sec. III-B) | $\checkmark($ Sec. III-C) | $\checkmark($ Sec. III-D) |

reproducing property

$$
\left\langle K_{\boldsymbol{x}}, h\right\rangle_{H_{K}}=h(\boldsymbol{x}), \quad \forall h \in H_{K}, \boldsymbol{x} \in \mathcal{X}
$$

Denote $\|h\|_{H_{K}}$ as the square norm of the function $h \in H_{K}$. We refer to [3] for more details about RKHS.

## A. Connections With Regular Methods

Consider the multicategory classifier (1), i.e., $\min _{\boldsymbol{g} \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} V\left(\boldsymbol{g}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \Omega(\boldsymbol{g})$. Assume that $g_{j}(\cdot)=p_{j}+q_{j}(\cdot)$ with $p_{j} \in \mathbb{R}$ and $q_{j} \in H_{K}$ for $j=1, \ldots, k$. When the linear kernel $K\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=\boldsymbol{x}_{1}^{\top} \boldsymbol{x}_{2}$ is used, the standard linear learning for (1) is recovered. The kernelized multicategory classifier with the $L_{2}$ penalty solves

$$
\begin{array}{ll}
\min _{\boldsymbol{g} \in \prod_{j=1}^{k}\left(\{1\}+H_{K}\right)} & \frac{1}{n} \sum_{i=1}^{n} V\left(\boldsymbol{g}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \sum_{j=1}^{k}\left\|q_{j}\right\|_{H_{K}}^{2}, \\
\text { subject to } & \sum_{j=1}^{k} g_{j}(\boldsymbol{x})=0, \quad \forall \boldsymbol{x} \in \mathcal{X} . \tag{21}
\end{array}
$$

In [19] and [21], the sum-to-zero constraints at all possible values of $\boldsymbol{x}$ can be equivalently relaxed to the $n$ observations $\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right\}$. According to Proposition 1, there exists a function $\boldsymbol{f} \in \prod_{j=1}^{k-1}\left(\{1\}+H_{K}\right)$ such that $\boldsymbol{g}=\mathbf{W}^{\top} \boldsymbol{f}$. For notational simplicity, we write $\boldsymbol{f}(\cdot)=\boldsymbol{c}+\boldsymbol{h}(\cdot)$ with $\boldsymbol{c} \in \mathbb{R}^{k-1}$ and $\boldsymbol{h}=\left(h_{1}, \ldots, h_{k-1}\right) \in H_{K}^{k-1}$. As a result, $g_{j}=$ $\mathbf{w}_{j}^{\top} \boldsymbol{f}, p_{j}=\mathbf{w}_{j}^{\top} \boldsymbol{c}$ and $q_{j}=\mathbf{w}_{j}^{\top} \boldsymbol{h}$ for $j=1, \ldots, k$. Given that $\sum_{j=1}^{k} g_{j}(\boldsymbol{x})=\sum_{j=1}^{k} \mathbf{w}_{j}^{\top} \boldsymbol{f}(\boldsymbol{x}) \equiv 0$, the cumbersome constraints in (21) can be naturally removed. Consequently, we can replace $\boldsymbol{g}$ by $\mathbf{W}^{\top} \boldsymbol{f}$ to simplify (21), and the main result is summarized in the following theorem.

Theorem 8: With the simplex $\mathbf{W}$, the regularized multicategory classifier (21) can be reduced to
$\min _{\boldsymbol{f} \in \prod_{j=1}^{k-1}\left(\{1\}+H_{K}\right)} \frac{1}{n} \sum_{i=1}^{n} V\left(\mathbf{W}^{\top} \boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\frac{k \lambda}{k-1} \sum_{j=1}^{k-1}\left\|h_{j}\right\|_{H_{K}}^{2}$.

Theorem 8 indicates that if one legitimately defines the simplex-based loss function as $\ell(\boldsymbol{f}(\boldsymbol{x}), y)=V\left(\mathbf{W}^{\top} \boldsymbol{f}(\boldsymbol{x}), y\right)$, then the tuning parameter $\lambda$ changes with a scale factor $\frac{k}{k-1}$. In other words, the simplex-based classifier (22) is equivalent to regular classifier (21). Nevertheless, (22) only
uses $k-1$ classification functions and it solves an unconstrained optimization problem, and hence its computation and statistical analysis are much less challenging. As an application of Theorem 8, we can reveal the equivalence between the reinforced MSVM [21] and the simplex-based MSVM [28]. In the literature, [68] showed the equivalence between the two methods by [19] and [32] under a general unregularized and cost-sensitive scenario, while [69] studied such equivalence under a linear setting, which are special cases of our results. Interestingly, guaranteed by Theorem 8, we can show that the classifier in [23] is equivalent to a special example of GenSVM [27], because the GenSVM loss function with $p=1$ and $\kappa \rightarrow-1$ is the simplex-based version of [23]. Although the simplex-based classifiers are equivalent to their regular versions under the sum-to-zero constraint, they can be more efficiently solved due to the benefits from the simplex structure [28], [33].

In what follows, we focus on the SPMSVM with the SLS loss $\mathcal{L}$ in (4). Following the RKHS-based statistical learning, we assume that the classification function $f: \mathcal{X} \mapsto \mathbb{R}^{k-1}$ takes the form

$$
f_{j}(\boldsymbol{x})=c_{j}+h_{j}(\boldsymbol{x}), \quad j=1, \ldots, k-1,
$$

where $c_{j} \in \mathbb{R}$ and $h_{j} \in H_{K}$. Then, the kernel SPMSVM seeks $\boldsymbol{f} \in \prod_{j=1}^{k-1}\left(\{1\}+H_{K}\right)$ to minimize the $L_{2}$ penalized empirical SLS loss function as follows,

$$
\begin{equation*}
\min _{\boldsymbol{f} \in \prod_{j=1}^{k-1}\left(\{1\}+H_{K}\right)} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \sum_{j=1}^{k-1}\left\|h_{j}\right\|_{H_{K}}^{2} \tag{23}
\end{equation*}
$$

Due to the flexibility of the loss $\mathcal{L}$, we extend existing MSVMs in [32], [43], [53], and [58] to a general kernel setting.

Although the sum-to-zero constraint has been removed, the optimization of (23) is over an infinite dimensional hypothesis space, and it is still a challenging task. The following representer theorem is helpful to convert problem (23) into a finite-dimensional optimization problem, which is much easier to solve.

Theorem 9: Let $f^{*}$ be the solution of problem (23). Then, there exists some coefficients $b_{i j} \in \mathbb{R}$ and $c_{j} \in \mathbb{R}(i=$ $1, \ldots, n ; j=1, \ldots, k-1)$, such that $f^{*}(\boldsymbol{x})$ can be represented as

$$
f_{j}^{*}(\boldsymbol{x})=\sum_{i=1}^{n} b_{i j} K\left(\boldsymbol{x}_{i}, \boldsymbol{x}\right)+c_{j}, \quad j=1, \ldots, k-1
$$

For more discussions on the representer theorem, we refer readers to [70], [71], [72], [73], [74], and [75].

## B. Finite Sample Generalization Bound

In reality, all statistical models are estimated from a set of finite samples. In this section, we study the finite sample data-dependent generalization bound on the full $\mathcal{L}$-risk, i.e., $\mathcal{E}(\boldsymbol{f})=\mathbb{E}_{\mathcal{P}}[\mathcal{L}(\boldsymbol{f}(X), Y)]$. Following the conventions, since $f_{j}(\cdot)=c_{j}+h_{j}(\cdot)$, we can absorb the intercept $c_{j}$ into $h_{j}$ for notational convenience. Let $\Omega(\boldsymbol{f})=\sum_{j=1}^{k-1}\left\|f_{j}\right\|_{H_{K}}^{2}$ and $\mathcal{H}=H_{K}^{k-1}$. Furthermore, the kernel SPMSVM is formulated as

$$
\begin{equation*}
\min _{\boldsymbol{f} \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \Omega(\boldsymbol{f}) \tag{24}
\end{equation*}
$$

By duality with convex $\mathcal{L}$ and regularization $\Omega(\cdot)$, (24) is equivalent to the optimization problem

$$
\begin{equation*}
\min _{\boldsymbol{f} \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right), \quad \text { subject to } \quad \Omega(\boldsymbol{f}) \leq \Lambda \tag{25}
\end{equation*}
$$

Note that there is a one-to-one correspondence for $(\lambda, \Lambda)$. Then, we consider the hypothesis space
$\mathcal{F}_{\Lambda}=\left\{\boldsymbol{f}: \mathcal{X} \mapsto \mathbb{R}^{k-1} \mid f_{j} \in H_{K}, j=1, \ldots, k-1, \Omega(\boldsymbol{f}) \leq \Lambda\right\}$.

Assumption 7 is needed to establish the generalization bound of the full $\mathcal{L}$-risk, and the main results about generalization bound are presented in Theorem 10.

Assumption 7: There exists a constant $C_{X}>0$ such that $\sup _{\boldsymbol{x} \in \mathcal{X}} \sqrt{K(\boldsymbol{x}, \boldsymbol{x})}=C_{X}<\infty$.

Theorem 10: Suppose that Assumption 7 is satisfied. Denote $\mu=\frac{2 k}{k-1} C_{X} \sqrt{\Lambda}+2|\gamma \alpha+1-\gamma|$ and $M=\gamma \alpha^{2}+(1-\gamma)(k-$ 1) $+\mu C_{X} \sqrt{\Lambda}$, where $\gamma$ and $\alpha$ are parameters for the SLS loss $\mathcal{L}$. Then for any $0<\theta<1$, with probability at least $1-\theta$, the following holds for all $f \in \mathcal{F}_{\Lambda}$ :

$$
\begin{aligned}
\mathcal{E}(\boldsymbol{f}) \leq & \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+2 \mu C_{X} \sqrt{\frac{2(k-1) \Lambda}{n}} \\
& +M \sqrt{\frac{\log (1 / \theta)}{2 n}}
\end{aligned}
$$

Under Assumption 7, one can verify that $\mathcal{F}_{\Lambda} \subseteq L_{2}\left(\mathcal{P}_{X}\right)$, so $\mathcal{E}^{*}=\inf _{\boldsymbol{f} \in L_{2}\left(\mathcal{P}_{X}\right)} \mathcal{E}(\boldsymbol{f}) \leq \inf _{\boldsymbol{f} \in \mathcal{F}_{\Lambda}} \mathcal{E}(\boldsymbol{f})$. Assume that $\widehat{\boldsymbol{f}}^{n} \in \mathcal{F}_{\Lambda}$ is the solution to (25). Applying Theorem 10 to $\widehat{\boldsymbol{f}}^{n}$, we obtain a upper bound for the minimum full $\mathcal{L}$-risk with high probability

$$
\begin{aligned}
\mathcal{E}^{*} \leq \mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right) \leq & \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\widehat{\boldsymbol{f}}^{n}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+2 \mu C_{X} \sqrt{\frac{2(k-1) \Lambda}{n}} \\
& +M \sqrt{\frac{\log (1 / \theta)}{2 n}}
\end{aligned}
$$

The above bound is computable from the dataset $\mathcal{T}$ and the chosen model.

It is noteworthy that the technical analysis using Rademacher complexity plays a critical role to derive the
generalization bound in Theorem 10. Under the regularization framework (24) of the kernel SPMSVM, we will employ the similar technique to investigate the universal consistency of the resulting estimator, which will be introduced in the next section.

## C. Universal Consistency

Note that the kernel SPMSVM is a non-parametric function estimation problem in a product RKHS. In this section, we elucidate the behavior of the $\mathcal{L}$-approximation error and establish the universal consistency of the regularized estimator under a universal kernel. The concept of universal consistency is a fundamental asymptotical property for a machine learning method, which requires that when the sample size grows to infinity, the method eventually approaches the Bayes rule without any specifications of the distribution of the data.

The definition of a universal kernel is adapted from [76] and [77]. Assume that $\mathcal{X} \subseteq \mathbb{R}^{d}$ is a compact input space of $X$ and $\mathfrak{C}(\mathcal{X})$ is the space of all continuous functions $g: \mathcal{X} \mapsto \mathbb{R}$. We say the kernel $K(\cdot, \cdot)$ defined on $\mathcal{X}$ is universal if the RKHS $H_{K}$ generated by $K$ is dense in $\mathfrak{C}(\mathcal{X})$, i.e., for any $\epsilon>0$ and any $g \in \mathfrak{C}(\mathcal{X})$, there is an $f \in H_{K}$ such that $\|f-g\|_{\infty}=\sup _{x \in X}|f(x)-g(x)|<\epsilon$

If the RKHS is rich enough, then the $\mathcal{L}$-approximation error can be arbitrarily small. For a general kernel $K$, let $\boldsymbol{f}^{\mathcal{H}}=\inf _{\boldsymbol{f} \in \mathcal{H}} \mathcal{E}(\boldsymbol{f})$ with $\mathcal{H}=H_{K}^{k-1}$. Recall that $\boldsymbol{f}^{*}=$ $\inf _{\boldsymbol{f} \in L_{2}\left(\mathcal{P}_{X}\right)} \mathcal{E}(\boldsymbol{f})$ and $\mathcal{E}^{*}=\mathcal{E}\left(\boldsymbol{f}^{*}\right)$. The $\mathcal{L}$-approximation error is given by $\Delta \mathcal{E}\left(\boldsymbol{f}^{\mathcal{H}}\right)=\mathcal{E}\left(\boldsymbol{f}^{\mathcal{H}}\right)-\mathcal{E}^{*}$.

We first show that, if $K$ is a universal kernel, then the $\mathcal{L}$-approximation error $\Delta \mathcal{E}\left(\boldsymbol{f}^{\mathcal{H}}\right)=0$.

Theorem 11: Suppose that Assumption 1 holds. Let $\mathcal{X}$ be a compact space and $H_{K}$ be induced by a universal kernel $K$. Then we have $\Delta \mathcal{E}\left(\boldsymbol{f}^{\mathcal{H}}\right)=0$.

Theorem 11 also implies a fact that $\mathcal{H}$ is dense in $L_{2}\left(\mathcal{P}_{X}\right)$. Consider the regularized estimator

$$
\begin{equation*}
\widehat{\boldsymbol{f}}^{n}=\underset{\boldsymbol{f} \in \mathcal{H}}{\operatorname{argmin}} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \Omega(\boldsymbol{f}) \tag{27}
\end{equation*}
$$

The following theorem demonstrates that the $\mathcal{L}$-risk at $\widehat{\boldsymbol{f}}^{n}$ is consistent under some conditions.

Theorem 12: Suppose conditions in Theorem 11 and Assumption 7 are satisfied. Let $\lambda=\lambda_{n} \rightarrow 0$, such that $n \lambda_{n}^{2} \rightarrow \infty$ as $n \rightarrow \infty$. For the SLS loss $\mathcal{L}$ with $\gamma \in[0,1]$ and finite $\alpha$, the estimator $\widehat{\boldsymbol{f}}^{n}$ is defined by (27). Then, we have $\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right)-\mathcal{E}^{*} \xrightarrow{\text { a.s. }} 0, \forall \mathcal{P}(X, Y)$.

Assumption 7 holds for the Gaussian kernel with $C_{X} \leq 1$. Hence, Theorem 12 indicates that the SPMSVM involving the Gaussian kernel is consistent. Moreover, we can extend the results of Theorem 12 to establish the consistency of the misclassification risk in the following corollary.

Corollary 1: Under the same conditions as in Theorems 3 and 12 , we have

$$
\mathcal{R}\left(\mathcal{C}_{\widehat{\boldsymbol{f}}^{n}}\right)-\mathcal{R}^{*} \xrightarrow{\text { a.s. }} 0, \quad \forall \mathcal{P}(X, Y)
$$

## V. Algorithm Implementation

## A. General Closed-Form Solution

Define the coefficient matrix $\mathbf{B}=\left(\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k-1}\right) \in$ $\mathbb{R}^{n \times(k-1)}$, where $\boldsymbol{b}_{j}=\left(b_{1 j}, \ldots, b_{n j}\right)^{\top} \in \mathbb{R}^{n}$ is the $j$-th column vector. Denote $\boldsymbol{c}=\left(c_{1}, \ldots, c_{k-1}\right)^{\top} \in \mathbb{R}^{k-1}$ as a vector of intercepts. Let $\mathbf{K}$ be the $n \times n$ Gram matrix with the $(i, j)$-entry $K\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$. By Theorem 9 , we have $f_{j}=h_{j}+c_{j}$ and $h_{j}=\sum_{i=1}^{n} b_{i j} K\left(\boldsymbol{x}_{i}, \cdot\right)$. Furthermore, $\sum_{j=1}^{k-1}\left\|h_{j}\right\|_{H_{K}}^{2}=$ $\sum_{j=1}^{k-1} \boldsymbol{b}_{j}^{\top} \mathbf{K} \boldsymbol{b}_{j}=\operatorname{Tr}\left(\mathbf{B}^{\top} \mathbf{K B}\right)$, using the reproducing property of the RKHS. In particular, denote $\mathbf{K}_{i}$ as the $i$-th column vector of $\mathbf{K}$, and then $\boldsymbol{f}\left(\boldsymbol{x}_{i}\right)=\mathbf{B}^{\top} \mathbf{K}_{i}+\boldsymbol{c}$. Hence, we can reformulate problem (23) as

$$
\begin{equation*}
\min _{\mathbf{B}, \boldsymbol{c}} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\mathbf{B}^{\top} \mathbf{K}_{i}+\boldsymbol{c}, y_{i}\right)+\lambda \operatorname{Tr}\left(\mathbf{B}^{\top} \mathbf{K B}\right) \tag{28}
\end{equation*}
$$

Notice that [28] and [58] used a technical trick by imposing penalization on the intercept $c_{j}$ 's, and showed that the incurred difference by penalizing the intercepts is often negligible in many situations. Using the same treatment, we add the extra term $\lambda \boldsymbol{c}^{\top} \boldsymbol{c}$ into the objective function of (28), and derive its closed-from solution. Let $\widetilde{\mathbf{K}}_{i}=\left(1, \mathbf{K}_{i}^{\top}\right)^{\top} \in \mathbb{R}^{n+1}$ for $i=$ $1, \ldots, n$. To simplify the mathematical expression, we define two matrices as follows,

$$
\widetilde{\mathbf{B}}=\left[\begin{array}{c}
\boldsymbol{c}^{\top} \\
\mathbf{B}
\end{array}\right] \in \mathbb{R}^{(n+1) \times(k-1)}
$$

and

$$
\mathbf{G}=\left[\begin{array}{cc}
1 & \mathbf{0}_{n}^{\top} \\
\mathbf{0}_{n} & \mathbf{K}
\end{array}\right] \in \mathbb{R}^{(n+1) \times(n+1)} .
$$

Then the inner product between $\boldsymbol{f}\left(\boldsymbol{x}_{i}\right)$ and $\mathbf{w}_{j}$ is $\left\langle\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), \mathbf{w}_{j}\right\rangle=\mathbf{K}_{i}^{\top} \mathbf{B} \mathbf{w}_{j}+\boldsymbol{c}^{\top} \mathbf{w}_{j}=\widetilde{\mathbf{K}}_{i}^{\top} \widetilde{\mathbf{B}} \mathbf{w}_{j}$, and the modified regularization is $\operatorname{Tr}\left(\mathbf{B}^{\top} \mathbf{K B}\right)+\boldsymbol{c}^{\top} \boldsymbol{c}=\operatorname{Tr}\left(\widetilde{\mathbf{B}}^{\top} \mathbf{G} \widetilde{\mathbf{B}}\right)$. Define $\tau_{i j}=\gamma \mathbb{1}\left(y_{i}=j\right)+(1-\gamma) \mathbb{1}\left(y_{i} \neq j\right)$ and $z_{i j}=$ $\alpha \mathbb{1}\left(y_{i}=j\right)-\mathbb{1}\left(y_{i} \neq j\right)$ for $i=1, \ldots, n$ and $j=1, \ldots, k$. As a result, the objective function of problem (28) can be modified as

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \operatorname{Tr}\left(\mathbf{B}^{\top} \mathbf{K B}\right)+\lambda \boldsymbol{c}^{\top} \boldsymbol{c} \\
= & \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \tau_{i j}\left(z_{i j}-\widetilde{\mathbf{K}}_{i}^{\top} \widetilde{\mathbf{B}} \mathbf{w}_{j}\right)^{2}+\lambda \operatorname{Tr}\left(\widetilde{\mathbf{B}}^{\top} \mathbf{G} \widetilde{\mathbf{B}}\right) . \tag{29}
\end{align*}
$$

Setting its derivatives with respect to $\widetilde{\mathbf{B}}$ to 0 , we obtain the following KKT condition,

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{k} 2 \tau_{i j}\left(\widetilde{\mathbf{K}}_{i}^{\top} \widetilde{\mathbf{B}}_{\mathbf{w}}^{j}-z_{i j}\right) \widetilde{\mathbf{K}}_{i} \mathbf{w}_{j}^{\top}+2 \lambda \mathbf{G} \widetilde{\mathbf{B}}=\mathbf{0} \tag{30}
\end{equation*}
$$

Denote $\overrightarrow{\mathbf{A}}=\left(a_{11}, \ldots, a_{m 1}, a_{12}, \ldots, a_{m 2}, \ldots, a_{1 n}, \ldots\right.$, $\left.a_{m n}\right)^{\top} \in \mathbb{R}^{m n}$ as the vectorization of $\mathbf{A} \in \mathbb{R}^{m \times n}$. Arranging the KKT condition, we obtain an explicit solution of $\widetilde{\mathbf{B}}$,

$$
\begin{equation*}
\overrightarrow{\widetilde{\widetilde{B}}}=b \cdot\left(\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{\Lambda}_{i} \otimes\left(\widetilde{\mathbf{K}}_{i} \widetilde{\mathbf{K}}_{i}^{\top}\right)+\lambda \mathbf{I}_{k-1} \otimes \mathbf{G}\right)^{-1}\left(\frac{1}{n} \sum_{i=1}^{n} \mathbf{w}_{y_{i}} \otimes \widetilde{\mathbf{K}}_{i}\right), \tag{31}
\end{equation*}
$$

where $b=\gamma \alpha+1-\gamma, \boldsymbol{\Lambda}_{i}=\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+(2 \gamma-1) \mathbf{w}_{y_{i}} \mathbf{w}_{y_{i}}^{\top}$ and $\otimes$ is the standard Kronecker product for two matrixes and. The closed-form solution (31) involves some fundamental matrix operations. Details on deriving (31) are deferred to the Appendix. In particular, if $\gamma=\frac{1}{2}$, the equation (31) can be simplified as
$\widehat{\widetilde{\mathbf{B}}}=\frac{\alpha+1}{2} \cdot\left(\frac{k}{2 n(k-1)} \sum_{i=1}^{n} \widetilde{\mathbf{K}}_{i} \widetilde{\mathbf{K}}_{i}^{\top}+\lambda \mathbf{G}\right)^{-1}\left(\frac{1}{n} \sum_{i=1}^{n} \widetilde{\mathbf{K}}_{i} \mathbf{w}_{y_{i}}^{\top}\right)$.
The closed-form solution (31) is helpful to investigate the effect of $\alpha$. Consider two pairs $\left(\gamma, \alpha_{1}\right)$ and $\left(\gamma, \alpha_{2}\right)$. According to (31), the resulting SPMSVMs based on the same training set and the same tuning parameter $\lambda$ have the same coefficient matrices except the term $b$. Let $b_{i}=\gamma \alpha_{i}+1-\gamma$ for $i=$ 1,2 . The learned decision functions for SPMSVMs are linear dependent, i.e., $b_{2} \widehat{\boldsymbol{f}}_{1}=b_{1} \widehat{\boldsymbol{f}}_{2}$. If $b_{1}$ and $b_{2}$ have the same sign, then these two SPMSVMs have the same predicted labels. Furthermore, based on Theorem 2, one can verify that the estimated probabilities are exactly the same. Inspired by this observation, we could select $\alpha$ to make the term $b=\gamma \alpha+1-\gamma$ be either negative or positive, which simplifies the procedure of tuning an optimal $\alpha$ in practice. The effects of $\alpha$ will be investigated numerically in Section VI-A.

The proposed SPMSVM and many existing MSVMs can be cast into convex quadratic programming ( QP ) problems. Nevertheless, the proposed SPMSVM simply solves a unconstrained problem while regular MSVMs suffer from the linear constraints. Note that the convex QP can be tackled in polynomial time with either the ellipsoid or interior point method [78], [79]. Therefore, the cost of solving SPMSVM for a fixed $\lambda$ is at worst $O\left(n^{3}\right)$ via the formula (31), similar to that of [32]. For large $n$, the unconstrained QP can be solved efficiently by linear conjugate gradient algorithm with optimal convergence rate [80]. Compared to regular MSVMs, another advantage of SPMSVM is that it requires fewer parameters due to the simplex-based structure. More specifically, the kernel SPMSVM involves $(n+1)(k-1)$ parameters, while regular MSVMs have $(n+1) k$ parameters. Thus, $n+1$ parameters are reduced, and so is the required memory.

## B. Scalable Algorithm for Linear SPMSVM

Note that when $n / d / k$ is too large, directly using the closed-form solution (31) may become less sufficient, due to practical constraints such as exhaustive matrix operations and large amount of storage [81]. Therefore, it is desirable to design a more scalable algorithm for SPMSVM to handle massive datasets. For large-scale SVM, state-of-theart solvers include LibSVM [82] and LibLinear [83] using block dual coordinate descent scheme [84], [85], cutting plane method [86] and Pegasos [87] based on stochastic gradient descent procedures. Unlike the direct solver (31), the above-mentioned methods can solve the optimization problem iteratively, which is tractable for modern large datasets. Among them, the approaches using coordinate decent are more prominent with many successful applications for large datasets [2], [84], [88], since the coordinate subproblem is univariate and generally has a closed-form solution. Here,
we concentrate on the implementation of large-scale linear SPMSVM.

Assume that $f_{j}(\boldsymbol{x})=\boldsymbol{x}^{\top} \boldsymbol{b}_{j}+c_{j}$ for $j=1, \ldots, k-1$. Let $\mathbf{B}=\left(\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k-1}\right) \in \mathbb{R}^{d \times(k-1)}$ with $\boldsymbol{b}_{j}=\left(b_{1 j}, \ldots, b_{d j}\right)^{\top} \in$ $\mathbb{R}^{d}$ being the $j$-th column vector, and $\boldsymbol{c}=\left(c_{1}, \ldots, c_{k-1}\right)^{\top} \in$ $\mathbb{R}^{k-1}$. Similar to the arguments in (29), we obtain the following problem

$$
\begin{equation*}
\min _{\mathbf{B}, \boldsymbol{c}} \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{k} \tau_{i j}\left(z_{i j}-\boldsymbol{x}_{i}^{\top} \mathbf{B} \mathbf{w}_{j}-\boldsymbol{c}^{\top} \mathbf{w}_{j}\right)^{2}+\lambda\left(\operatorname{Tr}\left(\mathbf{B}^{\top} \mathbf{B}\right)+\boldsymbol{c}^{\top} \boldsymbol{c}\right) . \tag{32}
\end{equation*}
$$

We are now ready to convert (32) to a weighted linear regression model. More precisely, consider a set of observations $\left\{\left(\widetilde{\boldsymbol{x}}_{t}, \widetilde{z}_{t}, \omega_{t}\right), t=1, \ldots, n \times k=N\right\}$, with $\widetilde{\boldsymbol{x}}_{t}=$ $\mathbf{w}_{j} \otimes\left(1, \boldsymbol{x}_{i}\right) \in \mathbb{R}^{(k-1)(d+1)}, \widetilde{z}_{t}=z_{i j}$ and $\omega_{t}=k \tau_{i j}$ for $t=(i-1) k+j$. Define $\boldsymbol{\beta}=\left(c_{1}, \boldsymbol{b}_{1}^{\top}, \ldots, c_{k-1}, \boldsymbol{b}_{k-1}^{\top}\right)^{\top}$. It can be verified that (32) is equivalent to

$$
\begin{equation*}
\min _{\boldsymbol{\beta}} \frac{1}{N} \sum_{t=1}^{N} \omega_{t}\left(\widetilde{z}_{t}-\widetilde{\boldsymbol{x}}_{t}^{\top} \boldsymbol{\beta}\right)^{2}+\lambda \boldsymbol{\beta}^{\top} \boldsymbol{\beta} \tag{33}
\end{equation*}
$$

where $\omega_{t}$ is the weight for the $t$-th observation. In contrast to the original setting, problem (33) has more observations and larger dimensions of covariates, but the number of parameters remains the same. There are many well-developed solvers for the linear regression problem (33), such as stochastic algorithms [89], [90] and many numerical methods in the monograph [91]. In this study, we apply the $R$ glmnet package which employs the coordinate descent strategy. More details on the method can be found in [92].

## VI. Numerical Studies

In this section, we use extensive simulations and several real datasets to assess the performance of the proposed SPMSVM method. For comparison purposes, we consider several competitive MSVMs, including OVOSVM (one-versus-one extension of binary SVM), WWMSVM [23], CSMSVM [24], GenSVM [27] and RAMSVM [28]. Specifically, we select the best GenSVM in terms of predication accuracy with hyperparameters $(p, \tau) \in\{1,1.5,2\} \times\{-0.9,0.5,5\}$, and the best RAMSVM with $\gamma \in\{0,0.1, \ldots, 1\}$, which are suggested in [27] and [28], respectively. Moreover, the REC method [43] can be viewed a special case of SPMSVM, whose results are also exhibited for comparison. All the methods are implemented in the R environment [93], and some wellknown packages including e1071, kernlab, gensvm and ramsvm are used for existing MSVMSs. As mentioned earlier, the classifiers in [19], [21], [53], and [58] are special cases of these considered methods, so we do not highlight them individually due to the space limit.

Consider a testing set $\left\{\left(\boldsymbol{x}_{i}, y_{i}\right), i=1, \ldots, n^{*}\right\}$. If the predicted labels by a classifier are $\left\{\widehat{y}_{i}, i=1, \ldots, n^{*}\right\}$, then the corresponding prediction error is defined as $\frac{1}{n^{*}} \sum_{i=1}^{n^{*}} \mathbb{1}\left(y_{i} \neq\right.$ $\widehat{y}_{i}$ ), i.e., the proportion of misclassified testing points. In particular, only the SPMSVM (and hence the special case REC) can directly provide probability estimation. We utilize the mean absolute error (MAE) to measure the errors of probability estimation, $\frac{1}{n^{*} k} \sum_{i=1}^{n^{*}} \sum_{j=1}^{k}\left|\widehat{P}_{j}\left(\boldsymbol{x}_{i}\right)-P_{j}\left(\boldsymbol{x}_{i}\right)\right|$, where
$P_{j}\left(\boldsymbol{x}_{i}\right)$ and $\widehat{P}_{j}\left(\boldsymbol{x}_{i}\right)$ are the true and estimated probabilities, respectively. The MAE has been widely used in the MSVM literature to measure the quality of a classifier [22], [33], [43], [58]. In addition, we also consider the Brier score [94] as a complement, which does not require the true probability. Specifically, the Brier score is defined as $\frac{1}{n^{*}} \sum_{i=1}^{n^{*}} \sum_{j=1}^{k}\left[\widehat{P}_{j}\left(\boldsymbol{x}_{i}\right)-\mathbb{1}\left(y_{i}=j\right)\right]^{2}$. For both MAE and Brier score, a lower value indicates a better performance with 0 being the best possible value.

For each method, we tune the best classifier on a grid of 30 different values of $\lambda:\left\{2^{-15}, 2^{-14}, \ldots, 2^{14}\right\}$. Note that the SLS loss contains two parameters, the convex combination parameter $\gamma$ and the scale parameter $\alpha$. We will consider different combinations of $(\gamma, \alpha)$ to examine their effects on SPMSVM.

## A. Simulations

In this section, we conduct three simulations, ranging from small size to large size. For each simulation, we generate a training set to learn a model, a separate tuning set to select the tuning parameter $\lambda$, and a testing set to evaluate the performance of the tuned model. Let $n$ and $n^{*}$ be the size of the training/tuning set and the testing set, respectively. In particular, we fix $n^{*}=10000$. The detailed data generating processes are stated as follows.

Example 1: We consider a classification problem with 6 categories and $d$ covariates. For $j=1, \cdots, 6$, let $\operatorname{Pr}(Y=j)=\frac{1}{6}$ and the first 2 covariates of $[X \mid Y=j]$ be distributed as $\mathcal{N}\left(\boldsymbol{\mu}_{j}, \sigma^{2} \boldsymbol{I}_{2}\right)$ with centers

$$
\boldsymbol{\mu}_{j}=\left[\begin{array}{l}
2 \\
0
\end{array}\right], \quad\left[\begin{array}{c}
1 \\
\sqrt{3}
\end{array}\right], \quad\left[\begin{array}{c}
-1 \\
\sqrt{3}
\end{array}\right], \quad\left[\begin{array}{c}
-2 \\
0
\end{array}\right], \quad\left[\begin{array}{c}
-1 \\
-\sqrt{3}
\end{array}\right], \quad\left[\begin{array}{c}
1 \\
-\sqrt{3}
\end{array}\right],
$$

and $\sigma \in\{0.5,0.7\}$. The last $d-2$ covariates are noise and assumed i.i.d. $\mathcal{N}(0,0.5)$.

Example 2: In this example, we generate a 4-category classification dataset with 5 covariates. Assume that $\operatorname{Pr}(Y=$ $j)=\frac{1}{4}$ for each category. Specifically, the first two covariates of $[X \mid Y=j]$ follows a mixture Gaussian distribution

$$
\begin{aligned}
& \frac{1}{2} \mathcal{N}\left((\cos (j \pi / 4), \sin (j \pi / 4))^{\top}, \sigma^{2} \boldsymbol{I}_{2}\right) \\
+ & \frac{1}{2} \mathcal{N}\left((\cos (j \pi / 4+\pi), \sin (j \pi / 4+\pi))^{\top}, \sigma^{2} \boldsymbol{I}_{2}\right)
\end{aligned}
$$

where $\sigma \in\{0.3,0.4\}$. The remaining 3 covariates are i.i.d. $\mathcal{N}(0,0.3)$.

Note that the parameter $\sigma$ in both examples controls the scale of strength of true signal. As $\sigma$ grows, there are more overlaps for all classes, and the classification performance may naturally get worse. Due to the settings of these simulations, we apply linear learning for Example 1 and kernel learning with Gaussian radial basis function (RBF) kernel for Example 2. Specifically, we follow the guideline provided in [28] to choose the bandwidth parameter for the Gaussian kernel, that is, we chose it as the median of all the pairwise Euclidean distances of training inputs.

First of all, we investigate the effects of $(\gamma, \alpha)$ on SPMSVM based on Example 1 with $d=10$ and $\sigma=0.5$. We use 100 data points for training, 100 data points for tuning and

TABLE IV
Classification Errors of SPMSVM Based on Example 1 Under Different Values of ( $\gamma, \alpha$ )

| $\alpha$ | $-10,-9$ | $-8,-7, \ldots,-4$ | -3 | -2 | -1 | 0 | $1,2, \ldots, 10$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma=0$ | 0.2539 | 0.2539 | 0.2539 | 0.2539 | 0.2539 | 0.2539 | 0.2539 |
| $\gamma=0.1$ | 0.9998 | 0.2546 | 0.2546 | 0.2546 | 0.2546 | 0.2546 | 0.2546 |
| $\gamma=0.2$ | 0.9999 | 0.9999 | 0.2544 | 0.2544 | 0.2544 | 0.2544 | 0.2544 |
| $\gamma=0.3$ | 0.9999 | 0.9999 | 0.9999 | 0.2541 | 0.2541 | 0.2541 | 0.2541 |
| $\gamma=0.4$ | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.2552 | 0.2552 | 0.2552 |
| $\gamma=0.5$ | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.8331 | 0.2522 | 0.2522 |
| $\gamma=0.6$ | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.2449 | 0.2449 |
| $\gamma=0.7$ | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.2269 | 0.2269 |
| $\gamma=0.8$ | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.1992 | 0.1992 |
| $\gamma=0.9$ | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.1578 | 0.1578 |
| $\gamma=1$ | 0.9972 | 0.9972 | 0.9972 | 0.9972 | 0.9972 | 0.8331 | 0.1029 |

another 10000 data points for testing. We consider $\gamma \in$ $\{0,0.1, \ldots, 1\}$ and $\alpha \in\{-10,-9, \cdots, 0,1,2 \ldots, 10\}$. Based on 100 replications, the estimated classification errors are shown in Table IV. Generally, for a fixed $\gamma$, the prediction error is non-increasing as $\alpha$ increases. For a fixed $\alpha<0$, there is a threshold $\gamma_{0}$ such that SPMSVM performs inadequately at $\gamma \geq \gamma_{0}$. This is consistent with our theoretical analysis on the effects of $(\gamma, \alpha)$ in Section V-A. More specifically, Fisher consistency is a fundamental requirement for the successful implementation of classifiers. In terms of the proposed SPMSVM, the Fisher consistency may not hold when $\gamma \alpha+$ $1-\gamma \leq 0$ and hence unsatisfactory performance can be expected. In what follows, we consider $\gamma \in\{0,0.1, \ldots, 1\}$ and $\alpha \in\{-1,0,1\}$ for tuning of SPMSVM.

Next, we conduct comparison studies based on Example 1 under a variety of settings of $(n, d, \sigma)$. The average computational time of training and the label prediction errors of testing based on 100 replications are reported in Table V. As seen, SPMSVM achieves the most accurate label prediction in all the considered settings. As the dimension $d$ or the noise parameter $\sigma$ increases, the prediction accuracy of all methods deteriorates, which is consistent with our simulation designs. We also observe that the prediction error of SPMSVM decreases and approaches the Bayes error as the sample size $n$ grows, which indicates that SLS loss is Fisher consistent. In terms of training time, SPMSVM and REC are fairly comparable and they outperform the other MSVMs. On the other hand, Table VI exhibits the comparison results for Example 2 under the Gaussian kernel. SPMSVM is again the best classifier in terms of prediction accuracy, and it is computationally efficient.

Because only REC and SPMSVM can directly estimate the category probability and OVOSVM can heuristically provide some probabilistic outputs [46], [95], we present the estimated MAE and Brier score by these three MSVMs based on Examples 1 and 2 in Table VII. As seen, OVOSVM outperforms SPMSVM in several settings for linear learning of Example 1, while SPMSVM is uniformly better for nonlinear learning of Example 2, which implies that the heuristic method for probability estimation in OVOSVM is less efficient for datasets that are not linearly separable. It is important to recall that SPMSVM outperforms OVOSVM by a large margin in
terms of the classification performance even for the linear cases, as previously shown in Table V. Between SPMVM and REC, it is observed that SPMSVM outperforms REC for both criterion in all the simulation settings. This is reasonable as REC is a special case of SPMSVM with $\gamma=0.5$, and the results actually indicate that the optimal $\gamma$ for all the simulated data is not 0.5 . Moreover, the MAE is uniformly smaller than the corresponding Brier score as the exact distribution of data generating process is known and the true probability of category is available.

Our last simulation is intended to investigate the scalability of the proposed SPMSVM. The datasets are generated with the true signal linearly depending on a few covariates. The simulation settings are given as follows.

Example 3: We consider 10 categories and 10 covariates. Assume that $\operatorname{Pr}(Y=j)=0.1$, and the first two covariates of $[X \mid Y=j]$ follows $\mathcal{N}\left((\cos (j \pi / 5), \sin (j \pi / 5))^{\top}, 0.04 \boldsymbol{I}_{2}\right)$, where the 10 mean vectors are equally distributed on the unit circle. The other 8 covariates are i.i.d. $\mathcal{N}(0,0.01)$. Let the sizes of training, tuning and testing sets be 100000,100000 and 10000, respectively.

For each simulated data, we apply linear learning for all compared methods. In particular, we implement the linear SPMSVM using the glmnet package, as discussed in Section V-B. Similar to Example 1 and 2, we conduct 100 replications for different simulated dataset, and record the means of classification error, computational time for training a model, and probability estimation measures for those related methods. Because CSMSVM, GenSVM, RAMSVM and WWMSVM suffer from the memory or convergence issues, we only summarize the results for the other methods in Table VIII. As seen, SPMSVM enjoys the near-optimal performance comparing with the Bayes classifier, as well as more accurate estimated probability. It is evident that the running time of SPMSVM is considerably shorter than that of OVOSVM, indicating that the regression-based implementation for SPMSVM could scale very well to large data sizes.

## B. Real Data Analysis

In this subsection, we demonstrate the SPMSVM via seven real datasets available from open data sources. A summary of

TABLE V
Results of Label Prediction Error and Training Time for Example 1. The Estimated Bayes Error for $\sigma=0.5 / 0.7$ Is $0.0432 / 0.1534$, Respectively. The Bold Numbers Indicate the Best Results for That Setting. The Numbers in Parentheses Represent the Estimated Standard Errors


TABLE VI
Results of Label Prediction Error and Training Time for Example 2. The Estimated Bayes Error for $\sigma=0.3 / 0.4$ Is $0.2017 / 0.3386$, Respectively. The Bold Numbers Indicate the Best Results for That Setting. The Numbers in Parentheses Represent the Estimated Standard Errors

| $n$ | method | $\sigma=0.3$ |  | $\sigma=0.4$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\overline{\text { Error }} \overline{(\%)}$ | Timé( $\overline{\mathbf{s}}$ ) | Error $\overline{-\overline{\%}}$ ) | $\bar{T} \mathrm{~T} \times$ e(s) |
| 100 | OVOSVM | 42.75(0.0382) | 0.0153(0.0003) | 51.70(0.0296) | 0.0113(0.0210) |
|  | WWMSVM | 35.16(0.0401) | 0.0276(0.0043) | 47.96(0.0361) | 0.0201(0.0309) |
|  | CSMSVM | 38.72(0.0460) | $0.0219(0.0070)$ | 50.70(0.0326) | 0.0146(0.0165) |
|  | GenSVM | 38.18(0.0307) | 2.4571(5.7214) | 50.53(0.0303) | 1.2786(2.8758) |
|  | RAMSVM | 35.38(0.0263) | 0.2829(0.0475) | 47.22(0.0216) | $0.1335(0.0311)$ |
|  | REC | 38.13(0.0243) | 0.0089(0.0005) | 48.65(0.0225) | 0.0056(0.0103) |
|  | SPMSVM | 35.00(0.0251) | 0.0089(0.0010) | 46.56 (0.0205) | 0.0056(0.0102) |
| 200 | OVOSVM | 31.73(0.0242) | 0.0221(0.0035) | 44.18(0.0201) | 0.0141(0.0006) |
|  | WWMSVM | 29.11(0.0275) | 0.0423(0.0140) | 43.37(0.0337) | 0.0313(0.0286) |
|  | CSMSVM | 33.45(0.0397) | $0.0515(0.0394)$ | 46.71(0.0287) | 0.0306(0.0336) |
|  | GenSVM | 32.02(0.0202) | 0.1378(0.0953) | 45.77(0.0210) | 0.9135(2.5911) |
|  | RAMSVM | 29.47(0.0176) | 1.1826(0.1379) | 42.70(0.0171) | 0.5449(0.0955) |
|  | REC | 32.17(0.0204) | 0.0768(0.0047) | 44.01(0.0187) | 0.0272(0.0032) |
|  | SPMSVM | 29.05(0.0200) | $0.0779(0.0048)$ | 41.93(0.0169) | 0.0278(0.0033) |

these datasets is shown in Table IX, where $n_{\min } / n_{\text {max }}$ is the size of the minority/majority categories, respectively. The predictors of every dataset are standardized to have sample mean zero and standard deviation one. In our analysis, we randomly
split each dataset into three subsets with equal size for training, tuning and testing. Based on our preliminary investigation, we find that linear classifiers are sufficient, and hence only carry out linear learning for all compared methods. Since the

TABLE VII
Results of Probability Estimation Errors on All Simulated Examples for OVOSVM, REC and SPMSVM. The Bold Numbers Indicate the Best Results for That Setting


TABLE VIII
Results of Label Prediction Error, Probability Estimation Errors and Training Time for Example 3. The Estimated Bayes Error Is 0.1221 . The Numbers in Parentheses Represent the Estimated Standard Errors

|  | Error (\%) | MAE | Brier Score | Time (s) |
| :---: | :---: | :---: | :---: | :---: |
| OVOSVM | $12.35(0.0031)$ | $0.0200(0.0003)$ | $0.1512(0.0006)$ | $607.1286(155.4224)$ |
| REC | $13.21(0.0045)$ | $0.0145(9.1 \mathrm{E}-05)$ | $0.0753(6.8 \mathrm{E}-06)$ | $\mathbf{8 . 5 2 3 0}(1.7724)$ |
| SPMSVM | $\mathbf{1 2 . 2 2}(0.0034)$ | $\mathbf{0 . 0 1 1 5}(0.0001)$ | $\mathbf{0 . 0 6 4 7}(0.0004)$ | $8.7630(1.5660)$ |

TABLE IX
Summary of the Real Datasets

|  | Name (source) | $n$ | $d$ | $k$ | $n_{\min }$ | $n_{\max }$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset1 | wine (UCI, [96]) | 178 | 13 | 3 | 48 | 71 |
| Dataset2 | seeds (UCI, [96]) | 210 | 7 | 3 | 70 | 70 |
| Dataset3 | svmguide2 (LibSVM, [82]) | 391 | 20 | 3 | 53 | 221 |
| Dataset4 | red wine quality (UCI, [96]) | 1599 | 11 | 6 | 10 | 681 |
| Dataset5 | abalone (UCI, [96]) | 4177 | 8 | 28 | 1 | 689 |
| Dataset6 | waveform (version1) (UCI, [96]) | 5000 | 21 | 3 | 1647 | 1696 |
| Dataset7 | waveform (version2) (UCI, [96]) | 5000 | 40 | 3 | 1653 | 1692 |



Fig. 3. Plots of the average prediction errors on the serval real datasets for SPMSVM.
true probabilities for all datasets remain unknown, we only record the averages and standard deviations of prediction error and computational time for training based on 100 replications. The other settings are analogous to those in Section VI-A.

The results of prediction error and training time on the real datasets are reported in Table X. It is evident that the SPMSVM achieves the most accurate prediction for almost all the datasets and the difference with RAMSVM on Dataset 4 is actually negligible. On the other hand, the simplex-based

MSVMs, i.e., REC and SPMSVM, are more computationally efficient than the other MSVMs (note CSMSVM and RAMSVM do not converge within 48 hours for Datasets 5). Because REC is a special case of SPMSVM, it generally requires less computational time. It is important to note that prediction errors are generally large for Datasets 4 and 5 due to the imbalanced categories. Based on our investigation, the DNN-based methods also fail to provide a satisfactory solution for these two datasets and the prediction errors are respectively

TABLE X
Results of Label Prediction Error and Training Time for the Real Datasets. The Bold Numbers Indicate the Best Results for That Setting. The Numbers in Parentheses Represent the Estimated Standard Errors

|  |  | OVOSVM | WWMSVM | CSMSVM | GenSVM | RAMSVM | REC | SPMSVM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset1 | Error(\%) | 4.00 | 3.55 | 3.28 | 17.90 | 3.15 | 2.92 | 2.63 |
|  |  | (0.0242) | (0.0243) | (0.0253) | (0.2189) | (0.0237) | (0.0235) | (0.0231) |
|  | Time(s) | 0.0103 | 0.0124 | 0.0282 | 0.3752 | 0.0104 | 0.0002 | 0.0002 |
|  |  | (0.0002) | (0.0024) | (0.1422) | (0.3476) | (0.0048) | (0.0000) | (0.0000) |
| Dataset2 | Error(\%) | 8.07 | 7.91 | 7.56 | 11.53 | 5.63 | 4.24 | 4.21 |
|  |  | (0.0308) | (0.0357) | (0.0339) | (0.1590) | (0.0279) | (0.0205) | (0.0209) |
|  | Time(s) | 0.0095 | 0.0097 | 0.0105 | 0.7419 | 0.0647 | 0.0001 | 0.0001 |
|  |  | (0.0009) | (0.0020) | (0.0069) | (0.3956) | (0.0239) | (0.0000) | (0.0000) |
| Dataset3 | Error(\%) | 43.08 | 20.52 | 23.17 | 23.24 | 23.81 | 19.87 | 19.57 |
|  |  | (0.0340) | (0.0449) | (0.0744) | (0.0750) | (0.0448) | (0.0319) | (0.0327) |
|  | Time(s) | 0.0148 | 0.0138 | 2.9282 | 0.0200 | 0.2591 | 0.0002 | 0.0002 |
|  |  | (0.0005) | (0.0050) | (7.6993) | (0.0029) | (0.0051) | (0.0000) | (0.0000) |
| Dataset 4 | Error(\%) | 42.05 | 42.36 | 44.05 | 44.62 | 41.26 | 42.63 | 41.27 |
|  |  | (0.0194) | (0.0199) | (0.0218) | (0.0604) | (0.0184) | (0.0191) | (0.0188) |
|  | Time(s) | 0.0795 | 0.6653 | 4.0061 | 0.9274 | 17.7286 | 0.0003 | 0.0003 |
|  |  | (0.0058) | (3.7303) | (10.4527) | (0.5920) | (9.8677) | (0.0002) | (0.0000) |
| Dataset5 | Error(\%) | 75.87 | 80.13 |  | 77.49 |  | 76.35 | 75.67 |
|  |  | (0.0114) | (0.0475) |  | (0.0390) |  | (0.0124) | (0.0120) |
|  | Time(s) | 0.4113 | 0.6582 |  | 5.7848 |  | 0.0044 | 0.0061 |
|  |  | (0.0228 | (0.7175) | - | (1.8324) | - | (0.0005) | (0.0010) |
| Dataset6 | Error(\%) | 13.88 | 13.43 | 13.49 | 19.82 | 13.10 | 14.29 | 13.08 |
|  |  | (0.0075) | (0.0071) | (0.0058) | (0.1452) | (0.0069) | (0.0002) | (0.0002) |
|  | Time(s) | 0.3115 | 2.2850 | 0.1434 | 0.3258 | 3.2705 | 0.0068 | 0.0090 |
|  |  | (0.0159) | (6.3520) | (0.0352) | (0.1206) | (1.8656) | (0.0000) | (0.0000) |
| Dataset7 | Error(\%) | 14.98 | 13.97 | 14.01 | 25.95 | 13.87 | 14.79 | 13.68 |
|  |  | (0.0082) | (0.0069) | (0.0069) | (0.1865) | (0.0073) | (0.0004) | (0.0004) |
|  | Time(s) | 0.3015 | 1.2326 | 1.1259 | 5.7450 | 2.7100 | 0.0069 | 0.0075 |
|  |  | (0.0184) | (4.9568) | (3.2714) | (3.5786) | (0.6563) | (0.0000) | (0.0001) |

0.6791 and 0.9199 if the standard multilayer perceptron is employed. Therefore, more advanced methods are needed to improve the performance in presence of imbalanced categories. For example, the weighted learning and cost-sensitive learning could be promising tools for imbalanced classification [97], [98], [99], [100], and see some survey papers, [101], [102], [103], for more advanced methods.

Recall that the classifier in [53] corresponds to SPMSVM with $\gamma=0$ and the classifier in [43] (REC) is a special case of SPMSVM with $\gamma=0.5$. To further illustrate the gained advantage of SPMSVM over these two existing methods, Figure 3 provides a visualization of the effect of $\gamma$ in SPMSVM, whose pattern changes for three different datasets (Datasets 2, 3 and 5). According to Figure 3, these two methods yield the suboptimal performances for the three datasets, while the SPMSVM achieves more accurate prediction due to the flexible $\gamma$.
Overall, the effectiveness of the SPMSVM has been verified by the simulated and real datasets. The SPMSVM can provide the label prediction and probability estimation simultaneously, and enjoy the convenience of computation.

## VII. CONCLUSION

This study provides a systematic analysis on simplex-based proximal MSVM. Two distinct features of the proposed SPMSVM are a flexible family of squared loss functions and a simplex-based framework. Compared to regular MSVMs, the general closed-form solution for SPMSVM was derived, which is established by solving a unconstrained linear system. Furthermore, the linear SPMSVM was converted to a
weighted regression problem and hence is highly scalable by using the well-developed regression solvers. In addition to the label prediction, estimation of the category probability was also achieved by using the SPMSVM. Theoretically, the SPMSVM was shown to cover many existing MSVMs and own many statistical properties, some of which are rarely discussed in the literature of MSVMs. Numerical results demonstrated that the SPMSVM outperforms most existing MSVMs in terms of the computational speed and the prediction accuracy, and it can be a competitive and promising multicategory classifier in a variety of application domains.

One important future direction is to scale the SPMSVM to extremely large datasets (e.g., millions of observations). In our study, we established two possible implementations for SPMSVM: one is to directly use the closed-form solution (31) and the other is to apply the advanced solver for the regression-based formulation (33). Our suggestion is that when there are at most 10 k observations, the solver using the closed-form solution is more suitable, while the regression-based implementation is preferable if the dataset contains over 10k observations. On the other hand, when the datasets are beyond the capacity of a single/center machine and there are communication bandwidth constraints, more advanced techniques have to be invoked. One possible way is to use the parallel computation where the data are stored at different machines in a distributed manner. In such cases, distributed statistical learning algorithms have to be developed. For more technical details, we refer readers to [104], [105], and [106] and a recent survey paper by [107].

## Appendix A Technical Proofs

Lemma 1 implies that $\mathbf{W}$ has the full rank $k-1$.
Lemma 1: For the matrix $\mathbf{W}, \mathbf{W} \mathbf{W}^{\top}=\frac{k}{k-1} \mathbf{I}_{k-1}$.
Proof of Lemma 1: By the definition of $\mathbf{W}$, we know that

$$
\mathbf{W}^{\top} \mathbf{W}=\frac{k}{k-1} \mathbf{I}_{k}-\frac{1}{k-1} \mathbf{1}_{k} \mathbf{1}_{k}^{\top}
$$

By left multiplying $\mathbf{W}$, we have $\mathbf{W} \mathbf{W}^{\top} \mathbf{W}=\frac{k}{k-1} \mathbf{W}$, which implies $\left(\mathbf{W} \mathbf{W}^{\top}-\frac{k}{k-1} \mathbf{I}_{k-1}\right) \mathbf{W}=\mathbf{0}$. Since $\mathbf{W}$ has rank $k-1$, we can find $k-1$ independent columns as an invertible submatrix $\widetilde{\mathbf{W}}$. Hence, we know $\left(\mathbf{W} \mathbf{W}^{\top}-\frac{k}{k-1} \mathbf{I}_{k-1}\right) \widetilde{\mathbf{W}}=\mathbf{0}$, which implies $\mathbf{W} \mathbf{W}^{\top}=\frac{k}{k-1} \mathbf{I}_{k-1}$.

Proof of Proposition 1: For a fixed $\boldsymbol{x} \in \mathcal{X}$, let $\boldsymbol{g}=$ $\left(g_{1}(\boldsymbol{x}), \ldots, g_{k}(\boldsymbol{x})\right)^{\top}$ and $\boldsymbol{f}=\left(f_{1}(\boldsymbol{x}), \ldots, f_{k-1}(\boldsymbol{x})\right)^{\top}$. Denote $S_{1}=\left\{\boldsymbol{g} \in \mathbb{R}^{k} \mid \sum_{j=1}^{k} g_{j}=\mathbf{0}\right\}$ and $S_{2}=\left\{\mathbf{W}^{\top} \boldsymbol{f} \in\right.$ $\left.\mathbb{R}^{k} \mid \boldsymbol{f} \in \mathbb{R}^{k-1}\right\}$. We prove $S_{1}=S_{2}$ in two directions.

- First, for any $\boldsymbol{g} \in S_{\underline{1}}$, we can find $\boldsymbol{f}=\left(1-\frac{1}{k}\right) \mathbf{W} \boldsymbol{g} \in$ $\mathbb{R}^{k-1}$ such that $\mathbf{W}^{\top} \boldsymbol{f}=\left(1-\frac{1}{k}\right) \mathbf{W}^{\top} \mathbf{W} \boldsymbol{g} \stackrel{\left(\mathbf{I}_{k}-\right.}{=}$ $\left.\frac{1}{k} \mathbf{1}_{k} \mathbf{1}_{k}^{\top}\right) \boldsymbol{g}=\boldsymbol{g} \in S_{2}$. Hence, $S_{1} \subseteq S_{2}$ holds.
- Reversely, for any $\boldsymbol{g}^{\prime} \in S_{2}$, then there exists a $\boldsymbol{f} \in \mathbb{R}^{k-1}$ such that $\boldsymbol{g}^{\prime}=\mathbf{W}^{\top} \boldsymbol{f}$. Furthermore, we have $\sum_{j=1}^{k} g_{j}^{\prime}=$ $\mathbf{1}_{k}^{\top} \boldsymbol{g}^{\prime}=\mathbf{1}_{k}^{\top} \mathbf{W}^{\top} \boldsymbol{f}=\left(\mathbf{W} \mathbf{1}_{k}\right)^{\top} \boldsymbol{a}=0$, which implies that $\boldsymbol{g}^{\prime} \in S_{1}$. So $S_{2} \subseteq S_{1}$.
Thus, $S_{1}=S_{2}$. By the arbitrariness of $\boldsymbol{x}$, we have $\mathcal{G}=\mathcal{G}^{\prime}$.
Proof of Proposition 2: We first show that $\mathcal{L}(\mathbf{u}, y)=$ $\gamma\left(\alpha-\left\langle\mathbf{u}, \mathbf{w}_{y}\right\rangle\right)^{2}+(1-\gamma) \sum_{j \neq y}\left(1+\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)^{2}$ is 2-Nemitski loss function with $p=2$.

$$
\begin{aligned}
& \mathcal{L}(\mathbf{u}, y) \\
= & \gamma\left(\alpha-\left\langle\mathbf{u}, \mathbf{w}_{y}\right\rangle\right)^{2}+(1-\gamma) \sum_{j \neq y}\left(1+\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)^{2} \\
= & \gamma \alpha^{2}+(1-\gamma)(k-1)-2(\gamma \alpha+1-\gamma)\left\langle\mathbf{u}, \mathbf{w}_{y}\right\rangle \\
& +\mathbf{u}^{\top}\left(\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+(2 \gamma-1) \mathbf{w}_{y} \mathbf{w}_{y}^{\top}\right) \mathbf{u} \\
\leq & \gamma \alpha^{2}+(1-\gamma)(k-1)+|\gamma \alpha+1-\gamma|\left(1+\|\mathbf{u}\|^{2}\right)+\frac{k}{k-1}\|\mathbf{u}\|^{2} \\
= & \gamma \alpha^{2}+(1-\gamma)(k-1)+|\gamma \alpha+1-\gamma| \\
& +\left(|\gamma \alpha+1-\gamma|+\frac{k}{k-1}\right)\|\mathbf{u}\|^{2} .
\end{aligned}
$$

The matrix $\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+(2 \gamma-1) \mathbf{w}_{y} \mathbf{w}_{y}^{\top}$ has eigenvalues $\frac{k(1-\gamma)}{k-1}$ and $\frac{k(1-\gamma)}{k-1}+2 \gamma-1$, smaller than $\frac{k}{k-1}$ for any $\gamma \in[0,1]$.

Note that the Hessian matrix is $\nabla^{2} \mathcal{L}(\mathbf{u}, y)=\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+$ $(2 \gamma-1) \mathbf{w}_{y} \mathbf{w}_{y}^{\top} \succeq \mathbf{0}$. Therefore, $\mathcal{L}(\mathbf{u}, y)$ is convex and continuous. Theorem 1 in the appendix of [32] ensures that $\mathcal{E}: L_{2}\left(\mathcal{P}_{X}\right) \mapsto \mathbb{R}_{+}$is a well defined, convex and continuous functional.

Proof of Proposition 3: Let $f^{*}: \mathcal{X} \mapsto \mathbb{R}^{k-1}$ be the minimizer of $\mathcal{E}(\boldsymbol{f})$, then $\boldsymbol{f}^{*}$ satisfies $\nabla \mathcal{E}\left(\boldsymbol{f}^{*}\right)=\mathbf{0}$. Theorem 1 in the appendix of [32] also guarantees that $f^{*}(\boldsymbol{x})$ minimizes the conditional $\mathcal{L}$-risk $\mathcal{S}_{\boldsymbol{x}}(\mathbf{u})$ for any $\boldsymbol{x} \in \mathcal{X}$. Denote $\mathbf{A}(\boldsymbol{x})=$ $\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+(2 \gamma-1) \sum_{j=1}^{k} P_{j}(\boldsymbol{x}) \mathbf{w}_{j} \mathbf{w}_{j}^{\top}$ and $b=\gamma \alpha+1-\gamma$,
we can write

$$
\begin{aligned}
& \mathcal{S}_{\boldsymbol{x}}(\mathbf{u})=\sum_{j=1}^{k} P_{j} \mathcal{L}(\mathbf{u}, j) \\
= & \mathbf{u}^{\top} \mathbf{A}(\boldsymbol{x}) \mathbf{u}-2 b \sum_{j=1}^{k}\left\langle\mathbf{u}, P_{j} \mathbf{w}_{j}\right\rangle+\gamma \alpha^{2}+(1-\gamma)(k-1) .
\end{aligned}
$$

Let $a_{j}=\frac{1}{(2 \gamma-1) P_{j}+1-\gamma}$ for $j=1, \ldots, k$. Setting the first derivatives to be zero gives

$$
\begin{equation*}
\left(\sum_{j=1}^{k} \frac{2}{a_{j}} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}\right) \mathbf{u}^{*}-2 b \sum_{j=1}^{k} P_{j} \mathbf{w}_{j}=\mathbf{0} \tag{34}
\end{equation*}
$$

Since the matrix $\sum_{j=1}^{k} \frac{2}{a_{j}} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}$ is positive definite, (34) has an unique solution $\boldsymbol{f}^{*}(\boldsymbol{x})=\mathbf{u}^{*}$. Denote $s_{j}=\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle$ for $j=1, \ldots, k$. We can rewrite (34) as

$$
\sum_{j=1}^{k}\left(s_{j} / a_{j}-b P_{j}\right) \mathbf{w}_{j}=\mathbf{0}
$$

By the property of $\mathbf{W}$, for $j=1, \ldots, k$, we have

$$
s_{j} / a_{j}-b P_{j}=C \Rightarrow s_{j}=a_{j}\left(b P_{j}+C\right)
$$

Thanks to the condition $\sum_{j=1}^{k} s_{j}=0$, we have

$$
0=\sum_{j=1}^{k} a_{j}\left(b P_{j}+C\right)=C \sum_{j=1}^{k} a_{j}+b \sum_{j=1}^{k} a_{j} P_{j}
$$

Thus, we get $C=-\frac{b \sum_{j=1}^{k} a_{j} P_{j}}{\sum_{j=1}^{k} a_{j}}$ and

$$
s_{j}=b a_{j}\left(P_{j}-\frac{\sum_{t=1}^{k} a_{t} P_{t}}{\sum_{t=1}^{k} a_{t}}\right), j=1, \ldots, k
$$

Solving the $k$ linear equations $\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle=s_{j}$, we have

$$
\mathbf{u}^{*}=\left(\mathbf{W} \mathbf{W}^{\top}\right)^{-1} \sum_{j=1}^{k} s_{j} \mathbf{w}_{j}=\frac{k-1}{k} \sum_{j=1}^{k} s_{j} \mathbf{w}_{j}
$$

where the last equation holds by Lemma 1 . When $\boldsymbol{x}$ varies in $\mathcal{X}$, we get the desired closed-form of $f^{*}(\boldsymbol{x})=\mathbf{u}^{*}$ at a fixed $x \in \mathcal{X}$. Specifically, we have

$$
\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle= \begin{cases}(\alpha+1)\left(P_{j}-\frac{1}{k}\right), & \text { if } \gamma=0.5  \tag{35}\\ \frac{b}{2 \gamma-1}\left(1-\frac{k a_{j}}{\sum_{t=1}^{k} a_{t}}\right), & \text { if } \gamma \neq 0.5\end{cases}
$$

Last, we show that $f^{*} \in L_{2}\left(\mathcal{X}, P_{X}\right)$. Note that

$$
\begin{aligned}
\left\|\boldsymbol{f}^{*}(\boldsymbol{x})\right\|^{2} & =\left(\frac{k-1}{k}\right)^{2}\left(\sum_{j=1}^{k} s_{j} \mathbf{w}_{j}\right)^{\top}\left(\sum_{j=1}^{k} s_{j} \mathbf{w}_{j}\right) \\
& =\frac{k-1}{k} \sum_{t=1}^{k} s_{t}^{2} \\
& \leq\left\{\begin{array}{cl}
\left(\frac{k-1}{k}\right)^{2}(\alpha+1)^{2}, & \text { if } \gamma=0.5 \\
\frac{(k-1)^{2} b^{2}}{(2 \gamma-1)^{2}}, & \text { if } \gamma \neq 0.5
\end{array}\right.
\end{aligned}
$$

So $f^{*}$ is almost surely bounded and belongs to $L_{2}\left(\mathcal{P}_{X}\right)$.
Proof of Theorem 1: By Proposition 3 and $\gamma \alpha+1-\gamma>$ 0 , following (35), we can verify that $P_{i}>P_{j} \Longleftrightarrow\left\langle\boldsymbol{f}^{*}, \mathbf{w}_{i}\right\rangle>$
$\left\langle\boldsymbol{f}^{*}, \mathbf{w}_{j}\right\rangle$. Hence, we have $\operatorname{argmax}_{j} P_{j}=\operatorname{argmax}_{j}\left\langle\boldsymbol{f}^{*}, \mathbf{w}_{j}\right\rangle$, and Fisher consistency easily follows.

Proof of Theorem 2: When $\gamma=\frac{1}{2}$, by Proposition 3, we know $\boldsymbol{f}^{*}=\frac{(k-1)(\alpha+1)}{k} \sum_{j=1}^{k} P_{j} \mathbf{w}_{j}$ and $s_{j}^{*}=(\alpha+1) P_{j}-$ $\frac{\alpha+1}{k}$. Hence, we have $P_{j}=\frac{1}{\alpha+1} s_{j}^{*}+\frac{1}{k}$. Recall the condition (34), we know

$$
\sum_{j=1}^{k}\left[(2 \gamma-1) s_{j}^{*} P_{j}-b P_{j}+(1-\gamma) s_{j}^{*}\right] \mathbf{w}_{j}=\mathbf{0}
$$

and $(2 \gamma-1) s_{j}^{*} P_{j}-b P_{j}+(1-\gamma) s_{j}^{*}=C$ for any $j$. Let $d_{j}=(1-\gamma) s_{j}^{*}$ and $c_{j}=\frac{1}{(2 \gamma-1) s_{j}^{*}-b}$. We get

$$
\frac{1}{c_{j}} P_{j}+d_{j}=C \Rightarrow P_{j}=c_{j}\left(C-d_{j}\right) .
$$

Since $\sum_{j=1}^{k} P_{j}=1$, we have $C=\frac{1+\sum_{j=1}^{k} c_{j} d_{j}}{\sum_{j=1}^{k} c_{j}}$ and

$$
P_{j}=\frac{1+\sum_{t=1}^{k} c_{t} d_{t}}{\sum_{t=1}^{k} c_{t}} c_{j}-c_{j} d_{j}
$$

Plugging $d_{j}$ 's into $P_{j}$ 's and using some tedious algebra, the desired results are established.

Proof of Theorem 3: Define $\mathbf{A}=\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+$ $(2 \gamma-1) \sum_{j=1}^{k} P_{j}(\boldsymbol{x}) \mathbf{w}_{j} \mathbf{w}_{j}^{\top}$, where the dependence on $\boldsymbol{x}$ is omitted. Assume $\lambda_{\min }(\mathbf{A})$ is the smallest eigenvalue of $\mathbf{A}$. Denote $\mathcal{X}_{\boldsymbol{f}}=\left\{\boldsymbol{x} \in \mathcal{X} \mid \mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x}) \neq \mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})\right\}$ and $b=\gamma \alpha+1-\gamma>0$. By definition, the excess $\mathcal{L}$-risk is

$$
\begin{align*}
& \mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*} \\
= & \int_{\mathcal{X}} \sum_{j=1}^{k} P_{j}(\boldsymbol{x})\left\{\mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), j)-\mathcal{L}\left(\boldsymbol{f}^{*}(\boldsymbol{x}), j\right)\right\} d P(\boldsymbol{x}) \\
= & \int_{\mathcal{X}}\left\{\sum_{j=1}^{k} 2 b\left\langle\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x}), P_{j}(\boldsymbol{x}) \mathbf{w}_{j}\right\rangle\right. \\
& \left.+\boldsymbol{f}^{\top}(\boldsymbol{x}) \mathbf{A} \boldsymbol{f}(\boldsymbol{x})-\boldsymbol{f}^{* \top}(\boldsymbol{x}) \mathbf{A} \boldsymbol{f}^{*}(\boldsymbol{x})\right\} d P(\boldsymbol{x}) \\
= & \int_{\mathcal{X}}\left\{\boldsymbol{f}^{\top}(\boldsymbol{x}) \mathbf{A} \boldsymbol{f}(\boldsymbol{x})+\boldsymbol{f}^{* \top}(\boldsymbol{x}) \mathbf{A} \boldsymbol{f}^{*}(\boldsymbol{x})\right. \\
& \left.-2 \boldsymbol{f}^{* \top}(\boldsymbol{x}) \mathbf{A} \boldsymbol{f}(\boldsymbol{x})\right\} d P(\boldsymbol{x}) \\
= & \int_{\mathcal{X}}\left(\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{f}^{*}(\boldsymbol{x})\right)^{\top} \mathbf{A}\left(\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{f}^{*}(\boldsymbol{x})\right) d P(\boldsymbol{x}) \\
\geq & \lambda_{\min }(\mathbf{A}) \int_{\mathcal{X}}\left\|\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{f}^{*}(\boldsymbol{x})\right\|^{2} d P(\boldsymbol{x}) . \tag{36}
\end{align*}
$$

(i) Case $\gamma=\frac{1}{2}$. Since $\mathbf{A}=\frac{k}{2(k-1)} \mathbf{I}_{k-1}$ and $\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}=$ $\frac{k}{2(k-1)} \int_{\mathcal{X}}\left\|\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x})\right\|^{2} d P(\boldsymbol{x})$, the excess misclassification risk is

$$
\begin{aligned}
& \mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \\
= & \int_{\mathcal{X}_{\boldsymbol{f}}}\left\{P_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}(\boldsymbol{x})-P_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}(\boldsymbol{x})\right\} d P(\boldsymbol{x}) \\
= & \int_{\mathcal{X}_{\boldsymbol{f}}} \frac{1}{\alpha+1}\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle d P(\boldsymbol{x}) \\
= & \frac{1}{\alpha+1} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle\right. \\
& \left.+\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle\right\} d P(\boldsymbol{x})
\end{aligned}
$$

$$
\leq \frac{1}{\alpha+1} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\langle\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle d P(\boldsymbol{x})
$$

Moreover, using Jensen and Cauchy-Schwarz inequalities, we can write

$$
\begin{aligned}
& \left\{\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}\right\}^{2} \\
\leq & \frac{1}{(\alpha+1)^{2}} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle\right\}^{2} d P(\boldsymbol{x}) \\
\leq & \frac{2 k}{(k-1)(\alpha+1)^{2}} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\|\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x})\right\|^{2} d P(\boldsymbol{x}) \\
= & \frac{4}{(\alpha+1)^{2}}\left\{\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}\right\} .
\end{aligned}
$$

Taking square roots, the result for $\gamma=\frac{1}{2}$ in (16) follows.
In what follows, we consider the case $\gamma \neq \frac{1}{2}$. By Proposition 3, we know $\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle=\frac{b}{2 \gamma-1}\left(1-\frac{k a_{j}}{\sum_{t=1}^{k} a_{t}}\right)$, where $a_{j}=\frac{1}{(2 \gamma-1) P_{j}+1-\gamma}$ for $j=1, \ldots, k$. By Theorem 2, we have $P_{j}(\boldsymbol{x})=\left(1+\frac{k(1-\gamma)}{2 \gamma-1}\right) \frac{c_{j}}{\sum_{i=1}^{k} c_{i}}-\frac{1-\gamma}{2 \gamma-1}$ with $c_{j}=$ $\frac{1}{(2 \gamma-1)\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle-b}$ for $j=1, \ldots, k$. One can verify that each $c_{j}=-\frac{k b a_{j}}{\sum_{t=1}^{k} a_{t}}<0$. The corresponding excess misclassification risk is

$$
\begin{align*}
& \mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \\
= & \int_{\mathcal{X}_{\boldsymbol{f}}}\left\{P_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}(\boldsymbol{x})-P_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}(\boldsymbol{x})\right\} d P(\boldsymbol{x}) \\
= & \int_{\mathcal{X}_{\boldsymbol{f}}}\left(1+\frac{k(1-\gamma)}{2 \gamma-1}\right) \frac{c_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}}{\sum_{t=1}^{k} c_{t}}\left\{\frac{c_{\mathcal{C}_{f^{*}}(\boldsymbol{x})}}{c_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}}-1\right\} d P(\boldsymbol{x}) \\
\leq & {[2 \gamma-1+k(1-\gamma)] \int_{\mathcal{X}_{\boldsymbol{f}}} \frac{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle}{b-(2 \gamma-1)\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}\right\rangle} d P(\boldsymbol{x}) . } \tag{37}
\end{align*}
$$

Note that $\mathbf{A}=\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+(2 \gamma-1) \sum_{j=1}^{k} P_{j}(\boldsymbol{x}) \mathbf{w}_{j} \mathbf{w}_{j}^{\top}=$ $\sum_{j=1}^{k}\left\{\gamma P_{j}(\boldsymbol{x})+(1-\gamma)\left(1-P_{j}(\boldsymbol{x})\right)\right\} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}$, we know

$$
\begin{equation*}
\lambda_{\min }(\mathbf{A}) \geq \min _{j} \frac{k}{k-1}\left\{\gamma P_{j}(\boldsymbol{x})+(1-\gamma)\left(1-P_{j}(\boldsymbol{x})\right)\right\} \geq \frac{k \delta}{k-1} \tag{38}
\end{equation*}
$$

(ii) Case $\gamma \in\left[0, \frac{1}{2}\right)$. Since $\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{f^{*}}(\boldsymbol{x})}\right\rangle \geq 0$ and $\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle \leq 0$, according to (37), the excess misclassification risk is

$$
\begin{aligned}
& \mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \\
\leq & {[2 \gamma-1+k(1-\gamma)] \int_{\mathcal{X}_{\boldsymbol{f}}} \frac{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle}{b+(1-2 \gamma)\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}\right\rangle} d P(\boldsymbol{x}) } \\
\leq & \frac{2 \gamma-1+k(1-\gamma)}{b} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle\right\} d P(\boldsymbol{x}) \\
\leq & \frac{2 \gamma-1+k(1-\gamma)}{b} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle\right\} d P(\boldsymbol{x}) .
\end{aligned}
$$

Combining (36) and (38), we have

$$
\begin{aligned}
& \left\{\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}\right\}^{2} \\
\leq & \left(\frac{2 \gamma-1+k(1-\gamma)}{b}\right)^{2} \frac{2 k}{k-1} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\|\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x})\right\|^{2} d P(\boldsymbol{x}) \\
\leq & \frac{2[2 \gamma-1+k(1-\gamma)]^{2}}{\delta b^{2}}\left\{\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}\right\} .
\end{aligned}
$$

(iii) Case $\gamma \in\left(\frac{1}{2}, \mathbf{1}\right]$. Under Assumption 2, we have $\frac{1}{1-\delta} \leq$ $a_{j}=\frac{1}{\gamma P_{j}(\boldsymbol{x})+(1-\gamma)\left(1-P_{j}(\boldsymbol{x})\right)} \leq \frac{1}{\delta}$. By (35) and (37), the corresponding excess misclassification risk is

$$
\begin{aligned}
& \mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \\
& \leq {[2 \gamma-1+k(1-\gamma)] } \\
& \int_{\mathcal{X}_{\boldsymbol{f}}} \frac{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle}{b-(2 \gamma-1)\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\left.\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})\right\rangle}\right.} d P(\boldsymbol{x}) \\
&= \frac{2 \gamma-1+k(1-\gamma)}{b} \int_{\mathcal{X}_{\boldsymbol{f}}} \frac{\sum_{t=1}^{k} a_{t}}{k a_{\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})}^{k}}\left\{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle\right\} d P(\boldsymbol{x}) \\
& \leq \frac{[2 \gamma-1+k(1-\gamma)](1-\delta)}{b \delta} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\{\left\langle\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{\mathcal{C}_{\boldsymbol{f}^{*}(\boldsymbol{x})}}-\mathbf{w}_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}\right\rangle\right\} d P(\boldsymbol{x}) .
\end{aligned}
$$

Combining (36) and (38), we have

$$
\begin{aligned}
& \left\{\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}\right\}^{2} \\
\leq & \left(\frac{[2 \gamma-1+k(1-\gamma)](1-\delta)}{b \delta}\right)^{2} \frac{2 k}{k-1} \int_{\mathcal{X}_{\boldsymbol{f}}}\left\|\boldsymbol{f}^{*}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{x})\right\|^{2} d P(\boldsymbol{x}) \\
\leq & \frac{2[\{2 \gamma-1+k(1-\gamma)\}(1-\delta)]^{2}}{b^{2} \delta^{3}}\left\{\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}\right\} .
\end{aligned}
$$

Summarizing the results in Case (i), (ii) and (iii), the proof is complete.

To prove Theorem 4, we first show the following lemma.
Lemma 2: The generalised Tsybakov condition is equivalent to that for all $f \in L_{2}\left(\mathcal{P}_{X}\right)$ :

$$
P\left(\mathcal{X}_{\boldsymbol{f}}\right) \leq C_{a}\left\{\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}\right\}^{\frac{a}{a+1}}
$$

where $C_{a}=(a+1) C^{\frac{1}{a+1}} a^{-\frac{a}{a+1}}>0$ is a constant depending on $a$.

Proof of Lemma 2: Since SLS loss is Fisher consistent, we have $\mathcal{C}_{f^{*}}$ is Bayes optimal, which implies that the index (1) in $P_{(1)}(\boldsymbol{x})$ is $\mathcal{C}_{\boldsymbol{f}^{*}}(\boldsymbol{x})$. Denote $m_{\boldsymbol{f}}(\boldsymbol{x}) \triangleq P_{\mathcal{C}_{f^{*}}(\boldsymbol{x})}(\boldsymbol{x})-$ $P_{\mathcal{C}_{\boldsymbol{f}}(\boldsymbol{x})}(\boldsymbol{x})$. Therefore, $m_{\boldsymbol{f}}(\boldsymbol{x}) \geq P_{(1)}(\boldsymbol{x})-P_{(2)}(\boldsymbol{x})$, and further

$$
\begin{aligned}
& \mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \\
= & \int_{\mathcal{X}_{\boldsymbol{f}}} m_{\boldsymbol{f}}(\boldsymbol{x}) d P(\boldsymbol{x}) \\
\geq & \int_{\mathcal{X}_{\boldsymbol{f}}} m_{\boldsymbol{f}}(\boldsymbol{x}) \mathbb{1}\left(m_{\boldsymbol{f}}(\boldsymbol{x}) \geq t\right) d P(\boldsymbol{x}) \\
\geq & t\left(\int_{\mathcal{X}} \mathbb{1}\left(m_{\boldsymbol{f}}(\boldsymbol{x}) \geq t\right) d P(\boldsymbol{x})-\int_{\mathcal{X} \backslash \mathcal{X}_{\boldsymbol{f}}} \mathbb{1}\left(m_{\boldsymbol{f}}(\boldsymbol{x}) \geq t\right) d P(\boldsymbol{x})\right) \\
\geq & t\left(1-\int_{\mathcal{X}} \mathbb{1}\left(m_{\boldsymbol{f}}(\boldsymbol{x})<t\right) d P(\boldsymbol{x})-\int_{\mathcal{X} \backslash \mathcal{X}_{\boldsymbol{f}}} 1 d P(\boldsymbol{x})\right) \\
\geq & t\left(1-C t^{a}-P\left(\mathcal{X} \backslash \mathcal{X}_{\boldsymbol{f}}\right)\right)=t\left(P\left(\mathcal{X}_{\boldsymbol{f}}\right)-C t^{a}\right) .
\end{aligned}
$$

Now taking the minimum of the above bound with respect to $t$, we get $t^{*}=\left(\frac{P\left(\mathcal{X}_{f}\right)}{C(a+1)}\right)^{\frac{1}{a}}$. Finally plugging $t^{*}$ in the bound, we get $\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*} \geq \frac{a}{C^{\frac{1}{a}}(a+1)^{\frac{a+1}{a}}}\left\{P\left(\mathcal{X}_{\boldsymbol{f}}\right)\right\}^{\frac{a+1}{a}}$. This shows that

$$
P\left(\mathcal{X}_{\boldsymbol{f}}\right) \leq(\alpha+1) C^{\frac{1}{a+1}} a^{-\frac{a}{a+1}}\left\{\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}\right\}^{\frac{a}{a+1}}
$$

Define $C_{a}=(a+1) C^{\frac{1}{a+1}} a^{-\frac{a}{a+1}}$, then the desired result is established.

Proof of Theorem 4: If $t \leq m_{\boldsymbol{f}}(\boldsymbol{x})$, then $\operatorname{tm}_{\boldsymbol{f}}(\boldsymbol{x}) \leq$ $m_{\boldsymbol{f}}^{2}(\boldsymbol{x})$ and therefore $m_{\boldsymbol{f}}(\boldsymbol{x}) \leq \frac{m_{f}^{2}(\boldsymbol{x})}{t}$. Note that

$$
\begin{aligned}
\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}= & \int_{\mathcal{X}_{\boldsymbol{f}}} m_{\boldsymbol{f}}(\boldsymbol{x}) d P(\boldsymbol{x}) \\
= & \int_{\mathcal{X}_{\boldsymbol{f}}} m_{\boldsymbol{f}}(\boldsymbol{x}) \mathbb{1}\left(m_{\boldsymbol{f}}(\boldsymbol{x}) \leq t\right) d P(\boldsymbol{x}) \\
& +\int_{\mathcal{X}_{\boldsymbol{f}}} m_{\boldsymbol{f}}(\boldsymbol{x}) \mathbb{1}\left(m_{\boldsymbol{f}}(\boldsymbol{x})>t\right) d P(\boldsymbol{x}) \\
\leq & t P\left(\mathcal{X}_{\boldsymbol{f}}\right)+\frac{1}{t} \int_{\mathcal{X}_{\boldsymbol{f}}} m_{\boldsymbol{f}}^{2}(\boldsymbol{x}) d P(\boldsymbol{x}) \\
\leq & t C_{a}\left\{\mathcal{R}\left(\mathcal{C}_{\boldsymbol{f}}\right)-\mathcal{R}^{*}\right\}^{\frac{a}{a+1}}+\frac{C_{\gamma}^{2}}{t}\left\{\mathcal{E}(\boldsymbol{f})-\mathcal{E}^{*}\right\} .
\end{aligned}
$$

In the last inequality we used Theorem 3 and Lemma 2. Minimizing the right hand side of the above inequality over $t$, we get the result (18).

Proof of Theorem 5: Let $V_{1}(u)=(\alpha-u)^{2}$ and $V_{2}(u)=$ $(1-u)^{2}$. Note that

$$
\begin{aligned}
\mathcal{S}_{\boldsymbol{x}}(\mathbf{u}) & =\sum_{j=1}^{k} \mathcal{L}(\mathbf{u}, j) P_{j} \\
& =\sum_{j=1}^{k} P_{j}\left[\gamma V_{1}\left(\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)+(1-\gamma) \sum_{i \neq j} V_{2}\left(-\left\langle\mathbf{u}, \mathbf{w}_{i}\right\rangle\right)\right] \\
& =\sum_{j=1}^{k}\left[\gamma P_{j} V_{1}\left(\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)+(1-\gamma)\left(1-P_{j}\right) V_{2}\left(-\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)\right] .
\end{aligned}
$$

By definition, $\Delta \mathcal{S}_{\boldsymbol{x}}(\mathbf{u})=\mathcal{S}_{\boldsymbol{x}}(\mathbf{u})-\mathcal{S}_{\boldsymbol{x}}\left(\mathbf{u}^{*}\right)$. We can rewrite the RHS of the display as

$$
\begin{aligned}
& \sum_{j=1}^{k}\left[\gamma P_{j} V_{1}\left(\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)+(1-\gamma)\left(1-P_{j}\right) V_{2}\left(-\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)\right] \\
- & \sum_{j=1}^{k}\left[\gamma P_{j} V_{1}\left(\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle\right)+(1-\gamma)\left(1-P_{j}\right) V_{2}\left(-\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle\right)\right] .
\end{aligned}
$$

With adding and subtracting, rearrange to obtain that the above display is equivalent to

$$
\begin{gathered}
\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\top}\left(\sum_{j=1}^{k}\left[\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right] \mathbf{w}_{j} \mathbf{w}_{j}^{\top}\right)\left(\mathbf{u}-\mathbf{u}^{*}\right) \\
+\sum_{j=1}^{k}\left[\gamma P_{j} V_{1}^{\prime}\left(\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle\right)-(1-\gamma)\left(1-P_{j}\right) V_{2}^{\prime}\left(-\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle\right)\right]\left\langle\mathbf{u}-\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle
\end{gathered}
$$

In combination with the desired inequality, observe that the above is essentially RHS of Theorem 5 plus $\left\langle\mathbf{u}^{*}-\mathbf{u}, \sum_{j=1}^{k}\left[\gamma P_{j} V_{1}^{\prime}\left(\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle\right)-(1-\gamma)(1-\right.\right.$ $\left.\left.\left.P_{j}\right) V_{2}^{\prime}\left(-\left\langle\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle\right)\right] \mathbf{w}_{j}\right\rangle$, so it suffices to show the latter, denoted by $U$, equals 0 .

Since $\mathbf{u}^{*}$ minimizes $\mathcal{S}_{x}(\mathbf{u})$ for fixed $\boldsymbol{x}$, then we know that $\sum_{j=1}^{k}\left[\gamma P_{j} V_{1}^{\prime}\left(\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)-(1-\gamma)\left(1-P_{j}\right) V_{2}^{\prime}\left(-\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)\right] \mathbf{w}_{j}=\mathbf{0}$.

Thus $U=0$, and the desired result follows.

Proof of Theorem 6: By Theorem 5, we have

$$
\begin{aligned}
\Delta \mathcal{S}_{x}(\mathbf{u}) & =\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\top}\left(\sum_{j=1}^{k}\left[\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right] \mathbf{w}_{j} \mathbf{w}_{j}^{\top}\right)\left(\mathbf{u}-\mathbf{u}^{*}\right) \\
& \leq \frac{k}{k-1}\left(\mathbf{u}-\mathbf{u}^{*}\right)^{\top}\left(\mathbf{u}-\mathbf{u}^{*}\right)
\end{aligned}
$$

Here, we use the fact that the largest eigenvalue of $\sum_{j=1}^{k}\left[\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right] \mathbf{w}_{j} \mathbf{w}_{j}^{\top}$ is smaller than $\frac{k}{k-1} \max _{j}\left\{\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right\} \leq \frac{k}{k-1}$. Because $\tau_{j} \ll$ $\mu, j=1, \ldots, k-1$ in Assumption 4, we can multiply both sides by $n^{2 q}$, and take expectation to obtain

$$
n^{2 q} \Delta \mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right) \leq k \int_{X, Y}\left|\sup _{1 \leq j \leq k-1} T_{j}\right|^{2} d P(X, Y)
$$

Because of Assumption 5, the RHS is bounded, and the desired result follows.

Proof of Theorem 7: We find that
$\Delta \mathcal{S}_{\boldsymbol{x}}\left(\mathbf{u}^{1}\right)-\Delta \mathcal{S}_{\boldsymbol{x}}\left(\mathbf{u}^{2}\right)$
$=\sum_{j=1}^{k}\left[\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right]\left\{\left\langle\mathbf{u}^{1}-\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle^{2}-\left\langle\mathbf{u}^{2}-\mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle^{2}\right\}$
$=\sum_{j=1}^{k}\left[\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right]\left\langle\mathbf{u}^{1}-\mathbf{u}^{2}, \mathbf{w}_{j}\right\rangle\left\langle\mathbf{u}^{1}+\mathbf{u}^{2}-2 \mathbf{u}^{*}, \mathbf{w}_{j}\right\rangle$
$\leq\left\|\mathbf{u}^{1}-\mathbf{u}^{2}\right\|_{\infty}\left\|\mathbf{u}^{1}+\mathbf{u}^{2}-2 \mathbf{u}^{*}\right\|_{\infty} \cdot \sum_{j=1}^{k}\left[\gamma P_{j}+(1-\gamma)\left(1-P_{j}\right)\right]\left\|\mathbf{w}_{j}\right\|_{1}^{2}$ $\leq(k-1)^{2}\left\|\mathbf{u}^{1}-\mathbf{u}^{2}\right\|_{\infty}\left\|\mathbf{u}^{1}+\mathbf{u}^{2}-2 \mathbf{u}^{*}\right\|_{\infty}$.

The last inequality uses the fact that $\left\|\mathbf{w}_{j}\right\|_{1} \leq \sqrt{k-1}, \forall j$. In particular, let $\mathbf{u}^{1}=\widehat{\boldsymbol{f}}^{n}(\boldsymbol{x}), \mathbf{u}^{2}=\boldsymbol{f}^{H}(\boldsymbol{x})$ and $\mathbf{u}^{*}=\boldsymbol{f}^{*}(\boldsymbol{x})$. By Assumption 6, $\widehat{f_{j}}-f_{j}^{H}$ is $n^{q}$ consistent, and $\mid \widehat{f}_{j}+f_{j}^{H}-$ $2 f_{j}^{*}\left|\leq\left|\widehat{f}_{j}-f_{j}^{H}\right|+2\left(\left|f_{j}^{H}\right|+\left|f_{j}^{*}\right|\right) \rightarrow 2\left(\left|f_{j}^{H}\right|+\left|f_{j}^{*}\right|\right)\right.$. The rest of the proof is analogous to that of Theorem 5.

Proof of Theorem 8: Plugging $\boldsymbol{g}=\mathbf{W}^{\top} \boldsymbol{f}$ into problem (21), then we have
$\min _{\boldsymbol{f} \in \prod_{j=1}^{k-1}\left(\{1\}+H_{K}\right)} \frac{1}{n} \sum_{i=1}^{n} V\left(\mathbf{W}^{\top} \boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)+\lambda \sum_{j=1}^{k}\left\|\mathbf{w}_{j}^{\top} \boldsymbol{h}\right\|_{H_{K}}^{2}$.
Define a matrix $\mathbf{H} \in \mathbb{R}^{(k-1) \times(k-1)}$ with the elements $\left\langle h_{i}, h_{j}\right\rangle_{H_{K}}$. We can rewrite the regularization as

$$
\begin{aligned}
\sum_{j=1}^{k}\left\|\mathbf{w}_{j}^{\top} \boldsymbol{h}\right\|_{H_{K}}^{2} & =\sum_{j=1}^{k} \mathbf{w}_{j}^{\top} \mathbf{H} \mathbf{w}_{j} \\
& =\operatorname{Tr}\left(\sum_{j=1}^{k} \mathbf{w}_{j}^{\top} \mathbf{H} \mathbf{w}_{j}\right)=\operatorname{Tr}\left(\mathbf{H} \sum_{j=1}^{k} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}\right)
\end{aligned}
$$

By Lemma 1, we know $\mathbf{W} \mathbf{W}^{\top}=\sum_{j=1}^{k} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}=\frac{k}{k-1} \mathbf{I}_{k-1}$. Thus, the regularization is equivalent to $\frac{k}{k-1} \operatorname{Tr}(\mathbf{H})=$ $\sum_{j=1}^{k-1}\left\|h_{j}\right\|_{H_{K}}^{2}$. The formulation (22) is established.

Proof of Theorem 9: Consider $f_{j}(\boldsymbol{x})=c_{j}+h_{j}(\boldsymbol{x})$ with $h_{j} \in H_{K}$. Decompose $h_{j}(\cdot)=\sum_{i=1}^{n} b_{i j} K\left(\boldsymbol{x}_{i}, \cdot\right)+\rho_{j}(\cdot)$ for $j=1, \ldots, k-1$, where $b_{i j}$ 's are some constants and $\rho_{j}(\cdot)$ is the element in the RKHS orthogonal to the span of $\left\{K\left(\boldsymbol{x}_{i}, \cdot\right), i=1, \ldots, n\right\}$. By the definition of the reproducing
kernel $K(\cdot, \cdot),\left\langle h_{j}, K\left(\boldsymbol{x}_{i}, \cdot\right)\right\rangle_{H_{K}}=h_{j}\left(\boldsymbol{x}_{i}\right)$ for $i=1, \ldots, n$. Then

$$
\begin{aligned}
f_{j}\left(\boldsymbol{x}_{i}\right) & =c_{j}+h_{j}\left(\boldsymbol{x}_{i}\right)=c_{j}+\left\langle h_{j}, K\left(\boldsymbol{x}_{i}, \cdot\right)\right\rangle_{H_{K}} \\
& =c_{j}+\left\langle\sum_{s=1}^{n} b_{s j} K\left(\boldsymbol{x}_{s}, \cdot\right)+\rho_{j}(\cdot), K\left(\boldsymbol{x}_{i}, \cdot\right)\right\rangle_{H_{K}} \\
& =c_{j}+\sum_{s=1}^{n} b_{s j} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{i}\right) .
\end{aligned}
$$

Thus the data fit functional in (23) does not depend on $\rho_{j}(\cdot)$ at all for $j=1, \ldots, k-1$. On the other hand, we have $\left\|h_{j}\right\|_{H_{K}}^{2}=$ $\sum_{s=1}^{n} \sum_{t=1}^{n} b_{s j} b_{t j} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{t}\right)+\left\|\rho_{j}\right\|_{H_{K}}^{2}$ for $j=1, \ldots, k-1$. Let $h_{j}^{*}(\cdot)=\sum_{i=1}^{n} b_{i j} K\left(\boldsymbol{x}_{i}, \cdot\right)$ and $f_{j}^{*}(\boldsymbol{x})=h_{j}^{*}(\cdot)+c_{j}$ for $j=1, \ldots, k-1$. Then $f_{j}^{*}\left(\boldsymbol{x}_{i}\right)=f_{j}\left(\boldsymbol{x}_{i}\right)$ and

$$
\begin{aligned}
\sum_{j=1}^{k-1}\left\|h_{j}^{*}\right\|_{H_{K}}^{2} & =\sum_{j=1}^{k-1} \sum_{s=1}^{n} \sum_{t=1}^{n} b_{s j} b_{t j} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{t}\right) \\
& \leq \sum_{j=1}^{k-1} \sum_{s=1}^{n} \sum_{t=1}^{n} b_{s j} b_{t j} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{t}\right)+\sum_{j=1}^{k-1}\left\|\rho_{j}\right\|_{H_{K}}^{2} \\
& =\sum_{j=1}^{k-1}\left\|h_{j}\right\|_{H_{K}}^{2}
\end{aligned}
$$

Hence, the solution $\boldsymbol{f}^{*}(\boldsymbol{x})$ to minimize (23) can be expressed as $f_{j}^{*}(\boldsymbol{x})=\sum_{i=1}^{n} b_{i j} K\left(\boldsymbol{x}_{i}, \boldsymbol{x}\right)+c_{j}$ for $j=1, \ldots, k-1$, where $b_{i j}$ 's and $c_{j}$ 's are some constants.

Proof of Theorem 10: To start with our proofs, we require some lemmas.

Lemma 3 ([108, Rademacher complexity]): Let $\mathcal{X}$ be any set, $\mathcal{F}$ a class of functions $f: \mathcal{X} \mapsto[0, M]$ and let $X$ and $S=\left\{X_{1}, \ldots, X_{n}\right\}$ be i.i.d. random variables with values in $\mathcal{X}$. Then for any $\theta>0$, with probability at least $1-\theta$, the following holds for all $f \in \mathcal{F}$ :

$$
\begin{aligned}
\mathbb{E}[f(X)] \leq & \frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)+\frac{2}{n} \mathbb{E}_{S}\left\{\mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} \sigma_{i} f\left(X_{i}\right)\right]\right\} \\
& +M \sqrt{\frac{\log (1 / \theta)}{2 n}}
\end{aligned}
$$

Here $\boldsymbol{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ are independent Rademacher variables, uniformly distributed on $\{-1,1\}$.

Lemma 4 ([109, Corollary 1]): Given samples $\left\{x_{1}, \ldots, x_{n}\right\} \in X^{n}$. Let $H \subseteq \mathbb{R}^{m}$ be a Hilbert space and $\mathcal{F}$ be a class of functions $\boldsymbol{f}: X \mapsto H$ and let $h_{i}: H \mapsto \mathbb{R}$ be $L$-Lipschitz continuous with respect to the $L_{2}$-norm. Then
$\mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}} \sum_{i=1}^{n} \sigma_{i} h_{i}\left(\boldsymbol{f}\left(x_{i}\right)\right)\right] \leq \sqrt{2} L \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}} \sum_{i=1}^{n} \sum_{j=1}^{m} \sigma_{i j} f_{j}\left(x_{i}\right)\right]$,
where $\sigma_{i j}$ is an independent doubly indexed Rademacher sequence and $f_{j}\left(x_{i}\right)$ is the $j$-th component of $\boldsymbol{f}\left(\boldsymbol{x}_{i}\right)$.

Lemma 5: Fix $t \in\{1, \ldots, k\}$, assume that $\|\mathbf{u}\| \leq C$, then $\mathcal{L}(\mathbf{u}, t)$ is $\mu$-Lipschitz continuous in $\mathbf{u}$ with respect to the $L_{2}$-norm, i.e., for any $\mathbf{u}_{1}, \mathbf{u}_{2} \in \mathbb{R}^{k-1}$,

$$
\left|\mathcal{L}\left(\mathbf{u}_{1}, t\right)-\mathcal{L}\left(\mathbf{u}_{2}, t\right)\right| \leq \mu\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|
$$

with $\mu=\frac{2 k}{k-1} C+2|\gamma \alpha+1-\gamma|$. Furthermore, we have $\mathcal{L}(\mathbf{u}, t) \leq \gamma \alpha^{2}+(1-\gamma)(k-1)+\mu C$.

Proof of Lemma 5: Recall the SLS loss $\mathcal{L}$ in (4), we note that

$$
\begin{aligned}
\mathcal{L}(\mathbf{u}, t) & =\gamma\left(\alpha-\left\langle\mathbf{u}, \mathbf{w}_{t}\right\rangle\right)^{2}+(1-\gamma) \sum_{j \neq t}\left(1+\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right)^{2} \\
\nabla_{\mathbf{u}} \mathcal{L}(\mathbf{u}, t) & =2 \gamma\left(\left\langle\mathbf{u}, \mathbf{w}_{t}\right\rangle-\alpha\right) \mathbf{w}_{t}+2(1-\gamma) \sum_{j \neq t}\left(1+\left\langle\mathbf{u}, \mathbf{w}_{j}\right\rangle\right) \mathbf{w}_{j} \\
& =2 \mathbf{A} \mathbf{u}+2(\gamma \alpha+1-\gamma) \mathbf{w}_{t},
\end{aligned}
$$

where $\mathbf{A}=\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+(2 \gamma-1) \mathbf{w}_{t} \mathbf{w}_{t}^{\top}$. From the mean value theorem, there exists $\widetilde{\mathbf{u}}$ lies between $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$ such that $\mathcal{L}\left(\mathbf{u}_{1}, t\right)-\mathcal{L}\left(\mathbf{u}_{2}, t\right)=\left.\left\{\nabla_{\mathbf{u}} \mathcal{L}(\mathbf{u}, t)\right\}\right|_{\mathbf{u}=\widetilde{\mathbf{u}}} ^{\top}\left(\mathbf{u}_{1}-\mathbf{u}_{2}\right)$. Combining with Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
& \left|\mathcal{L}\left(\mathbf{u}_{1}, t\right)-\mathcal{L}\left(\mathbf{u}_{2}, t\right)\right| \\
\leq & \left\|\left.\left\{\nabla_{\mathbf{u}} \mathcal{L}(\mathbf{u}, t)\right\}\right|_{\mathbf{u}=\widetilde{\mathbf{u}}}\right\|\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\| \\
= & 2\left\|\mathbf{A} \widetilde{\mathbf{u}}+(\gamma \alpha+1-\gamma) \mathbf{w}_{t}\right\|\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\| \\
\leq & 2\left\{\|\mathbf{A} \widetilde{\mathbf{u}}\|+|\gamma \alpha+1-\gamma|\left\|\mathbf{w}_{t}\right\|\right\}\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\| .
\end{aligned}
$$

The fact that $\lambda_{\max }(\mathbf{A}) \leq \frac{k}{k-1}$ implies $\|\mathbf{A} \mathbf{u}\| \leq \frac{k}{k-1} C$ for any $\|\mathbf{u}\| \leq C$. By simple algebra, the Lipschitz continuity of $\mathcal{L}$ is established. In particular, we have $\mathcal{L}(\mathbf{u}, t)-\mathcal{L}(\mathbf{0}, t) \leq$ $\mu\|\mathbf{u}\| \leq \mu C$, thus $\mathcal{L}(\mathbf{u}, t)$ is bounded.

Lemma 6: Suppose that Assumption 7 is met. Then $\|\boldsymbol{f}(\boldsymbol{x})\| \leq C_{X} \sqrt{\Lambda}$ for any $\boldsymbol{x} \in \mathcal{X}$ and $\boldsymbol{f} \in \mathcal{F}_{\Lambda}$.

Proof of Lemma 6: Under Assumption 7, using the properties of RKHS, we know
$f_{j}(\boldsymbol{x})=\left\langle f_{j}(\cdot), K(\boldsymbol{x}, \cdot)\right\rangle \leq\left\|f_{j}\right\|_{H_{K}}\|K(\boldsymbol{x}, \cdot)\|_{H_{K}} \leq C_{X}\left\|f_{j}\right\|_{H_{K}}$.
Using Cauchy-Schwartz inequality, $\|\boldsymbol{f}(\boldsymbol{x})\|=$
$\sqrt{\sum_{j=1}^{k-1} f_{j}^{2}(\boldsymbol{x})} \leq C_{X} \sqrt{\sum_{j=1}^{k-1}\left\|f_{j}\right\|_{H_{K}}^{2}} \leq C_{X} \sqrt{\Lambda}$.
After the above preparations, we begin the main proof. Define a hypothesis space related to $\mathcal{F}_{\Lambda}$,

$$
\mathcal{G}:=\left\{g:(\mathcal{X}, \mathcal{Y}) \mapsto \mathbb{R} \mid g(\boldsymbol{x}, y)=\mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), y), \boldsymbol{f} \in \mathcal{F}_{\Lambda}\right\} .
$$

By Lemmas 5 and 6 , we know $\mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), y) \in[0, M]$. Using Lemma 3 for $\mathcal{G}$, we have

$$
\begin{align*}
\mathbb{E}_{\mathcal{P}}[g(X, Y)] \leq & \frac{1}{n} \sum_{i=1}^{n} g\left(\boldsymbol{x}_{i}, y_{i}\right)+\frac{2}{n} \mathbb{E}_{S}\left\{\mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{g \in \mathcal{G}} \sum_{i=1}^{n} \sigma_{i} g\left(\boldsymbol{x}_{i}, y_{i}\right)\right]\right\} \\
& +M \sqrt{\frac{\log (1 / \theta)}{2 n}} \tag{39}
\end{align*}
$$

By Lemmas 4 and Lemma 5, we know

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{g \in \mathcal{G}} \sum_{i=1}^{n} \sigma_{i} g\left(\boldsymbol{x}_{i}, y_{i}\right)\right] & =\mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}_{\Lambda}} \sum_{i} \sigma_{i} \mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)\right] \\
& \leq \sqrt{2} \mu \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}_{\Lambda}} \sum_{i=1}^{n} \sum_{j=1}^{k-1} \sigma_{i j} f_{j}\left(\boldsymbol{x}_{i}\right)\right]
\end{aligned}
$$

where $\sigma_{i j}$ 's are independent Rademacher variables. Moreover, we can simplify the RHS term of (40) as follows,

$$
\begin{aligned}
& \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}_{\Lambda}} \sum_{i=1}^{n} \sum_{j=1}^{k-1} \sigma_{i j} f_{j}\left(\boldsymbol{x}_{i}\right)\right] \\
= & \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}_{\Lambda}} \sum_{i=1}^{n} \sum_{j=1}^{k-1} \sigma_{i j}\left\langle f_{j}(\cdot), K\left(\boldsymbol{x}_{i}, \cdot\right)\right\rangle_{H_{K}}\right] \\
= & \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}_{\Lambda}} \sum_{j=1}^{k-1}\left\langle f_{j}(\cdot), \sum_{i=1}^{n} \sigma_{i j} K\left(\boldsymbol{x}_{i}, \cdot\right)\right\rangle_{H_{K}}\right] \\
\leq & \mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{\boldsymbol{f} \in \mathcal{F}_{\Lambda}} \sqrt{\left.\sum_{j=1}^{k-1}\left\|f_{j}\right\|_{H_{K}}^{2} \sqrt{\sum_{j=1}^{k-1} \sum_{s=1}^{n} \sum_{t=1}^{n} \sigma_{i s} \sigma_{i t} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{t}\right)}\right]}\right. \\
\leq & \sqrt{\Lambda} \mathbb{E}_{\boldsymbol{\sigma}}\left[\sqrt{\sum_{j=1}^{k-1} \sum_{s=1}^{n} \sum_{t=1}^{n} \sigma_{i s} \sigma_{i t} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{t}\right)}\right] .
\end{aligned}
$$

Using Jensen's inequality and Assumption 7, we have

$$
\begin{aligned}
& \mathbb{E}_{\boldsymbol{\sigma}}\left[\sqrt{\sum_{j=1}^{k-1} \sum_{s=1}^{n} \sum_{t=1}^{n} \sigma_{i s} \sigma_{i t} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{t}\right)}\right] \\
\leq & \sqrt{\mathbb{E}_{\boldsymbol{\sigma}}\left[\sum_{j=1}^{k-1} \sum_{s=1}^{n} \sum_{t=1}^{n} \sigma_{i s} \sigma_{i t} K\left(\boldsymbol{x}_{s}, \boldsymbol{x}_{t}\right)\right]} \\
= & \sqrt{\sum_{j=1}^{k-1} \sum_{i=1}^{n} K\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{i}\right)} \leq C_{X} \sqrt{n(k-1)}
\end{aligned}
$$

Plugging these results in (40), we have

$$
\mathbb{E}_{\boldsymbol{\sigma}}\left[\sup _{g \in \mathcal{G}} \sum_{i=1}^{n} \sigma_{i} g\left(\boldsymbol{x}_{i}, y_{i}\right)\right] \leq \mu C_{X} \sqrt{2 n(k-1) \Lambda}
$$

Combining (39), by the definition of $\mathcal{G}$, we establish the desired result in Theorem 10.

Proof of Theorem 11: Note that Assumption 1 is used to guarantee the existence of $f^{*}$. We need to show that, for any $\epsilon>0$, there exists $f^{\epsilon} \in \mathcal{H}$ such that

$$
\begin{equation*}
\Delta \mathcal{E}\left(\boldsymbol{f}^{\epsilon}\right)=\mathcal{E}\left(\boldsymbol{f}^{\epsilon}\right)-\mathcal{E}^{*}<\epsilon \tag{41}
\end{equation*}
$$

Using the fact in Theorem 5, we know

$$
\begin{align*}
\Delta \mathcal{E}\left(\boldsymbol{f}^{\epsilon}\right) & =\int_{\mathcal{X}} \Delta \mathcal{S}_{\boldsymbol{x}}\left(\boldsymbol{f}^{\epsilon}(\boldsymbol{x})\right) d P(\boldsymbol{x}) \\
& \leq \frac{k}{k-1} \int_{\mathcal{X}}\left\|\boldsymbol{f}^{\epsilon}(\boldsymbol{x})-\boldsymbol{f}^{*}(\boldsymbol{x})\right\|^{2} d P(\boldsymbol{x}) \\
& \leq k \int_{\mathcal{X}} \sup _{1 \leq j \leq k-1}\left\|f_{j}^{\epsilon}(\boldsymbol{x})-f_{j}^{*}(\boldsymbol{x})\right\|_{\infty}^{2} d P(\boldsymbol{x}) \\
& \leq k \sup _{1 \leq j \leq k-1}\left\|f_{j}^{\epsilon}-f_{j}^{*}\right\|_{\infty}^{2} \tag{42}
\end{align*}
$$

Since $f^{*}$ is measurable in a compact input space $\mathcal{X}$, by Lusin's theorem, there exists a continuous vector-valued function $\widetilde{f}=$ $\left(\widetilde{f}_{1}, \ldots, \widetilde{f}_{k-1}\right)$ such that

$$
\begin{equation*}
\widetilde{f}_{j} \in \mathfrak{C}(\mathcal{X}) \text { and }\left\|\widetilde{f}_{j}-f_{j}^{*}\right\|_{\infty}<\frac{\epsilon}{2 k}, \quad j=1, \ldots, k-1 \tag{43}
\end{equation*}
$$

Note that $\widetilde{f}$ is also continuous. The definition of the universal kernel implies the existence of a function $\boldsymbol{f}^{\epsilon} \in \mathcal{H}$ such that

$$
\begin{equation*}
\left\|f_{j}^{\epsilon}-\widetilde{f}_{j}\right\|_{\infty}<\frac{\epsilon}{2 k}, \quad j=1, \ldots, k-1 \tag{44}
\end{equation*}
$$

By combining expressions (42)-(44), we obtain inequality (41).

Proof of Theorem 12: Define $\widehat{\mathcal{E}}_{n}(\boldsymbol{f})=\frac{1}{n} \sum_{i=1}^{n}$ $\mathcal{L}\left(\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), y_{i}\right)$ and $\mathcal{L}_{0}=\mathcal{L}(\mathbf{0}, y)=\gamma \alpha^{2}+(1-\gamma)(k-1)<\infty$ for notational convenience. The objective function in (27) can be simplified as

$$
J(\boldsymbol{f})=\widehat{\mathcal{E}}_{n}(\boldsymbol{f})+\lambda_{n} \Omega(\boldsymbol{f})
$$

Observe that $J\left(\widehat{\boldsymbol{f}}^{n}\right) \leq J(\mathbf{0}) \leq \mathcal{L}_{0}$. Therefore $\lambda_{n} \Omega\left(\widehat{\boldsymbol{f}}^{n}\right) \leq$ $\mathcal{L}_{0}-\widehat{\mathcal{E}}_{n}\left(\widehat{\boldsymbol{f}}^{n}\right) \leq \mathcal{L}_{0}$ and hence $\Omega\left(\widehat{\boldsymbol{f}}^{n}\right) \leq \frac{\mathcal{L}_{0}}{\lambda_{n}}$. Set $\Lambda_{n}=\frac{\mathcal{L}_{0}}{\lambda_{n}}$, and we have $\widehat{\boldsymbol{f}}^{n} \in \mathcal{F}_{\Lambda_{n}}$, as defined in (26). Let $\epsilon>0$. By the Borel-Cantelli Lemma it suffices to show

$$
\sup _{n \geq 0} P\left(\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right)-\mathcal{E}^{*} \geq \epsilon\right)<\infty
$$

By Theorem 11, we can fix a $\boldsymbol{f}^{\epsilon} \in \mathcal{H}$ such that $\mathcal{E}\left(\boldsymbol{f}^{\epsilon}\right)<$ $\mathcal{E}^{*}+\frac{\epsilon}{2}$. Note that $\boldsymbol{f}^{\epsilon} \in \mathcal{F}_{\Lambda_{n}}$ for $n$ sufficiently large. From Theorem 10, for such large $n$ and with probability at least $1-\frac{\theta}{2}$ w.r.t. the training data,

$$
\begin{align*}
\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right) \leq & \leq \widehat{\mathcal{E}}_{n}\left(\widehat{\boldsymbol{f}}^{n}\right)+2 C_{X} \mu_{n} \sqrt{\frac{2(k-1) \Lambda_{n}}{n}}+M_{n} \sqrt{\frac{\log (2 / \theta)}{n}} \\
& \leq \widehat{\mathcal{E}}_{n}\left(\boldsymbol{f}^{\epsilon}\right)+\lambda_{n} \Omega\left(\boldsymbol{f}^{\epsilon}\right)-\lambda_{n} \Omega\left(\widehat{\boldsymbol{f}}^{n}\right)+2 C_{X} \mu_{n} \sqrt{\frac{2(k-1) \Lambda_{n}}{n}} \\
& +M_{n} \sqrt{\frac{\log (2 / \theta)}{n}} \\
& \leq \widehat{\mathcal{E}}_{n}\left(\boldsymbol{f}^{\epsilon}\right)+\lambda_{n} \Omega\left(\boldsymbol{f}^{\epsilon}\right)+2 C_{X} \mu_{n} \sqrt{\frac{2(k-1) \Lambda_{n}}{n}} \\
& +M_{n} \sqrt{\frac{\log (2 / \theta)}{n}}, \tag{45}
\end{align*}
$$

where $\mu_{n}=\frac{2 k}{k-1} C_{X} \sqrt{\Lambda_{n}}+2|\gamma \alpha+1-\gamma|$ and $M_{n}=$ $\gamma \alpha^{2}+(1-\gamma)(k-1)+C_{X} \mu_{n} \sqrt{\Lambda_{n}}$. Using Theorem 10 and the standarad symmetrization technique [110], the following holds with probability at least $1-\frac{\theta}{2}$,

$$
\widehat{\mathcal{E}}_{n}\left(\boldsymbol{f}^{\epsilon}\right) \leq \mathcal{E}\left(\boldsymbol{f}^{\epsilon}\right)+2 C_{X} \mu_{n} \sqrt{\frac{2(k-1) \Lambda_{n}}{n}}+M_{n} \sqrt{\frac{\log (2 / \theta)}{n}}
$$

Combining (45) and (46), we have

$$
\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right) \leq \mathcal{E}\left(\boldsymbol{f}^{\epsilon}\right)+\lambda_{n} \Omega\left(\boldsymbol{f}^{\epsilon}\right)+4 C_{X} \mu_{n} \sqrt{\frac{2(k-1) \Lambda_{n}}{n}}+2 M_{n} \sqrt{\frac{\log (2 / \theta)}{n}} .
$$

Take $\theta=n^{-2}$, and let $N$ be such that $n \geq N$ implies that both $\boldsymbol{f}^{\epsilon} \in \mathcal{F}_{\Lambda_{n}}$ and

$$
\lambda_{n} \Omega\left(\boldsymbol{f}^{\epsilon}\right)+4 C_{X} \mu_{n} \sqrt{\frac{2(k-1) \Lambda_{n}}{n}}+2 M_{n} \sqrt{\frac{\log (2 / \theta)}{n}} \leq \frac{\epsilon}{2}
$$

Then for $n \geq N$, with probability $1-\frac{1}{n^{2}}$,

$$
\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right) \leq \mathcal{E}\left(\boldsymbol{f}^{\epsilon}\right)+\frac{\epsilon}{2} \leq \mathcal{E}^{*}+\epsilon
$$

Therefore,

$$
\sup _{n \geq 0} P\left(\mathcal{E}\left(\widehat{\boldsymbol{f}}^{n}\right)-\mathcal{E}^{*} \geq \epsilon\right) \leq N-1+\sum_{n \geq N} \frac{1}{n^{2}}<\infty
$$

## Appendix B <br> DETAILS ON (5)

By using the fact $\sum_{j=1}^{k} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}=\mathbf{W} \mathbf{W}^{\top}=\frac{k}{k-1} \mathbf{I}_{k-1}$ and $\sum_{j=1}^{k} \mathbf{w}_{j}=\mathbf{0}$, we have

$$
\begin{aligned}
& \mathcal{L}(\boldsymbol{f}(\boldsymbol{x}), y) \\
= & \frac{1}{2}\left(\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle\right)^{2}-\frac{1}{(k-1)}\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle \\
& +\frac{1}{2} \sum_{j \neq y}\left(\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle\right)^{2}+\sum_{j \neq y}\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle+\text { Constant } \\
= & \frac{1}{2} \sum_{j=1}^{k}\left(\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{j}\right\rangle\right)^{2}-\frac{k}{(k-1)}\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle+\text { Constant } \\
= & \frac{1}{2} \boldsymbol{f}(\boldsymbol{x})^{\top}\left(\sum_{j=1}^{k} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}\right) \boldsymbol{f}(\boldsymbol{x})-\frac{k}{(k-1)}\left\langle\boldsymbol{f}(\boldsymbol{x}), \mathbf{w}_{y}\right\rangle+\text { Constant } \\
= & \frac{k}{2(k-1)}\left\|\boldsymbol{f}(\boldsymbol{x})-\mathbf{w}_{y}\right\|^{2}+\text { Constant. }
\end{aligned}
$$

## Appendix C

## DERIVATION OF (31)

From the equation (30), we know

$$
\begin{align*}
\overrightarrow{\widehat{\mathbf{B}}}= & \left(\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{k} \tau_{i j}\left(\mathbf{w}_{j} \mathbf{w}_{j}^{\top}\right) \otimes\left(\widetilde{\mathbf{K}}_{i} \widetilde{\mathbf{K}}_{i}^{\top}\right)+\lambda \mathbf{I}_{k-1} \otimes \mathbf{G}\right)^{-1} \\
& \times\left(\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{k} \tau_{i j} z_{i j} \mathbf{w}_{j} \otimes \widetilde{\mathbf{K}}_{i}\right) \tag{47}
\end{align*}
$$

By Lemma 1, we know $\frac{k}{k-1} \mathbf{I}_{k-1}=\mathbf{W} \mathbf{W}^{\top}=\sum_{j=1}^{k} \mathbf{w}_{j} \mathbf{w}_{j}^{\top}$. Note that

$$
\begin{aligned}
\sum_{j=1}^{k} \tau_{i j} \mathbf{w}_{j} \mathbf{w}_{j}^{\top} & =\gamma \mathbf{w}_{y_{i}} \mathbf{w}_{y_{i}}^{\top}+(1-\gamma) \sum_{j \neq y_{i}} \mathbf{w}_{j} \mathbf{w}_{j}^{\top} \\
& =\gamma \mathbf{w}_{y_{i}} \mathbf{w}_{y_{i}}^{\top}+(1-\gamma)\left(\frac{k}{k-1} \mathbf{I}_{k-1}-\mathbf{w}_{y_{i}} \mathbf{w}_{y_{i}}^{\top}\right) \\
& =\frac{k(1-\gamma)}{k-1} \mathbf{I}_{k-1}+(2 \gamma-1) \mathbf{w}_{y_{i}} \mathbf{w}_{y_{i}}^{\top} \triangleq \mathbf{\Lambda}_{i}
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{j=1}^{k} \tau_{i j} z_{i j} \mathbf{w}_{j} & =\gamma \alpha \mathbf{w}_{y_{i}}-(1-\gamma) \sum_{j \neq y_{i}} \mathbf{w}_{j} \\
& =\gamma \alpha \mathbf{w}_{y_{i}}-(1-\gamma)\left(-\mathbf{w}_{y_{i}}\right) \\
& =(\gamma \alpha+1-\gamma) \mathbf{w}_{y_{i}}=b \mathbf{w}_{y_{i}}
\end{aligned}
$$

Then we can rewrite (47) as a compact form (31).
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