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A B S T R A C T   

The confluence of our ability to handle big data, significant increases in instrumentation density and quality, and 
rapid advances in machine learning (ML) algorithms have placed Earth Sciences at the threshold of dramatic 
progress. ML techniques have been attracting increased attention within the seismic community, and, in 
particular, in microseismic monitoring where they are now being considered a game-changer due to their real- 
time processing potential. In our review of the recent developments in microseismic monitoring and charac-
terisation, we find a strong trend in utilising ML methods for enhancing the passive seismic data quality, 
detecting microseismic events, and locating their hypocenters. Moreover, they are being adopted for advanced 
event characterisation of induced seismicity, such as source mechanism determination, cluster analysis and 
forecasting, as well as seismic velocity inversion. These advancements, based on ML, include by-products often 
ignored in classical methods, like uncertainty analysis and data statistics. In our assessment of future trends in ML 
utilisation, we also see a strong push toward its application on distributed acoustic sensing (DAS) data and real- 
time monitoring to handle the large amount of data acquired in these cases.   

1. Introduction 

As we listen to the Earth’s heartbeats and analyse the sources for 
these beats, we gain more information on the Earth’s workings and its 
content. On the global scale, studying earthquakes has been instru-
mental in understanding the Earth, its dynamic and makeup properties. 
On the regional scale, listening to induced earthquakes, mostly known as 
microseismic events (although some events are not “quite” micro), al-
lows us to monitor subsurface projects like oil and gas production; hy-
draulic fracturing for unconventional resources, such as geothermal 
energy; or the reaction of the Earth’s crust to impoundment and storage 
of water in dams. 

In the last decade, machine learning (ML) – a field of knowledge 
originating from artificial intelligence (AI) and computer science – has 
become an important interdisciplinary numerical tool that has advanced 
science in general and geoscience in particular (Lary, 2010; Karpatne 
et al., 2019; Dramsch, 2020). Recent advances in medical imaging, akin 

to seismic imaging, have demonstrated state-of-the-art performance of 
ML on tasks that were once considered almost unique to humans 
(Barragán-Montero et al., 2021; Greiner, 2022). ML techniques are 
becoming highly widespread in the geophysical community (e.g., Kong 
et al., 2019) and attract increasing attention in microseismic imaging, 
with applications ranging from detection of weak signal signatures and 
patterns to extraction of features that help to improve our physical un-
derstanding of the related phenomena. 

Several review articles summarise ML applications in various fields 
of geoscience and reveal the growing importance of AI methods; for 
instance, in solid earth geoscience (Bergen et al., 2019), in fault rupture 
studies (Ren et al., 2020), in earthquake prediction (Mignan and Broc-
cardo, 2020), in seismology (Kong et al., 2019; Mousavi and Beroza, 
2022), as well as in geoscience (Dramsch, 2020) and geophysics (Yu and 
Ma, 2021) in general. 

The goal of this review is similar to the other reviews, but here we 
aim to acquire a deeper understanding of the use of ML in applications 
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developed for microseismic monitoring and analysis. The ML applica-
tions in microseismic monitoring are generally similar to earthquake 
monitoring, but there are several important aspects in which they differ. 
One of the most important factors here is that microseismic monitoring 
mainly deals with weak seismic signals (e.g., Duncan and Eisner, 2010; 
Foulger et al., 2018). This often results in the absence of visible signals 
on individual receivers and requires array processing, which is not 
usually applied in classical earthquake seismology. In addition, induced 
seismicity/microseismicity depends on activities in the region of inter-
est. Often, microseismic monitoring starts with the onset of these ac-
tivities, and thus, past seismic events that could be valuable, for 
example, for training an ML algorithm, may not exist in the study area. 

Microseismic monitoring, in this review, is defined as the analysis 
and acquisition using specially designed monitoring arrays to record 
seismic waveforms of weak microseismic events. These events are 
typically induced by local subsurface processes or more specifically, 
subsurface anthropogenic activities. The usual goal of microseismic 
monitoring is to detect, locate and characterise these weak microseismic 
events (i.e., a cluster of them) to provide geometric and more general 
information about the considered subsurface processes (Warpinski, 
2009). Part of the focus on weak events arises from the Gutenberg- 
Richter Law stating that the number of events grows exponentially 
with decreasing magnitude. As such, by tackling lower magnitude 
events, the volume of analysed events significantly increases, and with it 
does our ability to extract knowledge of subsurface processes. 

The majority of ML techniques discussed herein require special 
neural networks and utilise monitoring arrays, such as borehole arrays 
or dense surface arrays over the area of underground operations. 
Microseismic imaging is used to detect as weak signals as possible in 
real- or near-real-time – a rare challenge in earthquake seismology. 
Moreover, it is used to provide better insights into underground pro-
cesses, for example, optimization of the hydraulic fracturing process 
during injection, as well as for real-time risk evaluation of induced 
seismicity. ML in microseismic monitoring is considered a game-changer 
because many applications require real-time processing, e.g., in traffic 
light systems for induced seismicity (Foulger et al., 2018). Again, this is 
different from earthquake seismology, where earthquake early warning 
(EEW) systems face different challenges (generally focused events with 
high signal-to-noise ratio (SNR)). The speed and consistency of ML 

algorithms is a big advantage for induced seismicity analysis. 
Taking into account all these factors, this paper summarises major 

ML applications in microseismic monitoring, discusses their advantages 
and limitations, and explains the importance of this technology for 
future developments. Last but not least, for new researchers working at 
the intersection of ML and microseismic monitoring, this article should 
provide a holistic overview for this emerging domain of research, as well 
as provide a vision where ML in microseismic monitoring will head in 
the future. 

While preparing this review, we collected a database of 222 publi-
cations (peer reviewed articles, conference abstracts and theses) dealing 
with machine learning applications related to microseismic monitoring. 
The number of publications by year (Fig. 1) illustrates that the idea of 
using ML in microseismic monitoring has existed for a long time, but 
initially a combination of slow algorithms and limited computer ca-
pacity did not allow for practical applications of ML in general, espe-
cially in microseismic monitoring. The term graphical processing unit 
(GPU) was in use since the 1980s and got popularized in 1999 (Peddie, 
2022), but the first unified graphical and computing GPU architecture 
programmed in C with CUDA was released only in 2006 (Nickolls and 
Dally, 2010). This period can be regarded as a start of the era of General- 
Purpose GPU (GPGPU, marked by the arrow in Fig. 1), when many re-
searchers and developers started to enthusiastically adopt CUDA and 
GPU computing for a diverse range of applications requiring massive 
vector operations and mathematically intensive problems in industry, 
finances and science (Nickolls and Dally, 2010; Peddie, 2022). The rapid 
development of GPU-dedicated libraries and tools and the increasing 
availability of GPUs during the last decade preceded exponential growth 
in the number of research articles on ML in microseismic monitoring. 
Another important factor supporting the exponential growth of publi-
cations since 2015 has been the first public release of the Keras deep 
learning library (Chollet et al., 2015), also indicated by the arrow in 
Fig. 1. 

Colour bars in Fig. 1 display different fields of microseismic moni-
toring applications. It is generally consistent with early stages of 
acceptance of any new technology, where the first applications were 
focused on the fundamental processes of microseismic monitoring such 
as detection and localisation; whereas development of more advanced 
processing methods targeting noise suppression/classification, source 

Fig. 1. Peer reviewed articles, conference abstracts, and theses on ML applications published in 1990–2022 that are related to microseismic monitoring, in the form 
of colour-coded histograms. Bars are categorised by the field of application. Legend entries show the appropriate fields of application (or combination) and the total 
number of publications across the years. 
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mechanism determination, and cluster analysis started later. We per-
formed subjective evaluation of the research articles to categorise our 
database. Thus, some publications were targeting multiple applications 
without a specific focus, sometimes also in the form of a review. We 
accordingly marked these articles in the histogram in Fig. 1 as “Multiple 
applications” category. 

In this article, we review recent developments in utilising ML in 
microseismic monitoring and inversion. After this introduction, Section 
2 represents an overview of machine-learning applications related to 
microseismic monitoring. We start the overview with pre-processing 
applications adopting ML techniques used to enhance the SNR consid-
ering the weak signals, namely dealing with noise classification and 
suppression (Section 2.1), and wavefield reconstruction (Section 2.2). 
Microseismic monitoring starts with detection of microseismic events, 
and the role of ML in this task is reviewed in Section 2.3. Section 2.4 
investigates the applications for localisation of hypocentres of micro-
seismic events, followed by Section 2.5 which provides an overview of 
applications for the determination of source mechanisms of micro-
seismic events. Next, Section 2.6 targets post-processing applications for 
cluster analysis of seismicity. Prediction of earthquakes, another hot 
topic, is discussed in Section 2.7. The accuracy of locating the micro-
seismic events and characterising them depends heavily on the accuracy 
of the velocity model. Therefore, we review the importance of having an 
accurate description of the subsurface in which monitoring is per-
formed, and ML techniques used to determine such a description from 
passive seismic data in Section 2.8. After this overview that forms the 
main content of this paper, Section 3 summarises the current best 
practices and discusses the outstanding challenges and future directions 
before concluding the review. 

The list of acronyms in Appendix A provides a list of common ab-
breviations used in the text together with their meanings in the form of a 
glossary. 

2. Overview of applications 

In this section, we provide an overview of the applications of ma-
chine learning applied to microseismic monitoring (detection, local-
isation, and determination of source mechanism of microseismic 
events), ranging from data pre-processing (noise classification and 
suppression, and wavefield reconstruction) to post-processing (e.g., 
source mechanisms determination and cluster analysis), including 
seismic velocity inversion based on microseismic data analysis. The re-
view is organised by the different microseismic applications. 

2.1. Noise classification and suppression 

Noise is broadly defined as anything other than the desired signal. 
Therefore, in the case of microseismic monitoring noise is often referring 
to ambient noise caused by the environment or anthropogenic sources. 
However, depending on our interest it may also refer to other ‘seismic’ 
events that are not related to the microseismic objectives. For example, 
data collected from the Aquistore carbon capture and storage (CCS) 
permanent monitoring array was contaminated by nearby pot-ash 
mining activity, yet the seismic events of interest for this monitoring 
setting would have been induced seismicity with respect to the CO2 
injection (Stork et al., 2018). For microseismic monitoring purposes, 
noise is particularly troublesome due to the events’ characteristically 
low-magnitudes resulting in low signal-to-noise ratios in seismic re-
cordings. As such, accurate classification and suppression of noise are 
fundamental for successful microseismic monitoring. Machine learning 
has been shown to be particularly powerful for pattern recognition tasks, 
therefore it naturally adapts itself to noise classification and subsequent 
suppression; which combined could lead to a full, ML-based noise clas-
sification and suppression pipeline as illustrated in Fig. 2. Below, we 
detail a number of proposed ML approaches for the classification and 
suppression of noise in passive seismic data. 

Whilst not utilising the ML component in the suppression of noise, 
the use of ML for distinguishing between different noise types present 
within a seismic recording allows for the automatic application of 
tailored noise suppression algorithms (Birnie, 2018). For microseismic 
recordings, where the signal is considerably weak, tailored noise sup-
pression allows us to take a conservative approach. This makes most 
sense for microseismic signals as we want to maintain a fine balance 
between damaging the intended signal versus leaving some noise. 
Outside of the field of microseismic monitoring, clustering methods 
have proved popular for early noise classification. Galvis et al. (2017) 
examined the myriad of features used in previous studies for detection, 
characterising and suppression of surface waves and utilised a k-means 
clustering approach to help identify the best combination of previously 
determined features. Huot et al. (2017) also use previously established 
approaches to determine noise features prior to using a clustering pro-
cedure to classify noise types within their data. However, unlike the 
large range of features considered by Galvis et al. (2017), Huot et al. 
(2017) only use 100 continuous wavelet transform scale factors as their 
data features, which they then feed into a hierarchical clustering pro-
cedure to determine the noise types present within a seismic window. 
Similar to Galvis et al. (2017), Johnson et al. (2020a) also utilised k- 
means clustering applied onto waveform features to classify 1 s re-
cordings of seismic data into different noise classes. These studies 

Fig. 2. A conceptual ML workflow for noise classification using clustering prior to tailored noise suppression using a neural network. In this example, the data is 
contaminated by injection noise, which is identified via a classification scheme and illustrated within the feature space, then subsequently suppressed using a tailor- 
made neural network termed ‘injection-net’. The final product is that injection noise has been suppressed from the input data. 
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showed promising results for noise classification through the use of 
clustering approaches. More recently, with their rise in popularity, 
neural network applications have been proposed as an alternative means 
to clustering. For example, applied to a fibre optic recording for inter-
ferometry purposes, Huot et al. (2018) train a NN for the detection of 
traffic signals, that are subsequently suppressed by muting high fre-
quency components after the application of Continuous Wavelet 
Transforms (CWTs). Similarly, Snover et al. (2021) utilised conventional 
auto-encoders to identify urban noise signals, such as airport traffic, 
within 161 h of seismic data recorded on an array of 5200 geophones. 

In the context of microseismic monitoring, until now little has been 
published on the use of ML for pure noise classification, i.e., dis-
tinguishing between different noise signals within the data. The majority 
of microseismic ‘noise’ classification schemes focus on classification 
between noise and signal, which will be later discussed in the event 
detection section. Considering the pure noise classification task, the 
aforementioned NN procedures are supervised and therefore require 
noise labels associated with the training data – a limitation the clus-
tering algorithms do not have. However, as discussed by Huot et al. 
(2018), clustering algorithms typically require seismic attributes, such 
as coefficients from CWTs, which are computationally expensive to 
compute, hindering the real-time applicability of clustering approaches. 
As such, Huot et al. (2018) proposes the use of such clustering proced-
ures to build the labelled training dataset (in a pseudo-unsupervised 
manner) prior to training a NN model for detection on the raw, noisy 
seismic signals, resulting in a noise classification scheme that can be 
applied real-time. 

Microseismic data typically undergoes substantially less processing 
than active seismic data due to a preference to keep noise rather than 
permit any signal leakage, which would alter the already low magnitude 
seismic signal. Despite this, a handful of ML approaches have been 
proposed for noise attenuation in seismic data. Working on a trace-by- 
trace basis, Zhu et al. (2019b) propose the use of U-Net-style architec-
ture (styled after Ronneberger et al. (2015)), termed DeepDenoiser, that 
takes the real and imaginary amplitude spectra as input and produces 
noise and signal masks that are subsequently applied to the noisy field 
data. Trained on previously recorded high SNR seismic events with 
additive field noise, the authors advocate the benefits that DeepDenoiser 
could bring to microseismic monitoring after its application to a number 
of low SNR earthquake arrivals. If the regional noise for the array to be 
processed is added into the training dataset, the suppression quality can 
be significantly improved, even with the same network architecture, by 
the means of transfer learning. For example, Yang et al. (2022) tuned 
DeepDenoiser with the rich noise sources recorded by the urban dense 
array to create a model called UrbanDenoiser. The method achieves a 
better denoising performance compared to the original one and further 
reveals the mantle seismicity beneath Los Angeles. Zhang et al. (2020b) 
also utilise a U-Net-style architecture for the prediction of a noise mask 
to subsequently be applied to the noisy data. Unlike Zhu et al. (2019b), 
the training data employed by Zhang et al. (2020b) is semi-synthetic, 
composed of noise collected in the field and synthetically generated 
waveform data. Alongside the noise mask prediction, the network is also 
trained to detect the duration of the seismic arrivals. Alternatively, an 
advanced unsupervised deep learning approach has been proposed by 
Saad et al. (2022a). In contrast to the supervised methods, it does not 
require any labelled data. The method utilises time–frequency repre-
sentation of seismic records after the short-time Fourier transform 
(STFT) and a customised loss function to reconstruct the signal binary 
mask by a DL network. The proposed method shows a robust denoising 
performance and outperforms the benchmark supervised denoising 
method of Zhu et al. (2019b). 

Another challenge particularly faced in the attenuation of noise in 
microseismic data is the unknown nature of the seismic noise field. Noise 
in seismic data is inherently complex due to the range of natural and 
anthropogenic sources from which it originates, resulting in an overall 
noise field that exhibits random and coherent components, as well as 

stationary and non-stationary elements. This complexity is further 
amplified in the microseismic context due to the high volume of noise in 
comparison to the microseismic signals (i.e., due to the characteristically 
low SNR of microseismic data). Accurately recreating such a complex 
noise field is non-trivial (Birnie et al., 2016) – this makes the use of 
synthetic datasets for training much less favourable than in active 
seismic scenarios. Due to the challenges of selecting an appropriate 
training dataset Saad et al. (2021) and Liu et al. (2021) have both chosen 
approaches that do not require noisy-clean pairs of training data. Saad 
et al. (2021) utilise a Variational AutoEncoder (VAE), where the latent 
features related to the microseismic signals are extracted by the encoder, 
and the decoder reconstructs noise-free microseismic data. Illustrated on 
a field data example from hydraulic fracturing of the Marcellus gas shale 
in Pennsylvania, the proposed VAE procedure is shown to outperform 
two conventional denoising techniques - namely, fx-deconvolution and 
damped multichannel singular spectrum analysis. Liu et al. (2021) also 
directly used the noisy data for training a blind-spot denoising scheme. 
By ‘blinding’ the network to a central pixel’s value, the network must 
learn to use neighbouring samples to predict the blinded pixel’s value. 
Under the assumption noise is independent across neighbouring sam-
ples, the blind-spot network cannot learn to replicate the noise compo-
nent of blinded pixel’s noisy value and therefore only predicts the signal 
component. The proposed procedure was benchmarked on a synthetic 
dataset with random noise and a semi-synthetic dataset with recorded 
noise, prior to being successfully applied to field data. In contrast to 
these approaches, Birnie and Alkhalifah (2022) leverage domain adap-
tation procedures to incorporate features from unlabelled field data into 
the supervised training of a network using noisy-clean pairs of synthetic 
data. Through a series of correlations and convolutions, the authors 
illustrate how a network can be trained on pairs of synthetic data 
contaminated with coloured, Gaussian noise and later applied to a field 
dataset exhibiting varying degrees of coherent noise. 

Finally, whilst the denoising procedures themselves here are not 
derived from ML-procedures, a number of authors have considered the 
inclusion of conventional denoising techniques into their ML training 
workflows, where the ML component focuses on another step in the 
microseismic processing pipeline such as event detection. Li et al. (2021) 
illustrate an ‘ML’ workflow for seismic denoising and detection where 
they implement a Graph-based Bilateral Filter (GraphBF) for denoising 
(after a conventional bandpass filter) prior to computing seismic fea-
tures to be fed into a random forest to determine if an event is present or 
not. In contrast, Othman et al. (2021) apply an infinite impulse response 
(IIR) Wiener filter-based denoising procedure only after an event has 
been detected by their pre-trained recurrent neural network (RNN). The 
detection and denoising are then performed as an iterative scheme, to 
enhance the microseismic signal prior to inputting into subsequent 
tasks, like moment tensor analysis. 

2.2. Wavefield reconstruction and interpolation 

The seismic wavefield recorded by geophones during seismic 
acquisition is regularly sampled in time, but it is often non-uniformly 
sampled in spatial directions. This leads to irregularly and sparsely 
populated seismic wavefield representations. 

Active seismic acquisition suffers from large gaps between recording 
profiles, e.g. between consecutive sail lines in 3D marine surveys (e.g., 
Greiner et al., 2021). In passive seismic acquisition the sparsity and ir-
regularity of geophone distribution can result from environmental, so-
ciological or political reasons, but mostly due to economic limitations as 
well as road accessibility. Regularly distributed dense surface arrays are 
significant in microseismic monitoring, especially in post-processing 
phase, e.g. for constraining non-double-couple source mechanisms of 
induced events (e.g., Pesicek et al., 2016) or quantifying fracture net-
works from microseismic event clouds (e.g., McKean et al., 2019). 
Reconstruction or regularisation of seismic wavefields to a dense and 
regular grid (which also implies interpolation and extrapolation) is an 
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essential step to improve imaging resolution (Yu and Ma, 2021). 
Wavefield reconstruction can be regarded as a super-resolution 

problem (e.g., Li et al., 2022a) and/or as a compressed sensing prob-
lem (e.g., Huang et al., 2022), at the same time sharing many similarities 
with image processing (Greiner, 2022), where AI techniques, and 
especially deep learning, play a key role (e.g., Yang et al., 2019). 

Most of the ML-based applications related to wavefield reconstruc-
tion deal with pre-stack seismic data gathered with active acquisition. 
Among many other publications, a deep neural network (DNN) was 
proposed for reconstruction of regularly missing seismic data by Wang 
et al. (2019a). They performed training using a combination of synthetic 
and field data and achieved better regularisation results for regular 
seismic data when compared to the classical f-x prediction. An inter-
polation algorithm originating from image restoration, the projection 
onto convex sets (POCS) method has been introduced by Abma and 
Kabir (2006) for field seismic data regularisation. Zhang et al. (2020) 
considered CNNs in the context of the POCS framework for seismic 
interpolation and showed that the CNN denoisers pretrained on natural 
images could efficiently improve the seismic interpolation results. In the 
same track of using POCS and DL to interpolate and denoise the seismic 
data, DenseNet and POCS have been proposed to reconstruct the 3D 
seismic data in an unsupervised scheme by Saad et al. (2022b). In this 
study, the authors reconstruct the data despite the large number of 
irregularly missing traces. 

Although the aforementioned methods (as well as many others 
related to seismic processing using ML, as recently discussed by Mousavi 
and Beroza (2020)) are considered in the active acquisition context, 
their basic ideas can be applied to passive seismic data interpolation and 
reconstruction. 

In the passive data context, Zhang and van der Baan (2020) proposed 
to use an unsupervised ML method to recover the microseismic signal 
from the noisy data with missing traces based on dictionary learning. In 
their non-parametric model, the dictionary is learned from the observed 
data without the need to subdivide data into training and evaluation 
sets. 

In the work of Greiner et al. (2021), who investigated unsupervised 
deep learning based on a CNN for multidimensional wavefield recon-
struction of irregularly populated traces, the problem of reconstructing 
the complete seismic wavefield from a coarsely sampled and incomplete 
seismic records is formulated as an underdetermined inverse problem. 
On the other hand, the wavefield reconstruction can be regarded in the 
context of a partial differential equation (PDE) optimisation as a regu-
larisation term to partially mitigate the nonlinearity of this seismic in-
verse problem. The so-called efficient wavefield reconstruction 
inversion (WRI) that aims to mitigate cycle skipping in full-waveform 
inversion (FWI) via physics-informed neural networks (PINNs) was 

proposed by Song and Alkhalifah (2020b); Song and Alkhalifah, 2022. 
The key objective of WRI here is to reconstruct a frequency-domain 
wavefield that fits the data (specifically scattered seismic data) and 
the wave equation (Song and Alkhalifah, 2020b), so the workflow can 
potentially be extended to make use of microseismic data as well. 

One of potential trends for the wavefield construction and interpo-
lation of passive seismic data is the adoption of deep generative models. 
Recently Gan et al. (2022) proposed the EWR-Net – a deep generative 
model for earthquake waveform regularisation, and showed that the 
method obtains a higher SNR than a curvelet-based method. They 
demonstrated that generative network design is feasible for the regu-
larisation of irregular station data, which is often the case in micro-
seismic monitoring. 

2.3. Event detection and picking 

Accurate event detection and arrival picking are longstanding chal-
lenges in the field of microseismic monitoring. Typically of low 
magnitude, microseismic events are often masked by noise, making vi-
sual detection impossible. Alongside this, with the ever increasing vol-
ume of microseismic data being collected, performing the task manually 
is unfeasible and, therefore, requires automated algorithms. Among a 
number of algorithms developed over the years, STA/LTA (Allen, 1978) 
and template matching (Gibbons and Ringdal, 2006) are the most widely 
used. While STA/LTA is generalised and computationally efficient, its 
lack of sensitivity to time-varying noise and low-magnitude events, as 
well as its strong dependence on the selection of parameters (e.g., trig-
gering and de-triggering thresholds, short and long time intervals), 
makes it less effective for robust event detection, especially for micro-
seismicity. Although template matching does not suffer from these 
limitations and can robustly detect smaller events, its major drawbacks 
are insensitivity to events with waveforms that are dissimilar to the 
master event as well as a high computational cost, severely limiting its 
use for real-time microseismic event detection (Yoon et al., 2015). In the 
instances when noise levels obscure arrivals, stacking has been shown to 
significantly improve the SNR of the data and aid event detection, as 
well as subsequent tasks such as migration (Duncan and Eisner, 2010). 

With the growing interest of the seismological community in using 
advances in the field of machine learning (ML), numerous efforts have 
been made in the recent past to improve event detection and picking 
capabilities. Below, we outline some of the most promising advances on 
the topic. 

The idea to use machine learning for seismic event detection and 
picking has been around since the 1990s. A number of methods were 
proposed based on artificial neural networks using features extracted 
from the recorded waveforms (Dai and MacBeth, 1995; Wang and Teng, 

Fig. 3. A schematic illustration of computer vision techniques applied to surface microseismic data for (a) binary event detection, (b) windowed event detection, and 
(c) segmented detection of event arrivals. 
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1995; Musil and Plešinger, 1996; Fedorenko et al., 1999; Tiira, 1999; 
Gentili and Michelini, 2006; Maity et al., 2014; Akram et al., 2017; Qu 
et al., 2020). 

These algorithms demonstrated improved robustness in detection 
and arrival picking for low-magnitude events. More recently, a data 
mining approach, referred to as Fingerprint and Similarity Thresholding 
(FAST) (Yoon et al., 2015), was developed to reduce the computational 
complexity of template matching. FAST converts an entire dataset into 
binary fingerprints, which compactly represent short segments of a 
continuous waveform. These fingerprints are organised in a special 
dictionary structure for faster lookup, allowing efficient processing of 
large datasets. With the fast emergence of deep learning as a disruptive 
tool to tackle longstanding research problems across science and engi-
neering disciplines, a number of supervised deep learning methods were 
also recently developed for event detection and arrival picking. Such 
techniques can be divided based on the volume of information returned. 
For example, whether the algorithm provides information on the pres-
ence of an event within a given window of data or it returns the arrival 
time of the event at a specific time value. Fig. 3 illustrates this concept 
for different computer vision methodologies that have been employed 
for microseismic detection and arrival picking on microseismic data 
collected on a surface array. 

A number of procedures have been proposed for binary window 
classification. Such approaches involve a time window being passed into 
a machine learning model and the model returns the prediction of the 
presence or absence of an event in the window. Wilkins et al. (2020) 
developed a custom CNN model for detecting microseismic events 
related to mining. They showed that their trained CNN model was able 
to detect ten times more events than that found by a human expert. 
While these methods focused on detecting events by considering 
waveforms at a single geophone, Shaheen et al. (2021) trained a CNN 
model to accurately detect low-magnitude events by using the entire 
shallow borehole network at Groningen, the Netherlands. This allowed 
them to train the CNN model effectively using moveout patterns of en-
ergy travelling across the borehole sensors to discriminate between 
events originating in the subsurface and local noise arriving from the 
surface. For earthquake detection, Ross et al. (2018b) developed a 
generalised phase detection (GPD) method by training a CNN model on 
hand labelled dataset from the Southern California Seismic Network to 
classify windows of data as belonging to P-wave, S-wave, or noise. GPD 
has been shown to robustly detect P- and S-waves for low-magnitude 
events and is applicable to a range of datasets recorded in different 
tectonic regimes. This is particularly useful for cases when no seismicity 
catalogue exists to be used for template matching. 

For array-based methods, an extension of the binary window clas-
sification is bounding-box detection which detects the time range and 
observed offset of an events arrival, as illustrated in Fig. 3(b). Prior to 
the take-off of neural network approaches, Horne et al. (2019) utilised 
Haar cascades (HC) for detecting microseismic arrivals. HC utilise 
adjoining rectangles to identify features within an image, and have been 
heavily used in face-detection tasks. Horne et al. (2019) illustrated that, 
after minimal signal conditioning, they could accurately detect areas 
containing microseismic arrivals across 3800 DAS channels for a 4 h 
recording. The identified events have a close correspondence with 
known hydraulic fracturing activities. Focusing on the same DAS 
recording, Stork et al. (2020) advances on the work of Horne through 
their consideration of neural networks, in particular the common CNN 
architecture called YOLOv3. Trained on synthetic data which has been 
contaminated by field noise (i.e., a semisynthetic dataset), the trained 
YOLO network successfully detects > 80% of manually detected events 
and the majority of missed events are low SNR. The authors speculate 
the network’s performance could be improved further with the inclusion 
of more low SNR events during training. 

For trace-based detection, both non-neural network and neural 
network methods have been shown to outperform conventional pro-
cedures. Benchmarked against the common STA/LTA trigger, Chen 

(2020) developed an unsupervised fuzzy clustering procedure that uti-
lised the STA/LTA trigger, alongside power and mean computed over 
the window, as features in their clustering algorithm. The model is 
shown to be robust to high noise levels and accurately detects micro-
seismic events in both synthetic and field data. For trace-based neural 
network methods, Zheng et al. (2017) and Birnie and Hansteen (2022) 
both utilised the long-short-term-memory (LSTM) recurrent neural 
network architecture. Zheng et al. (2017) trained their LSTM network 
using lab-stimulated microseismic events and successfully applied the 
trained network to field recordings. Birnie and Hansteen (2022) adapted 
the architecture of Zheng et al. (2017) to include bidirectionality and 
trained their network on a wide-ranging synthetic dataset contaminated 
by bandpassed noise. The trained network was successfully applied on 
two different field datasets: one land and one from ocean bottom nodes. 
The successful application on the significantly different field datasets 
highlights the robustness of the network due to the large range of syn-
thetic events it was exposed to during training. 

In a similar vein, Mousavi et al. (2019) developed a CNN-RNN 
earthquake detector (CRED) that combines convolutional layers and 
bi-directional LSTM units in a residual structure for robust detection of 
microearthquakes. They showed improved performance of CRED 
compared to STA/LTA, template matching, and FAST algorithms in 
lowering the detection threshold while minimising false positive de-
tections. As opposed to considering detection as a time-series task, Birnie 
et al. (2021) considered it a semantic segmentation task for array re-
cordings, where the seismic recording is considered as an image and the 
network determines if an event is, or is not, present at each pixel loca-
tion. Utilising the popular U-Net architecture of Ronneberger et al. 
(2015) and trained on synthetic data, the authors utilised distributed 
deep learning to handle the irregular geometry of their ocean bottom 
node network and illustrated how the resulting model could be applied 
real-time on a single GPU. 

In addition to event detection, a number of deep learning based al-
gorithms were developed for phase picking. Ross et al. (2018a) trained a 
CNN model on a hand-picked dataset from the Southern California 
Seismic Network to pick P-wave arrival and first-motion polarity. They 
showed that the trained model could perform the task more accurately 
than a professional seismic analyst. Zhu and Beroza (2019) trained a 
fully convolutional network, referred to as PhaseNet, for arrival time 
picking of P- and S-waves. They demonstrated state-of-the-art picking 
capabilities, even in challenging circumstances for a human analyst. 
Another end-to-end deep learning approach for picking P and S arrivals 
was proposed by Wang et al. (2019b). Their deep CNN model was 
trained on manually picked three-component seismograms from the 
high-sensitivity seismic network deployed on the islands of Japan. In an 
effort to pick the phase of microseismic events from laboratory-scale 
hydraulic fracturing experiments, Chai et al. (2020) construct a deep 
NN initially trained on a large amount of events from global earth-
quakes, followed by transfer learning towards the scale-model data. 
They show that the new workflow provides a better seismic catalogue 
and a larger amount of phase picks compared to human seismic analysts. 
Johnson et al. (2020b) applied the CNN model of Ross et al. (2018a) on a 
microseismic dataset related to mining-induced seismicity. They showed 
remarkable performance through fine-tuning using their dataset-specific 
training. Moreover, He et al. (2021) showed the application of capsule 
network for P arrival picking. They showed improved generalisation 
capabilities and robust performance of capsule neural networks using 
fewer training data than CNNs. Sequence models, a slightly different 
technology than CNNs, was also used for phase picking by Kirschner 
et al. (2019). They trained a Long-Short Term Memory (LSTM) network 
by formulating the problem as a sequence-sequence classification task. 
They demonstrated the efficacy of the method on local earthquakes. 

Array-based phase picking methods have also been developed 
recently that harness the spatial coherence of seismic phases among 
different stations in a seismic array. In this regard, Chen and Li (2022) 
proposed CubeNet which considers the spatial correlation of individual 

D. Anikiev et al.                                                                                                                                                                                                                                 



Earth-Science Reviews 239 (2023) 104371

7

picks at different stations to improve picking accuracy. They demon-
strated that the method is robust against local spurious noises that are 
incorrectly picked by traced-based pickers. In a similar vein, Feng et al. 
(2022) developed EdgePhase, a multi-station phase picking model that 
is obtained by integrating Edge Convolutional module with EQTran-
former. Compared to the standard EQTransformer, EdgePhase was 
shown to increase the F1 score by 5% on the Southern California data 
set. Moreover, performance tests in regions of different tectonic settings 
showed its strong generalisation ability in real-world applications. 

The aforementioned works cover either event detection or arrival 
picking tasks separately. However, a number of deep learning ap-
proaches have also been developed that integrate the two tasks, such as 
Zhu and Beroza (2019) that combine phase identification and picking. 
Moreover, Zhou et al. (2019) developed a hybrid algorithm based on 
CNN and RNN to detect events and pick phases in two steps. Zhu et al. 
(2019a) presented a CNN-based Phase-Identification Classifier (CPIC) 
designed for phase detection and picking, and applied it to aftershock 
sequences of the 2008 Wenchuan earthquake. An eight-layer CNN model 
is trained to first detect events, which are then sent to a two-layer bi- 
directional RNN to pick P and S arrival times. Mousavi et al. (2020) 
trained a deep neural network with an attention mechanism 
(EQTransformer) for event detection and arrival picking. The trained 
model was shown to generalise well and demonstrated performance 
similar to a human analyst. Similarly, other deep learning approaches 
were developed for simultaneous event detection and arrival picking 
tasks (Zhang et al., 2020a; Saad and Chen, 2021). An interesting aspect 
of the work of Zhang et al. (2020a) is that the CNN does not input the 
raw data, but its time–frequency transform. In this way, each input 
seismic time signal becomes a 2D time–frequency panel, which allows 
better extraction of both temporal and frequency-related features. As a 
result, this gives an improved network performance on noisy data. 
Moreover, in a recent publication, Münchmeyer et al. (2022) conducted 
a large-scale benchmark study by comparing six of these mostly used 
deep learning models. Using a variety of datasets, they showed that 
EQTransformer, GPD, and PhaseNet yield similar performance. 

While many of the algorithms highlighted above were originally 
developed in the global earthquake community, they are also applicable 
in microseismic monitoring. However, one needs to be cognizant of the 
particular challenges associated with microseismic data. This includes 
data with typically low SNRs and potentially having multiple events 
within a given time window, which is more common in microseismic 
than global earthquake datasets. As indicated by publications referenced 
above, the microseismic community has made numerous advances in the 
use of ML on detection and picking problems. Nevertheless, there is still 
plenty of room to learn from the advances in the global earthquake 
community for obtaining robust detection and picking performance in 
microseismic monitoring. 

2.4. Localisation 

Following the detection of (induced) events, it is important to find 
out where the detected seismic event is originating from (Warpinski, 
2009). 

Traditionally, localisation methods rely on retrieving the (relative) 
arrival times from the measured seismic records, and calculate from 
these arrival times the source locations, e.g. by forward calculating the 
ray travel times from a grid of potential source locations and matching 
these with the observed times (see, e.g., Lomax et al., 2009). For an 
overview of traditional travel time inversion methods for source local-
isation, see Thurber and Engdahl (2000). 

As an alternative to these travel-time based methods, full waveform 
approaches have been utilised to locate earthquakes, where the wave-
forms are directly used in a stacking or mapping process in order to 
retrieve the source location. These can be divided into method using 
parts of the wavefield or the full wavefield. Part of the wavefield is 
usually used in diffraction stacking, often done in a grid-search method, 

where the measurements are focused for all possible source locations (e. 
g., Kao and Shan, 2004; Duncan and Eisner, 2010; Chambers et al., 2010; 
Anikiev et al., 2014). This process sums all recorded data along the 
traveltimes related to a diffraction response, where the diffractor is the 
seismic source. As an alternative source localisation process, Gharti et al. 
(2010) describe an efficient global optimisation method based on 
stacking the envelopes of the signals. 

The full wavefield is used in methods based on reverse modelling, or 
back-propagation, within a gridded velocity model, provided that the 
measurements are acquired at a sufficiently dense spatial sampling 
(Gajewski and Tessmer, 2005). If the used velocity model is accurate 
enough, the back-propagated wavefield will focus at the hypocentre. As 
a hybrid solution, Willacy et al. (2019) propose a grid-search method for 
both location and moment-tensor type based on comparing elastic finite 
difference-forward modelled responses with the full-waveform micro-
seismic events, assuming a known subsurface velocity model. 

A common advantage of the time-based localisation methods lies in 
lower requirements on the seismic velocity model, as long as dealing 
with traveltimes leads to averaging over the velocities. Wavefield-based 
localisation algorithms do not require picking of wave arrivals but 
require more detailed knowledge of the velocities to model the wave-
forms, which may lead to larger errors where such an accurate velocity 
model is not available. 

To avoid dependency on requiring a prior velocity model, Eisner 
et al. (2008) and Grigoli et al. (2016) use prior detected master events to 
relatively locate similar events in a data-driven focusing process. This 
approach benefits from naturally correcting local heterogeneities (like 
statics) as they are contained in the master event, as well as some source 
polarisation effects. 

In recent years many of these deterministic steps have been replaced 
or augmented by machine learning. Such machine learning solutions are 
already widely applied in seismology for the earthquake localisation 
problem (e.g., Kong et al., 2019). The global seismology methods 
generally use the P- and S-phase of the recorded signal and sometimes 
are based on data from one seismic station. As an example, Mousavi and 
Beroza (2020) use a single channel measurement to directly find the 
earthquake’s epicentre and depth. ML applications in the global seis-
mology field are reviewed by Ren et al. (2020). 

The field of microseismic monitoring differs from the global seis-
mology in magnitudes, thereby, the signal-to-noise ratio of the events is 
less favourable. In addition, large earthquakes radiate strong signal in 
lower frequencies where the earth is more laterally homogeneous and 
velocity models are better constrained, while microseismic events are 
more sensitive to local heterogeneities in the overburden. This results in 
less information to be extracted from a microseismic event recorded by a 
single station measurement. Therefore, microseismic event localisation 
methods are mostly based on dense arrays of receivers, which provides 
more information about the location of the source and also its charac-
teristics (see next subsection). 

Secondly, microseismic arrays often use only single vertical compo-
nent geophones (especially at the surface) and with such arrays – and the 
epicentres being mostly located within the array extent – it is harder to 
identify S-wave arrivals. Therefore, most of the microseismic local-
isation methods (using surface arrays) are based on P-wave arrivals. 
However, this is expected to change, as recent reports indicate the use of 
multi-component data for the detection and localisation of small 
earthquakes, for example in analysing weak aftershocks down to 
magnitude − 2 (Li et al., 2022b). 

The ML-based methods for this process, similarly to classical local-
isation techniques, can be divided into two categories: traveltime-based 
and waveform-based methods. The former method uses wave arrival 
picking, whereas the latter takes full waveforms and directly maps them 
to subsurface locations. 

The arrival time based locations use several ML-based methods to 
extract the arrival times from the raw data. Huang et al. (2018) proposed 
a CNN to take the microseismic events during mining activities and 
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convert them in Time Delay of Arrival (TDOA), after which they can be 
mapped to source locations via a traditional calculation scheme, 
assuming a known speed of sound model of the subsurface. One inter-
esting aspect is that they do not use the actual recorded data as input for 
their CNN, but the power spectrum and phase spectrum of the cross- 
wavelet transform calculated from the recordings. 

Traveltime-based localisation methods use determined arrivals for 
microseismic location determination. Hao et al. (2020) proposed a 
simple feedforward artificial NN for hypocentre estimation using exist-
ing wave arrival picks, which was later extended (Anikiev et al., 2021) 
and benchmarked (Anikiev et al., 2022) against a classical traveltime- 
based method using a real microseismic monitoring dataset from a hy-
draulic fracturing site in Oklahoma, USA. The training is done on syn-
thetics and does not require any historical seismicity. Along a similar 
strategy, Chen et al. (2022) pick the arrival times of the microseismic 

events in the traditional manner and then use these arrival times as the 
input to a ML algorithm – based on Random Forest (RF) – to find the 
source location. The training is done by ray-tracing arrival times of all 
possible source locations computed in a 3D velocity model. 

Another application of machine learning is by using so-called phys-
ics-informed neural networks (PINNs), where the loss function in the NN 
is augmented by a physics law. This can help to make forward modelling 
of wavefields (Moseley et al., 2020) or travel time functions (Waheed 
et al., 2021b) more robust. Grubas et al. (2021) suggested utilising an 
eikonal equation based neural network to find the location that mini-
mises the misfit between the picked traveltimes and the predicted ones. 
Yildirim et al. (2022) predict the location by finding the minimum of the 
NN trained traveltime function that fits the data and the eikonal equa-
tion where no optimisation is required. Izzatullah et al. (2022) supports 
this novel utilisation of PINNs with uncertainty quantification using a 

Fig. 4. An example of the probability density functions in 3D directly mapped via a NN from the microseismic field data events, for (a) a good quality event and (b) 
an event with poorer SNR. The 3D distribution is shown via two cross-sections, while the microseismic response is shown with amplitude normalisation on the left. 
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predictive Bayesian implementation using the Laplace approximation. 
The PINN utilisation in microseismic localisation is new, but shows 
considerable promise, especially in flexibility as these NN functions are 
continuous (i.e., no grid points are involved) and thus, any recordings 
along any type of surface, regular or irregular, can be utilised for 
microseismic event localisation. 

ML approaches have also been proposed for full waveform methods 
using stacking. One such approach is to use ML for denoising the data, in 
order to get cleaner focusing results using traditional methods. Saad and 
Chen (2020) used an NN to select the desired waveforms from the raw 
microseismic data while masking all the noise, and use these pre-
processed signals in a back-propagation and imaging algorithm, with a 
modified imaging condition that multiplies the contribution from 
various detectors, rather than summing them (Nakata and Beroza, 
2016). 

As the diffraction stacking – in combination with some grid search – 
is the most time-consuming task, this process is well-suited for a ML 
implementation. Thus, ML is used to directly map the raw – or pre- 
processed – seismic data into an estimate of the source location. Along 
this line of thought, Gu et al. (2019) construct a Bayesian deep con-
volutional neural network to output the source location and its corre-
sponding uncertainty directly from the full waveforms recorded with a 
seismic array. Kriegerowski et al. (2018) demonstrate the possibility to 
find the source location from the raw data – without additional pre- 
processing – when using three-component seismic measurements. 
Their full waveform windows contain both P-wave and S-wave contri-
butions. The method is trained on records from known locations in the 
same area. Although this work is in the context of global seismology, it 
may also have applicability to multi-component microseismic 
recordings. 

Wang and Alkhalifah (2021) cross-correlated a reference trace with 
the rest of the data within its segment to reduce the size of the input 
data, which is input to a convolutional neural network to predict the 
location of the microseismic event and some of its characteristics. They 
later demonstrated that with training on synthetic data with field data 
noise added to them, they can locate events from field data in high ac-
curacy (Wang et al., 2022). Finally, Alkhalifah et al. (2022) utilise a 
domain adaptation method to help improve the location accuracy on 
field data. Along these lines, Wamriew et al. (2022) propose a CNN- 
based method to jointly invert for source locations of microseismic 
events and the vertically varying velocity model using real-time down-
hole seismic waveform recordings. Wamriew et al. (2021) apply such 
direct waveform methods, using a deep CNN, on distributed acoustic 
sensing data and show the effectiveness in handling these large data 
volumes. 

All these methods can provide near real-time locations when the 
network is properly trained using an accurate velocity model of the re-
gion, when velocity update is not part of the process (Wang et al., 2022). 
Another advantage of these ML approaches is that the user-dependent 
pre-processing is largely avoided, making the method more 
automatised. 

It is natural to combine detection and localisation in one unique 
process. Zhang et al. (2018) propose two networks: one CNN for clas-
sifying if a certain time window contains an event and a second CNN that 
takes any detected event and locates it. They are able with – using small 
training data sets and networks with few layers – to get localisation 
results that match with results from traditional grid-search methods. 

ML can also provide uncertainty of the located event. For this, Zhang 
et al. (2020) design a CNN that outputs a probability density function of 
the source location as a 3D volume. For the training data, suitable 3D 
Gaussian functions are used to represent the expected accuracy of the 
training data. Zhang et al. (2022b) modify their earlier work to avoid 
focusing problems related to polarity reversals caused by source mech-
anisms or other poor imaging conditions. The work of Zhang et al. 
(2020) is followed up by Vinard et al. (2020) and Vinard et al. (2022), 
who show that such a network can be applied to field data, by training it 

with synthetics contaminated with realistic noise. Fig. 4 shows examples 
of such a NN for field data from a hydraulic fracture monitoring project 
in Texas, where the SNR of the data is represented in the maximum 
amplitude of the obtained 3D function. Vinard et al. (2021) extend this 
work to localise lower magnitude events via transfer learning using 
detected weaker events on a network pre-trained with large-amplitude 
events. Fig. 4b illustrates an example of an event without high SNR ar-
rivals on the individual receivers. Such waveforms illustrate the chal-
lenge of the microseismic monitoring where, unlike in earthquake 
seismology, we can’t assume high SNR arrivals that can be easily 
detected. The ML algorithms should and need to overcome such chal-
lenge for all aspects of processing (detection, localisation, source 
mechanism determination, etc.). 

Note that this transfer-learning approach shows similarities with the 
technique used by Münchmeyer et al. (2020) and Münchmeyer et al. 
(2021) for global seismology earthquake localisation. There, a Trans-
former Neural Network (TNN) is pre-trained with field data from a wide 
range of earthquake locations, after which transfer learning is applied to 
predict source locations from observed data in the target area. 

An extensive comparative study on various neural networks for 
microseismic event localisation, including a posterior probability dis-
tribution, can be found in Mancini et al. (2021). This demonstrates that 
ML approaches can provide considerable speed in evaluating the un-
certainty, which can also deviate from strict Gaussian processes. 

In the same vein, Perol et al. (2018) use the three geophone com-
ponents at a single measurement position to first detect an event and, 
next, estimate a location by assigning a label, indicting a limited number 
of geographic regions. Because the data from only one multi-component 
geophone is used, limited source location information can be retrieved 
and, therefore, this approach is better referred to as ‘catalogisation’. 
However, the output provides a probabilistic distribution of these 
regions. 

It is not clear what kind of ML technique is optimal for source 
localisation. Usually, three main methods are employed: traditional 
Random Forest (RF), Support Vector Machine (SVM), or a neural 
network which can handle more complex, nonlinear relationships be-
tween input and output. A comparison was carried out by Yang et al. 
(2021a), who describe a situation where microseismic events are ex-
pected either from a shallow or a deep region. They use detected signals 
from a single seismic sensor as input to a variety of classifiers to detect 
either shallow or deep source locations. Their conclusion is that the deep 
learning CNN outperforms the more traditional ML approaches like SVM 
or RF. 

Finally, the question is whether ML methods outperform the tradi-
tional techniques. To investigate this, Zhang et al. (2022a) consider 
natural earthquakes at the San Andreas fault and develop a workflow, 
which they call LOC-FLOW, around a deep learning module to extract 
arrival times of detected earthquakes by an existing PhaseNet (Zhu and 
Beroza, 2019), and augment this by a set of steps to both detect and 
locate earthquakes. With LOC-FLOW they detect and locate almost four 
times more earthquakes than with traditional methods. 

Although, there may still be reasons why a deterministic inversion 
would be preferred, ML could provide additional input that is not easily 
retrieved otherwise. As an example, Käufl et al. (2016) do not use a NN 
for the direct mapping of earthquake data into the required source pa-
rameters, but use the NN to build stochastic information on the desired 
parameters, which then can be used in a deterministic Bayesian 
inversion. 

Besides only the source location, ML could give more information. As 
examples, Song and Alkhalifah (2020a) used a support vector machine 
(SVM) to develop a classification algorithm of microseismic events in 
time-reversed source images and van den Ende and Ampuero (2020) 
proposed a graph neural network (GNN) approach to seismic source 
characterisation (location and magnitude estimation), based on multi- 
station waveform recordings. In the next subsection, focus will be put 
on the extraction of source mechanism information. 
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2.5. Source mechanism determination 

Induced microseismicity can have both pure shear and non shear 
mechanisms as the human activity result in volumetric changes. Initial 
observation of induced seismicity in unconventional and conventional 
oil/gas fields was explained by double-couple (DC) source mechanisms 
(Rutledge et al., 2004; Li et al., 2011a; Li et al., 2011b; Li, 2013). 
However, other studies found evidence of both pure shear as well as non- 
shear source mechanisms in induced seismicity. Therefore, inversion of 
the full moment tensor for induced microseismic events is preferable. 

The two most common methods of inversion, of either pure shear or 
full moment tensor source mechanisms, can be carried out either by 
inversion of amplitudes of seismic waves (e.g., ̌Sílený et al., 1992) or full 
waveforms (Sipkin, 1982). 

Both methods have their advantages and drawbacks. For example, 
amplitude inversion requires accurate picking of the arriving waves but 
allows simpler velocity models while full waveform modelling provides 
robust inversion of recorded waveforms but is limited in fitting low 
amplitude arrivals (typically P-waves, S-wave arrivals are used if 3-C 
data are available) and requires a very accurate velocity model suit-
able for modelling of multiply reflected arrivals. 

In the following paragraphs we will review ML approaches to source 
mechanism inversion using mainly equivalents of the full waveform 
methods as this is the current state of art in the ML applications to source 
mechanism inversion, but we wanted to provide a broader perspective to 
the reader. 

Käufl et al. (2013) implemented a Bayesian approach using Mixture 
Density Networks (MDNs, introduced by Bishop (1994), which is a class 
of neural networks outputting parameters of Gaussian mixture models) 
for early warning recognition of source mechanisms of large earthquake 
centroids. The methodology uses displacement data from GPS local 
stations to constrain centroid location and event magnitude assuming 
deviatoric moment tensor (DMT) for source mechanisms with posterior 
probability densities derived using the MDN trained on synthetics in a 
form of parameters of a Gaussian mixture model (GMM). The results in 
this study revealed robust solutions that are relatively insensitive to 
variations in the 1-D crustal earth model. A promising application from 
earthquake seismology which uses a CNN-based approach for sparse 
surface network of receivers was proposed by Kuang et al. (2021), who 
constrained the source mechanisms to pure shear and used full wave-
forms recorded on 16 three-component stations. To lower the sensitivity 
to attenuation and possible cycle skipping, the seismograms were 
filtered between 0.05 and 0.1 Hz and the application is aiming at an 
automated determination of large earthquakes with Mw>5; the velocity 
model is 1D calibrated with previous studies without attenuation (not 
mentioned). This implementation illustrates well the need for low fre-
quency response to simplify wave propagation. However, such an 
approach is difficult to adopt for microseismicity as the low frequency 
signal is hidden below the noise for most induced seismic events. 

For microseismicity, Ovcharenko et al. (2018) implement single well 
inversion in homogeneous isotropic medium using a trained ANN 
(multilayer perceptron). The inversion is based on least-squares method 
(LSM) for the P and S peak amplitudes on all components, modelling 
does not include attenuation. The authors test sensitivity to the number 
of hidden layers in the ANN concluding the three layers are needed to 
achieve satisfactory inversion measured by misfit of the moment tensor 
components. The conclusions have been somewhat surprising, given the 
fact that the full moment tensor is very poorly constrained (essentially 
only thanks to near field zone) from a single vertical monitoring bore-
hole in homogeneous medium. Alternatively, Carrizo Mascarell (2020) 
changed the methodology to use full waveforms simulated in a 1D 
layered structure (using discrete wave number (Bouchon and Aki, 
1977)) and simulated response on a horizontal and vertical array of 
receivers to better constrain the inverted mechanisms. The misfit func-
tion was the least squares difference between the data and synthetics. 
They obtained very good results on a synthetic test for low noise 

environment, reliably inverting full moment tensors. Revelo Obando 
(2021) used the same methodology and applied it to full moment tensor 
inversion from a horizontal array of receivers with very encouraging 
results for synthetic datasets. It is theoretically possible to obtain full 
moment tensor from horizontal array of receivers in 1D medium with 
full waveform modelling, however such an inversion requires very ac-
curate and precise velocity and attenuation models. It remains to be seen 
if such results can be also obtained for real data where models are not 
known, but the ANN algorithm works well. 

Wamriew et al. (2020) designed a joint localisation and moment 
tensor inversion scheme, where the locations of microseismic events are 
estimated with a multi-layer 2D CNN, whereas their source mechanisms 
are inverted using a multi-head 1D CNN. Both networks are trained on 
synthetic data with low SNRs, mimicking the real data. The results show 
that the proposed joint approach is capable of finding meaningful re-
lations between the input data and source characteristics – locations and 
source mechanisms – and gives an accuracy comparable with classical 
methods. 

Choi et al. (2022) proposed a CNN-based source mechanism inver-
sion method with domain adaption. The synthetic peak amplitudes and 
first arrivals of P- and S-waves are used as training data sets. The CNN 
model is pre-trained with a homogeneous velocity model. The pre- 
trained CNN model is then fine-tuned with the domain adaptation 
technique. 

The currently prevailing methodology for using neural networks for 
source mechanism inversion is using synthetic full waveform seismo-
grams with modelled source mechanisms as labels for training and 
validation and then applying such trained neural network to invert real 
observed detected events. This is reliable and successful if the modelled 
training dataset uses realistic velocity models. Such models are generally 
available for large earthquakes in low frequencies because low fre-
quency signals are less sensitive to local heterogeneity. But this is not 
generally available for microseismic data as the low frequency part of 
their signals have generally very low SNR and the velocity models 
allowing to model high frequency signal are generally not good enough 
and furthermore must be calibrated locally. Earthquake seismologists 
generally overcome velocity model limitations by using attributes of the 
waveforms such as P- or S-wave phase polarity and amplitudes or their 
ratio. We believe neural networks for source mechanism inversion of 
microseismic events have potential to identify such features in wave-
forms, but algorithms may have to include uncertainty of the velocity 
model or some kind of specific misfit functions dependent on the 
attributes. 

2.6. Cluster analysis 

Technical and methodological advances in microseismic monitoring 
result in larger amounts of detected and located microseismic events 
and, therefore, call upon using statistical analysis of the distribution of 
seismic events (clusters or clouds) in space and time. Spatiotemporal 
cluster analysis of microseismic event clouds is a powerful tool that 
helps to get information on the dimensions, orientation, and complexity 
of the fracture system, as well as to predict the fracture growth (e.g., 
Andrade and van der Baan, 2021b). On the other hand, accumulated 
seismicity datasets can be used to forecast seismic events and predict 
earthquake trends (e.g. Geller, 1997), which is particularly important in 
seismic hazard assessment, early-warning, and seismic traffic-light sys-
tems. Such sophisticated and challenging tasks can benefit a lot from ML 
and data science techniques. 

As far as seismic sensors can record all types of signals propagated, 
classification of this signal is an important first step to focus the analysis 
only on a certain type of seismic data, according to the application. 
There are several ML-based approaches to discriminate between earth-
quakes and microseismic activities. For instance, Duan et al. (2021) use 
four different techniques – random forest (RF), support vector machine 
(SVM), deep convolutional neural network (DCNN), and residual neural 
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network (ResNN) – to classify the signals in a longwall coal mine in 
Australia. The results showed that microseismic events could be classi-
fied with an accuracy of over 90%. For training, a primary database was 
established with eight thousand signals in total, with two thousand for 
each of the four event classes manually labelled as a ground truth. An 
overview of the performances of ten frequently-used ML models for 
microseismic/blasting events recognition in underground excavations 

was prepared by Pu et al. (2020). 
Seismic cluster analysis is used to determine groups of seismic events 

(clusters) in such a way that certain event properties assigned to the 
same cluster are similar to each other. Clusters are, therefore, identified 
either as groups of events that minimise internal and maximise external 
distances, or as dense event regions separated by sparse regions (Piegari 
et al., 2022). Distance-based algorithms minimise the distances between 

Fig. 5. Seismic cluster analysis in space (a) and time 
(b,c,d): a) Spatial cluster analysis results from the 
application of the GMM algorithm to the microseismic 
dataset recorded during hydraulic fracturing in 
Western Canada (plan view). The clusters are differ-
entiated by colour. The black arrows show the 
orientation of the maximum principal stress (from 
McKean et al., 2019); b-d) Temporal cluster analysis 
of a landslide in Greenland: within-cluster cumulative 
number of event detections (b) in two clusters (purple 
and red). The relative probability for each time win-
dow to belong to each cluster is represented with 
lighter bars. The waveforms extracted within the 
clusters are extracted and aligned with respect to a 
reference waveform within the cluster, for cluster 4 
(purple, c) and cluster 3 (red, d). The stack of the 
waveforms (panel d) is shown in black solid line 
(from Seydoux et al., 2020).   
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hypocentres of located earthquakes, using, for instance, k-means (e.g., 
Ouillon et al., 2008), fuzzy clustering (e.g., Ansari et al., 2009), Gaussian 
Mixture models (GMMs) (e.g., Ouillon and Sornette, 2011) as well as 
hierarchical clustering (e.g., Trugman and Shearer, 2017; Kamer et al., 
2020). However, the analysis of spatial features of seismicity by density 
rather than distance seems to be more advantageous (e.g., Piegari et al., 
2022; Fan and Xu, 2019). Density-based algorithms can identify clusters 
of an arbitrary shape and are more efficient on large datasets. Moreover, 
they allow to take into account multiple event characteristics, such as 
moment tensors or even waveforms and their spectra. 

The Density-Based Spatial Clustering of Applications with Noise 
(DBSCAN) algorithm, introduced by Ester et al. (1996), is one of the 
most popular density-based clustering approaches used in seismology. 
Konstantaras et al. (2012) presented a graphical tool based on various 
clustering algorithms, including the DBSCAN algorithm, Fuzzy C-Means, 
Quantum Clustering, and a self-developed dynamic spatial clustering 
algorithm, and applied them to analyse seismicity in the region of 
Aegean Sea. Cesca et al. (2013) adopted the DBSCAN algorithm to 
classify focal mechanisms from large moment tensor catalogues taking 
into account variable uncertainties of different moment tensor compo-
nents. They developed a set of software tools (Cesca, 2020; Petersen 
et al., 2020) based on DBSCAN implementing multi-dimensional clus-
tering that accounts for various properties such as origin time, focal 
mechanism (moment tensor), and waveform similarity. Schoenball and 
Ellsworth (2017) also used the DBSCAN to identify clusters in the 
catalogue based on the spatial proximity of earthquakes in Oklahoma 
and Southern Kansas and performed a detailed analysis of their spatio-
temporal evolution. More recently, Piegari et al. (2022) investigated the 
DBSCAN algorithm and its extension OPTICS (Ordering Points To 
Identify Cluster Structure) (Ankerst et al., 1999) for analysis of the 
spatial distribution of seismicity and applied them to seismic catalogues 
of earthquake sequences in Italy and Japan. They showed how cluster 
solutions help to identify 3D features of tectonic structures that were 
activated in a seismic sequence and generalise the analyses for arbitrary 
seismic sequences. 

While supervised ML algorithms rely on the quality of the predefined 
labels to determine specific data classes known a priori, unsupervised 
machine learning strategies explore seismic data without using any 
explicit assumptions and, therefore, are more suitable for seismic cluster 
analysis. However, in both cases, the keystone to success lies in the data 
representation, namely one needs to define an appropriate set of features 
for solving the task of interest (e.g., Seydoux et al., 2020). 

Unsupervised learning has been widely applied in volcanic moni-
toring systems (e.g., Esposito et al., 2008; Hammer et al., 2012; Sou-
bestre et al., 2018; Giudicepietro et al., 2021), as well as in geothermal 
induced seismicity analysis (e.g., Holtzman et al., 2018). Among unsu-
pervised neural networks, the Self-Organising Map (SOM) is suitable for 
the discrimination of seismic signals generated by different sources in a 
composite seismic wavefield (Giudicepietro et al., 2021). Sick et al. 
(2015) used SOM combined with Principal Component Analysis (PCA) 
to estimate the applicability of a single-station seismic clustering. 

Beyreuther et al. (2012) applied a Hidden Markov Model (HMM) 
adopted from speech recognition to detection (triggering) of seismic 
events, and showed general applicability of so-called state clustering for 
earthquake classification of volcano-induced seismicity. 

McKean et al. (2019) introduced a probabilistic clustering method 
based on a GMM algorithm with physical constraints. They applied the 
method to the microseismic dataset recorded during the hydraulic 
fracturing in western Canada in order distinguish natural and anthro-
pogenic processes and identify fracture networks in the subsurface. An 
example of clustering analysis resulting in the identification of 25 
clusters is shown in Fig. 5a. 

Seydoux et al. (2020) proposed a strategy for clustering and detec-
tion of seismic events utilising unsupervised machine learning that 
combines a deep scattering network (based on a deep CNN) and the 
GMM. They applied the method to the continuous seismograms 

collected during the massive landslide in Greenland and showed that the 
method is capable of unsupervised detection and recovery of the 
repeating precursory seismicity recorded before the main landslide 
rupture. Examples of waveforms extracted during the clustering analysis 
are shown in Fig. 5c and d, whereas the temporal evolution of the two of 
the clusters (clusters 3 and 4 from Seydoux et al. (2020)) together with 
the within-cluster cumulative detections are presented in Fig. 5b. The 
study of Seydoux et al. (2020) nicely shows that the unsupervised 
learning can also be used for informative forecasting of seismic activity, 
which is the topic of the following subsection. 

2.7. Earthquake prediction 

Earthquake prediction, or, more generally, probabilistic forecasting 
of the seismicity trends, is another big research field. This field has had a 
long and controversial history, sometimes sordid, but remains a very 
important and hot topic with ML giving geoscientists a fresh hope to find 
approximate solutions to problems that were considered unsolvable 
(Geller, 1997). We believe that the vast amount of recent papers on ML 
applications relevant to that topic deserve a separate review study. Here 
we provide just a brief overview of the current state-of-the-art of 
earthquake prediction in the context of applicability to microseismic 
monitoring. 

In global seismology, there are two general approaches to predicting 
earthquakes, one is based on precursors, and the other takes into ac-
count seismicity trends (Bhandarkar et al., 2019). While earthquake 
precursor studies focus on various phenomena, e.g., radon gas emis-
sions, unusual animal behaviour or electromagnetic anomalies (Geller, 
1997), which might indicate an impending earthquake, trend-based 
methods tend to identify specific patterns of seismicity that precede an 
earthquake and thus are more suitable for ML applications and micro-
seismic monitoring. For instance, Bhandarkar et al. (2019) proposed a 
Long Short-Term Memory (LSTM) recurrent neural network (RNN) to 
predict an attempt to forecast earthquakes, and trends using a dataset 
containing a series of past earthquakes, and benchmarked it against a 
feedforward neural network (FNN) approach. The LSTM model predicts 
earthquake time, location and magnitude; it is also able to capture 
certain data trends and clearly outperforms the FNN method (Bhan-
darkar et al., 2019). 

Fluid injections into underground formations and associated induced 
seismicity jeopardize the sustainable use of the subsurface. Forecasting 
of potential induced seismicity, as well as understanding the fault 
behaviour is the key to successful management and mitigation of 
injection-induced seismic risks (Ji et al., 2022). In this context, one of 
important research directions is the analysis of acoustic emission data 
based on laboratory experiments on fractured rocks. Given the fact the 
loading condition is controllable and the recorded seismicity sequence is 
long and complete, the ‘labquake‘ data is a perfect target for ML-based 
analysis (e.g., Laurenti et al., 2022). Recent works demonstrate that 
ML can predict the timing and magnitude of laboratory earthquakes 
using statistics of acoustic emissions (Rouet-Leduc et al., 2017; Hulbert 
et al., 2018; Bolton et al., 2020, among others). At the same time 
applying ML to the prediction problem raises several challenges related 
to proper validation performance on rare events, generalisation poten-
tial of the studied ML models, as well as handling the outputs of black- 
box ML methods (Johnson et al., 2021). Recent advances in laboratory 
earthquake studies have important implications for ML-based prediction 
of microseismic activity and precursors to failure, which have a funda-
mental impact on the ability to improve earthquake early warning sys-
tems and possibly earthquake forecasting (Bolton et al., 2020). 

As for microseismic studies outside of the lab, Andrade and van der 
Baan (2021a) analysed the spatiotemporal distribution of microseis-
micity induced by hydraulic fracturing and studied methods to forecast 
the microseismic cloud size in real time. They benchmarked the pro-
posed CNN-based approach with the analytical diffusion model method 
of Shapiro et al. (1997). Results show that the CNN-based approach 
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outperforms the quality of predictions of the physics-based models but 
also reveal a reduced prediction capability. More recently, Andrade and 
van der Baan (2021b) extended the study and applied a physics-based 
approach relying on diffusivity estimates derived from the micro-
seismic observations and a convolutional neural network (CNN) trained 
with the engineering curves to forecast the microseismic cloud size in 
real-time. 

Earthquake prediction is one of the hottest topic in global seismology 
which explains the rich variety of different ML applications (e.g., Asim 
et al., 2018; Bhatia et al., 2018; Fabregas et al., 2020; Berhich et al., 
2021; Doğan and Demir, 2022), even such an exotic studies as adapta-
tion of biological immune models (Zhou et al., 2022). Mignan and 
Broccardo (2020) found two emerging trends while analysing ML ap-
plications to earthquake prediction in the period from 1994 to 2019: an 
increasing interest in this domain over time and a complexification of 
the NN models toward deep learning (DL). However, they have also 
concluded that potential of DL in significant improvement of earthquake 
forecasting remains unproven. As it was nicely summarised by Kong 
et al. (2019), although ML methods provide seismology with new tools, 
combining them with classical techniques might lead to radically new 
discoveries. The same is true for microseismic monitoring, where one of 
the important aspects is whether the underlying velocity model is 
optimal. This is a fundamental question that influences the estimates of 
seismic event characteristics as well as subsequent seismicity analysis. 
These questions are discussed in the following subsection. 

2.8. The role of velocity 

An essential ingredient to properly locate and characterise micro-
seismic events, whether we use conventional or ML methods, is 
knowledge of the elastic or even simply the acoustic properties of the 
subsurface in the region of interest (Duncan and Eisner, 2010). Without 

an accurate wave propagation description of the subsurface, the local-
isation and characterisation of microseismic events using passive 
seismic data are prone to errors (e.g., Gajek and Malinowski, 2021). 
Many studies have been devoted to quantifying the quality of the 
microseismic event locations and the uncertainty involved due to po-
tential errors in the velocity model (e.g., Kocon and van der Baan, 2012). 
For example, Poliannikov et al. (2014) and Gesret et al. (2014), among 
others, utilised a Bayesian formulation to quantify such uncertainty 
when the sources of information are the traveltime picks. With trav-
eltime picks, Zhang et al. (2017) also used Bayesian inference to esti-
mate both the velocity model and the microseismic location. The 
common theme behind all the above studies is that without an accurate 
description of the subsurface, locating microseismic events is potentially 
biased. 

The sources for the Earth property information (a velocity, including 
an anisotropic and an attenuation, model of the subsurface) necessary 
for the microseismic localisation and characterisation objectives have 
varied over the years. The common theme is to extract such information 
from any source possible (Collins et al., 2014). The sources of infor-
mation include prior active seismic experiments supported, possibly, by 
measurements at wells, as well as, a priori information from our 
geological knowledge and from other geophysical methods. Depending 
on the available sources of velocity information, we can build detailed 
and complex velocity models for microseismic localisation and charac-
terisation tasks (Grechka and Duchkov, 2011; Das et al., 2021). 
Recently, we have even utilised the microseismic events themselves to 
estimate the velocity in a multi-parameter (source locations and veloc-
ity) inversion, handled either sequentially (e.g., Li et al., 2013) or 
simultaneously (Grechka and Heigl, 2017; Wang and Alkhalifah, 2018). 
In fact, for microseismic localisation objectives using P-waves or P-wave 
traveltimes, the acoustic assumption for describing wave propagation 
often suffices. Along these lines, Choi et al. (2018) and Barthwal and van 

Fig. 6. An example of velocity and source image locations extracted from multi-component seismic data recorded in a well at the locations given by red on the upper 
left side of the velocity inversion plots. The initial estimated location of the microseismic event based on the constant background velocity model is shown as a grey 
dot, while the actual location given by the ball-seat event is shown as a yellow dot. The inverted model with updates in the illuminated region by this source provide a 
source image for P- and S-waves at the ball seat location. On the left, the measured data and the simulated ones from the inverted source and velocity model for the 
radial (top) and transverse (bottom) components. 
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der Baan (2019) inverted for the sources and velocity using picked 
traveltimes in a tomographic fashion. Traditionally, calibration shots are 
used to calibrate an a priori built velocity model. For example, Bar-
dainne and Gaucher (2010) utilised calibration shots to constrain the 
tomographic inversion and tested several methods of calibration. Tan 
et al. (2018) used a neighbourhood algorithm (Sambridge, 1999) along 
with setting a station as a reference, and they quantified the accuracy of 
their approach on real data using ball-seat events where the source is 
known. Such ball-seat events were used to test a waveform based 
inversion that utilises a source function independent objective function 
to avoid the nonlinearity induced by the unknown source (Wang et al., 
2020). Along the line of waveforms, Song and Alkhalifah (2019) used a 
wavefield inversion approach to simultaneously determine the source 
location and invert for the velocity model. Such inversions, time- or 
waveform-based, are common in the global scale as other sources of 
Earth elastic property information are usually not available, and most of 
the information comes from the earthquakes themselves (Montelli et al., 
2004). 

Illustration of the importance of the velocity model constrain is 
shown in Fig. 6, extracted from the work of Wang et al. (2020), which 
shows multi-parameter inversion of data acquired along a well. This 
work demonstrated that important velocity information is embedded in 
the passive seismic recording. They utilised a source independent 
objective function to reduce the nonlinearity, and thus, were able to 
invert for the P- and S-wave velocities, as well as the P- and S-wave 
source images for a seat-ball event along a horizontal well, where the 
source location is known and used here to evaluate the accuracy of the 
inversion. Compared to the background initial constant velocity loca-
tion, predicting the event much closer to the well, the inverted low ve-
locity information in the illuminated areas managed to place the event in 
its true location and that produced multi-component data that matched 
the observed ones. This example demonstrates the importance of using 
microseismic data for velocity estimation, and with machine learning we 
will have an opportunity to utilise a swarm of events efficiently for such 
a task. 

Machine learning methods for determining the location and attri-
butes of the microseismic events are not immune from a requirement of 
an accurate velocity model in the area of investigation. Whether the 
velocity models are needed to generate the synthetic examples for 
training the ML model, or are embedded in the ML implementation, the 

subsurface information accuracy is crucial to the performance of the ML. 
One may argue that we can train a neural network to locate and char-
acterise microseismic events using previously determined locations, like 
in mature fields (i.e. Groningen Gas field), with a history of passive 
seismic studies (Daniel et al., 2016; Shaheen et al., 2021). However, we 
have to keep in mind that these training samples at some point in the 
past required a velocity model to determine the microseismic event 
locations. 

Using machine learning to determine the velocity model goes back to 
the early work of Röth and Tarantola (1994), who have achieved 
compelling results at the time. Moya and Irikura (2010) applied velocity 
inversion using neural networks granted the earthquake locations were 
already determined. This has been a general theme in building the ve-
locity model in the global scale, as we rely on seismic, often traveltime, 
tomography (Montelli et al., 2004). In spite of the aforementioned work, 
ML methods for velocity inversion based on microseismic events have 
been only mildly explored. Part of the reason is the challenge of the 
inherently large model space for such a problem, which includes the 
source location, the velocity model, and in the ML case, the neural 
network parameters. Among the recent attempts to utilise ML for passive 
seismic data model building, there is one performed by Wamriew et al. 
(2021). They applied their approach on distributed acoustic sensing 
(DAS) data, and considered a simple layered model as they predict the 
location of the event and the velocity values at that location. They 
trained their model on synthetic data mixed with real seismic ambient 
noise collected from field data, and applied the approach on real DAS 
data collected in the same area. The approach showed relatively low 
errors. Delplancke et al. (2020) utilised mining events in a passive 
seismic tomography approach. They specifically use stochastic gradient 
decent methods promoted in machine learning to implement a Bayesian 
inference of the velocity model. 

Utilising physics-informed neural networks (PINNs) for this objective 
will be the next frontier in machine learning. PINNs are neural network 
functions of space, and potentially time, representing the solution of a 
partial differential equation, like the eikonal or wave equations, by using 
these equations as loss functions to train the neural network. PINNs offer 
high degrees of flexibility and have already made their imprint in 
locating microseismic events (Grubas et al., 2021; Yildirim et al., 2022). 
Their utilisation in inverting for velocity models have been demon-
strated for active seismic events (Waheed et al., 2021a; Song and 

Fig. 7. A diagram outlining the general options we have in utilising ML in velocity inversion from microseismic events. Here, NN depicts a neural network model 
with inputs: either data, d, source locations, s, or velocity, v, or a mix of them. The dashed arrows point to the outputs of the trained model. 
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Alkhalifah, 2022). It is a matter of time that the two tasks converged to 
provide a mechanism to invert for the velocity model using passive 
seismic data of microseismic events. In addition to PINNs, some of its 
variants, like DeepOnet and neural operators (Rosofsky and Huerta, 
2022; Liu and Cai, 2021; Yang et al., 2021b) are potential tools in the 
machine learning sphere that could help us invert for the velocity model 
using neural networks. Unlike, PINNs, these methods train neural 
network operators rather than functions, and thus, are potentially 
applicable to wider problems. 

Despite the limited work on utilising machine learning to estimate 
velocity models from microseismic events, we can not dispute the fact 
that the microseismic data have plenty of velocity information in them. 
Since the wavepath between these almost point-source microseismic 
events and the recording surface is generally direct, such velocity in-
formation may include high resolution components similar to those 
advertised for diffractions (Bauer et al., 2017). The utilisation of ML in 
velocity inversion from microseismic events will generally take one of 
the paths outlined in Fig. 7. We can either invert for the velocity 
considering the source locations are known, which is often, but not al-
ways practised in Earthquake seismology, or invert for the sources 
considering the velocity is known, which is common in micro-seismic 
monitoring as we saw in the section dedicated to detection, or invert 
for them simultaneously or in sequence as two sub-problems. In using 
physics (simulation) to train the NN model for velocity inversion, we 
have the complexity of generating synthetic data for many random 
models (we have done that with active seismic data). As opposed to 
random source locations used to train the network to locate micro- 
seismic sources, velocity models are often high dimensional functions, 
which will pose a challenge to this problem. However, we have learned 
fast that complexity can be addressed by the constant increase in 
available computational resources and by our ability to develop smarter 
algorithms, like those that may utilise a reduction in the dimensional 
representation of the velocity model (the latent space) (Razak et al., 
2022). 

3. Discussion and concluding remarks 

The reviewed publications show certain trends in the way they solve 
the challenges of microseismic monitoring using machine learning. For 
example, often the lack of pre-existing seismicity data recorded on the 
specifically designed network is overcome by training on synthetic 
seismograms that replicate as much as possible the real data, including 
the addition of realistic noise. This approach provides us with ample 
labels for training, and these labels can be considered as accurate 
(within the accuracy of the physics used to generate the synthetic data). 
Such labels (e.g., event locations) can be confined to an expected area of 
human activity, e.g., expected locations at the reservoir or monitored 
overburden. This provides a significant advantage over training on real 
data, where training events can be limited to only some part of the 
model space. However, a great drawback of using synthetic data for 
training is the need for modelling of realistic waveforms to mimic the 
real data. There are reasons why the synthetic waveforms hardly mimic 
real waveforms ranging from the source representation to media as-
sumptions. The generalisation of synthetic data training to field data 
falls under a category of machine learning referred to as domain adap-
tation. Examples of that in our field, which includes discussions on such 
synthetic data limitations, are provided in Alam et al. (2018), Alkhalifah 
et al. (2022) and Birnie and Alkhalifah (2022). However, for the ma-
jority of the current applications in the microseismic monitoring this 
limitation is neglected and we hope future work will address this issue. 
Another issue related to this is overfitting on limited data if it is avail-
able. Whilst still an area of active research, various methodologies have 
already been proposed to tackle overfitting, for instance, early stopping 
(e.g., Chollet et al., 2015) tracks the validation loss and aims to stop the 
training before overfitting occurs. Future methods will probably allow 
for combinations of field and synthetic data while avoiding overfitting 

on limited pre-exiting data. Another interesting direction is to augment 
the limited seismic data by learning its distribution through generative 
adversarial networks (GANs). The trained GAN model can then be used 
to generate realistic seismic data for the augmentation task (Wang et al., 
2021; Novoselov et al., 2021). This approach can be particularly useful 
for overcoming the limitation in the availability of microseismic data for 
supervised learning tasks. 

Another common feature in the currently applied methodologies is 
training and processing full waveforms of the detected events (Münch-
meyer et al., 2021; Wang and Alkhalifah, 2021) rather than using only 
some human-defined features of the seismograms, like arrival times, 
amplitudes or phases of the microseismic events. ML algorithms can be 
‘smart’ enough to define their own features that are informative for the 
desired inversion result, where these features are hidden in the layers of 
the NN. Our current understanding is that the features of seismograms 
not only allow humans to simplify the inversion, but also simplify re-
quirements on accuracy and precision of the input parameters such as 
velocity model. Maybe NN will enable us to discover new features. 
However, this brings a concern we face in all ML based applications, 
including microseismic monitoring and characterisation tasks, which is 
our limited understanding on what our networks are actually learning or 
doing, i.e., the “black box” phenomenon (Guidotti et al., 2019). We see a 
trend in general in ML towards understanding more about our networks 
inner workings, or, in other words, towards explainable AI (Linardatos 
et al., 2020). This includes understanding the lower dimensional rep-
resentations and features responsible for the predictions. These features 
in microseismic data might be alternative representations of wavefields, 
like the geometrical shapes of arrivals or their phases, or their arrival 
times, and so on. Such knowledge of how neural networks operate can 
increase our confidence in them and help us better understand the un-
certainty involved – an issue that we found lacking in the papers we have 
reviewed. We anticipate that more attention will be paid to under-
standing our networks as this trend is gaining steam in the machine 
learning world, in general. 

In addition to the above, we foresee that future research in ML ap-
plications will result in better estimations of the uncertainties of the 
inverted results. This will hopefully include also uncertainties resulting 
from the neural network model and/or the Earth model, as well as, 
microseismic event parameters. Considering that the use of full wave-
forms is now the preferred choice, we envision at least three ways where 
neural networks may contribute to this theme: 1) using neural networks 
to evaluate uncertainty resulting from the model; 2) using seismicity to 
invert more complex models that would allow fitting of the synthetics to 
the measured waveforms; and 3) using neural networks to identify the 
parts of seismograms that are most relevant to the model space we seek. 
It is even possible that future neural networks may identify new char-
acteristic features of observed seismograms that could provide better 
inversion of source parameters than those used today. 

Another big area in which future neural network applications will 
evolve is in the use of new instrumentation. For example, the DAS 
acquisition provides not only information similar to geophones, but also 
measurements of the strain rate. Furthermore, the measurement with 
DAS is not a point measurement but nearly continuous in space and 
time. This promises large amounts of data in which ML algorithms 
would be able to handle and adapt to better. As illustrated by Birnie et al. 
(2021) for microseismic event detection, such large datasets can be 
easily utilised for training (without the need for data cropping) through 
the implementation of distributed deep learning - which is readily 
available in both the PyTorch and TensorFlow deep learning frame-
works. From denoising, localisation and characterisation of events to 
velocity model building and even mapping CO2 plumes and fracture 
evolution, ML has the capability of learning these tasks regardless of the 
size of the inference data. 

As discussed in Section 2.8, the estimation or updating of propaga-
tion velocity models with ML in the microseismic context is a largely 
unexplored territory, where much development can be expected, 
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Table A.1 
Acronyms and abbreviations used in text with brief explanation of their 
meaning.  

Acronym Description Meaning 

AE Autoencoder A class of ANN used in unsupervised 
ML with unlabeled input data; AEs are 
mainly used for data compression 

AI Artificial intelligence Ability of a computer program or a 
machine to think and learn 

ANN Artificial neural network A computing system inspired by 
biological NNs that constitute animal 
brains 

BNN Bayesian neural network A special class of ANN where the 
weights are considered to have a 
probability distribution under a 
Bayesian inference concept, which 
helps to avoid overfitting and allows to 
account for uncertainty of the model 
parameters 

CAE Convolutional autoencoder An autoencoder with shared weights 
CCS Carbon capture and storage Capturing carbon dioxide before it 

enters the atmosphere, transporting it, 
and storing it 

CLVD Compensated linear vector 
dipole 

A component of the seismic moment 
tensor (SMT) that describes a source 
mechanism representing a shear slip 
along two or more fault planes 

CNN Convolutional neural 
network 

A deep NN with shared weights most 
commonly applied to analyze visual 
imagery 

CRED CNN-RNN earthquake 
detector 

An earthquake detecting method based 
on deep neural networks that uses a 
combination of convolutional layers 
and bi-directional LSTM units in a 
residual structure. 

CUDA Compute unified device 
architecture 

A parallel computing platform and 
application programming interface 
that allows software to use certain 
types of GPUs. 

CWT Continuous wavelet 
transform 

A mathematical function used to 
represent a waveform using a set of 
analytical functions – wavelets, by 
comparing the waveform with their 
shifted and scaled versions 

DAS Distributed acoustic sensing A technology that enables continuous, 
real-time acoustic measurements along 
the entire length of a fiber optic cable 

DBSCAN Density-based spatial 
clustering of applications 
with noise 

A popular density-based clustering 
method 

DC Double-couple A component of the seismic moment 
tensor that corresponds to a pure shear 
source mechanism 

DMT Deviatoric moment tensor A type of the seismic moment tensor 
with trace equal to zero, meaning that 
there are no volumetric changes 
introduced by the corresponding 
source mechanism 

DNN Deep neural network An ANN with many hidden layers 
between the input and output layers 

DCNN Deep convolutional neural 
network 

A CNN with many hidden layers 
between the input and output layers 

DT Decision tree A concept that uses a tree-like model of 
decisions and their possible 
consequences; commonly used in 
statistics, data mining, and supervised 
ML for both classification and 
regression tasks 

EEW Earthquake early warning A system designed to detect a seismic 
event, determine its parameters and 
issue an alert to sites/areas where 
necessary actions should be taken 
before destructive seismic energy 
arrivals 

FAST Fingerprint and similarity 
thresholding 

A seismic event detection method 
based on a data mining approach that 
involves extraction of discriminative  

Table A.1 (continued ) 

Acronym Description Meaning 

features of seismic waveforms into 
compact “fingerprints” that are stored 
in a database 

FIR filter Finite impulse response filter A type of filter whose impulse response 
is of finite duration 

FNN Feedforward neural network The simplest type of ANN where the 
information moves in only one 
direction (forward) from the input 
nodes through the hidden nodes (if 
any) to the output nodes 

FWI Full waveform inversion A method to estimate subsurface 
parameters from observed seismic 
waveforms using inversion theory 

GAN Generative adversarial 
network 

A class of ML frameworks where two 
neural networks compete with each 
other in order to generate new 
synthetic instances of data that can 
pass for input real data. 

GMM Gaussian mixture model A probabilistic model that assumes all 
the data points are generated from a 
mixture of a finite number of Gaussian 
distributions with unknown 
parameters; typically used for data 
clustering tasks 

GNN Graph neural network A class of deep NNs designed to find 
relations in data described by graphs 

GPD Generalized phase detection A CNN-based method for recognition 
of signal phases in a seismic waveform 
time series 

GPU Graphics processing unit A specialized processor originally 
designed to accelerate graphics 
rendering; GPUs are very useful for ML 
because they can process many 
portions of data simultaneously 

GPGPU General-purpose graphics 
processing unit 

A GPU used to perform computations 
in applications requiring massive 
vector operations and mathematical 
intensive problems (e.g., in science, 
finances, industry) traditionally 
handled by the central processing unit 
(CPU) 

GraphBF Graph-based bilateral filter An image filter that smooths images 
while preserving edges by taking the 
weighted average of the nearby pixels; 
represented using graphs 

HC Haar cascades ML object detection algorithms 
utilizing Haar features to determine 
the likelihood of a certain point being 
part of an object; Haar features are 
sequence of rescaled square shape 
functions proposed by Alfred Haar in 
1909. 

HMM Hidden Markov model A statistical Markov model (MM) in 
which the system being modeled is 
assumed to be a Markov process (MP) 
with unobserved (hidden) states 

IIR filter Infinite impulse response 
filter 

A type of filter whose impulse response 
continues indefinitely (unlike the FIR 
filter) 

K-means K-means clustering A distance-based clustering algorithm, 
where k is the number of clusters 

LFS Latent feature space An abstract multi-dimensional space 
containing feature values for internal 
digital representation of observed data 

LSM Least squares method A statistical method to find the best fit 
for a set of data values by minimizing 
the sum of the squared residuals – 
differences between an observed value 
and the fitted value provided by a 
model 

LSTM Long short-term memory A type of RNN capable of learning 
order dependence in sequence 
prediction problems 

MDN Mixture density network A class of NN obtained by combining a 
conventional ANN with a mixture 
density model – a model of probability 

(continued on next page) 
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especially in light of the aforementioned new acquisition methods, 
providing more data with unique velocity information. 

One aspect not yet highlighted in this review paper is the use of 
multi-physics information in order to get more accurate results. As en 
example, it is usually assumed there is a strong relation between induced 
seismic magnitude and fluid injection (McGarr, 2014). However, recent 
investigations exposed more complex relationships with various factors, 
like fluid-pressure rates, temperature variations and tectonic conditions 
(Cacace et al., 2021). We foresee that ML can assist in combining all 
available information in order to improve our microseismic analysis. An 
example can be found in Wozniakowska and Eaton (2020), who use 
tectonic, geological and geomechanical information in a logistic 
regression for predicting hydraulic-fracturing induced seismicity. Thus, 
it seems such an ML approach is fruitful and requires more investigation. 

Finally, the biggest role we anticipate ML will play is in real-time 
monitoring. Processing in real-time helps in decision making during 
underground observation while post-processing of microseismicity al-
lows deeper understanding of induced seismicity. The speed in which 
ML algorithms compute outputs in the inference stage make them prime 
candidates for real-time applications. The consistency and robustness of 
these outputs will depend on the NN model training and the adaptation. 
ML methods requiring training dataset from the whole dataset are 
generally difficult to apply in the real-time processing and are more 
suitable for post-processing where ML methods provide a high level of 
consistency without human bias. ML methods using synthetic datasets 
for training are generally more suitable for real-time processing. Real- 
time applications in ML are finding a home in self driving cars and 
medical monitoring, among many other fields. In the seismic arena, we 
anticipate that real-time microseismic monitoring will be firmly realised 
with machine learning. 
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Table A.1 (continued ) 

Acronym Description Meaning 

distributions built up with a weighted 
sum of more simple distributions 

MC Markov chain A stochastic model used to model 
pseudo-randomly changing systems, i. 
e. systems where it is assumed that 
future states do not depend on past 
states 

ML Machine learning Machines or computer programs are 
learned to perform tasks that require 
natural intelligence displayed by 
animals including humans 

MM Markov model A stochastic model used to model 
pseudo-randomly changing systems, i. 
e. systems where it is assumed that 
future states do not depend on past 
states 

MP Markov process Same as Markov chain (MC) 
NN Neural network A network or circuit of neurons, either 

organic or artificial in nature 
PCA Principal component 

analysis 
A fast and flexible unsupervised 
method for data dimensionality 
reduction 

PDE Partial differential equation An equation which imposes relations 
between multiple independent 
variables, an unknown function on 
those variables, and its partial 
derivatives 

PINN Physical informed neural 
network 

A type of NN where a physical 
equation is used as a constraint 

POCS Projections onto convex sets An algorithm used to find a point in the 
intersection of two closed convex sets 

ResNN Residual neural network A DCNN model with residual blocks 
which aims to enhance the 
generalisation capability of NN 

RF Random forest A commonly-used ML algorithm 
combining multiple decision trees 
(DT); designed for classification and 
regression tasks 

RNN Recurrent neural network A class of ANN where connections 
between nodes form a directed or 
undirected graph along a temporal 
sequence 

SMT Seismic moment tensor A mathematical representation of the 
moments generated by a seismic event, 
as symmetric tensor composed of 6 
independent elements; SMT can be 
decomposed (non-uniquely) into three 
components: volumetric, DC and CLVD 

SNR Signal-to-noise ratio A measure that compares the level of a 
desired signal to the level of 
background noise 

SOM Self-organizing map A class of ANN that is trained using 
unsupervised learning to produce a 
low-dimensional discretized 
representation of the input, so-called 
Kohonen map; used for reduction of 
dimensionality 

STA/LTA Short-time-average through 
long-time-average 

An algorithm designed for triggered 
seismic data acquisition; in other 
words, an algorithm for detection of 
seismic events based on analysis of 
amplitudes in short and long time 
windows 

STFT Short-time frequency 
transform 

A sequence of Fourier transforms of a 
windowed signal changing over time; 
the procedure provides time-localized 
frequency information addressing 
signal non-stationarity. 

SVM Support vector machines A set of supervised learning methods 
used for classification, regression and 
outliers detection 

TNN Transformer neural network A class of NN that are able to efficiently 
track relationships in sequential data, 
e.g. text, signals, time series; it is 
mostly used in natural language 
processing and computer vision  

Table A.1 (continued ) 

Acronym Description Meaning 

U-Net U-shaped NN A CNN with a U-shaped architecture 
consisting of contracting and 
expansive paths; has been originally 
developed for image segmentation 

VAE Variational autoencoder A type of autoencoder that addresses 
the issue of non-regularized latent 
feature space (LFS); VAEs are mainly 
used for data generation 

WRI Wavefield reconstruction 
inversion 

A method that allows to mitigate non- 
linearity of the FWI by reconstructing a 
frequency-domain seismic wavefield 
using PDE  
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