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A B S T R A C T

Eliciting user needs from mass online reviews is playing a significant role in the product iteration process. 
Efficient user needs elicitation does achieve considerable benefits for maintaining higher competitiveness and a 
speedier lifecycle. However, there is inevitably an online review scarcity about new products due to the short 
time on the market and low buyer recognition compared with commonly used products. This paper proposes a 
small sample data-driven method for user needs elicitation from online reviews in new product iteration. In the 
first stage, a scraped initial online review dataset is pre-processed roughly to improve the data quality. And then, 
reviews are classified into multiple categories according to different topics using ERNIE. In the second stage, each 
topic-based dataset is reprocessed in detail. Thereafter, the key user needs set is determined and facilitated by 
extracting key product information phrases from every single dataset using improved SIFRank. Moreover, the 
case study of a smart cat feeder is carried out to demonstrate the feasibility and potential of the ERNIE-ISIFRank 
methodology. Finally, comparative experiments are conducted to verify the advantages of the proposed method 
which is primarily based on the pre-trained language model to enhance the deep understanding of the semantics 
of online reviews. The experimental results confirm that the proposed method can assist in identifying key user 
needs with high efficiency.   

1. Introduction

Under the conditions of fierce competition in modern markets, new
products are consequently hitting the market to meet diverse user needs 
[1]. The concept of new products in this paper is defined as a totally new 
type of product that has never existed before. If a new product is suc-
cessful, competitors will quickly imitate it and directly shorten its life-
cycle. Therefore, industrial companies always face ever-increasing 
challenges iterating on their products and maintaining high competi-
tiveness [2]. Product iteration refers to the replacement of the original 
product with a new generation that has better quality, higher efficiency, 
and more excellent functions [3]. This is not only the pattern of product 
development but also an important countermeasure for enterprises in 
competition [4–6]. From the perspective of product lifecycle theory, a 
product will always withdraw from the market someday. And with the 
rapid advance of technology and living standards, the product lifecycle 
is getting shorter. Therefore, it objectively requires continuous product 
iteration to follow the market trends [7]. 

Due to the robust development of online shopping, an increasing 
number of people post reviews in cyberspace. These reviews contain 
enormous available information, which is of great use in understanding 
users’ real-time opinions [8]. Online reviews suggest ideas for new 
product features. Therefore, they are a potentially rich and reliable 
source of identifying user needs for future product releases [9]. It has 
been currently recognized that analyzing online reviews is an effective 
way to reduce the gap between what is required by users and what can 
be provided by designers [10]. 

As information and communication technology is booming, Internet 
technology has been embedded in natural language processing (NLP) 
[11]. The involvement of online reviews transcends what a finite sample 
of statistical prediction and estimation can achieve [12]. By taking 
advantage of the collection, management, and extraction of review data, 
it is quite effective to quantify users’ perceptual information and needs. 
This can serve as a way to promote product iteration and also provides 
new patterns for industrial design [13]. The innovative design pattern 
“product-review-product” uses online review data as the driving force 
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for product development. Since implicit user needs are hidden in online 
reviews, the data-driven method can effectively enable the elicitation of 
explicit user needs and subsequently drive a new round of product 
iteration. The new generation product can continuously obtain new 
feedback and efficiently realize the latent value of online reviews in a 
dynamic and sustainable iteration cycle, as shown in Fig. 1. 

Take baby bottles as an illustrative example, a piece of review is 
“There is a weird smell of plastic inside, will it be toxic?”. It just reflects 
the user’s subjective feelings when using the product. The real needs 
that are hidden behind the semantic meaning are regarded as implicit 
needs. By comprehending the review text, the key user needs can be 
expressed as “Users need the material to be safe and baby-friendly”, 
which are regarded as explicit needs. Based on explicit needs, we can 
target the product features and update them. 

Traditional product optimization primarily focuses on common 
products which have been iterated for many generations. Take the air- 
conditioner as an example, it has come into being and has been fully 
developed for many years. Especially for a well-known brand, the 
product owns a substantial buyer base as a result of its long existence 
and high public recognition. Therefore, previous studies could draw on a 
large number of online reviews. However, a new product’s online re-
views are usually not as many as a mature product in the same span (e.g. 
one year) because of its low credibility and acceptance. Hence, we 
describe the number of online reviews of new products collected within 
no longer than one year as small-sample on the basis of the comparison 
with commonly used products. To our best knowledge, the existing 
methods usually can’t perform well enough in analyzing small-volume 
review data when extracting user needs. 

To bridge those research gaps, the primary motivation of this paper is 
to develop a systematic small sample data-driven method which can be 
applied to user needs elicitation from online reviews. As we all know, 
user needs acquisition is the basis and prerequisite of the whole process 
of new product iteration. The method is expected to prompt the effi-
ciency and quality of the iteration from the perspective of user needs 
elicitation. It is also hoped to further make up for the current ignorance 
of acquiring user needs effectively for new products. The method we 
proposed is a generic framework so it can be extended to other practices 
of new industrial products. 

The following parts of the paper are organized as follows. Section 2 
reviews the literature of related research. Section 3 proposes a user 
needs elicitation method for new product iteration based on a small 
sample of online reviews. Technically speaking, the method is primarily 
supported by the pre-trained language model. Section 4 gives an illus-
trative example of a smart cat feeder. It is used to validate the feasibility 
and advantages of the proposed method. Section 5 conducts compara-
tive experiments and discusses the merits and limitations of the method. 
Section 6 concludes the main contributions of this paper and highlights 
future research. 

2. Literature review 

In recent years, researchers have shown a growing interest in 
extracting user needs from review data. A host of relevant works is 
implementing NLP techniques to address these questions. From the 
perspective of key technologies, we present a brief background on the 
use of online reviews for user needs elicitation and the associated 
challenges. 

2.1. Traditional methods to identify user needs from online reviews 

Various approaches have been proposed to extend traditional 
models, such as Quality Function Deployment (QFD) and KANO model. 
They rely on input data obtained from user reviews. Analyzing and 
processing these data can assist a lot in mining user needs in a timely 
manner. 

QFD is commonly used in manufacturing industries to identify user 
needs [14]. Özdağoğlu Güzin [15] integrated QFD and topic modeling to 
facilitate analyzing online reviews to reveal true user needs for devel-
oping products. Latent Dirichlet Allocation (LDA) is used to group re-
views as topics, and then QFD is employed to clarify these reviews. 

KANO model is a useful tool for classifying and prioritizing user 
needs. Anna Martí Bigorra et al. [16] presented a methodology for 
autonomously classifying extracted aspects from textual data into Kano 
categories. To improve the accuracy and efficiency of classifying online 
reviews, Yanlin Shi and Qingjin Peng [17] improved KANO model by 
applying a new classification method based on sentence meaning using 
the word vector. Focusing on mining changes in user expectation, 
Tianjun Hou et al. [18] proposed an approach for capturing ever- 
changing user needs on product affordances based on the online re-
views for two generations of products. From the product improvement 
perspective, Jiayin Qi et al. [19] improved KANO model by integrating it 
with the classical conjoint analysis model. And it is then applied to 
analyze online reviews to develop appropriate product improvement 
strategies. In order to avoid uncertainty, Yuanju Qu et al. [20] integrated 
fuzzy Kano and fuzzy analytic hierarchy process to evaluate the re-
quirements of smart manufacturing systems. Taking affective factors 
into consideration, Jinming Zhang et al. [21] combined sentiment 
analysis with fuzzy Kano to obtain the users’ different attitudes toward 
aspects of the product from online reviews. 

It is obvious that researchers have tried to refine traditional methods 
from distinct angles by drawing on intelligent algorithms. Although 
these existing methods have been examined to be helpful for exploring 
user needs, they can hardly identify latent needs due to difficulties in 
understanding precise information from unstructured text data. What’s 
more, these methods can be expensive, time-consuming, and labor- 
intensive. 

2.2. NLP-based methods to identify user needs from online reviews 

Precise processing of online reviews can improve the effectiveness of 

Fig. 1. The dynamic cycle of user needs elicitation driven by online review data.  
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capturing user needs. In order to mine latent user needs from online 
reviews efficiently, various methods have been proposed. NLP-based 
models have been employed as an inexpensive mechanism to support 
corresponding tasks. 

2.2.1. Machine learning 
Machine learning (ML) algorithms are statistics-based in essence to 

achieve the understanding of natural language. Scholars have applied 
Naïve Bayes, Support Vector Machine (SVM), TF-IDF, TextRank, etc. to 
analyze product reviews directly and uncover user needs [22]. Hui Sun 
et al. [23] proposed a creative method for dynamically mining user 
needs while using TF-IDF to measure the importance weights. Feng Zhou 
et al. [24] presented a two-layer model for latent user needs elicitation 
through use case analogical reasoning. And Fuzzy SVM was developed to 
build sentiment prediction models based on a list of affective lexicons. 
Considering the perspective of Kansei engineering, W.M. Wang et al. 
[25] aimed to combine it with text mining approaches to automatically 
convert unstructured product-related texts to feature-affective opinions. 

The keywords that contain underlying users’ opinions on products 
can be used to reveal user needs [26]. Irma Patricia Delgado-Solano 
et al. [27] presented a method for extracting keywords from users’ 
written requirements using TextRank and inverse frequency analysis. 
Junegak Joung et al. [28] proposed automated keyword filtering to 
identify product attributes from online reviews based on LDA. In order 
to implement LDA, Feng Zhou et al. [29] combined LDA with a rule- 
based unsupervised ML technique, VADER, to perform sentiment anal-
ysis on informative review data. There are also some methods that 
suggest how to effectively categorize user reviews. Mengsi Cai et al. [30] 
proposed a product-and-user approach for requirement analysis. It can 
automatically elicit, classify, and rank product requirements from online 
reviews, and then identify requirement differences among users. Jim 
Buchan et al. [31] introduced a binary classification approach to large 
volumes of unstructured review data. In general, those methods are 
carried out from traditional perspectives, like product shape, color, etc. 
Some scholars have also explored novel perspectives to bring out the 
greater potential for online reviews. To identify perceptions of sustain-
able features, Nasreddine El Dehaibi et al. [32] detailed a design method 
by collecting online reviews, manually annotating them using crowd-
sourced work, and processing the annotated review fragments. 

Although tremendous efforts have been devoted to leveraging tools 
and technologies to enhance implicit user needs elicitation, still there is 
much space for improvement. In terms of feature extraction, these ML- 
based models still require a large number of manual efforts to engage 
in labeling the data [33]. What’s more, traditional ML algorithms need 
intervention or guidance from domain experts on information extraction 
so as to achieve decent results [34]. The process is sometimes accom-
panied by problems such as the curse of dimensionality, data sparseness, 
and word isolation. Unfortunately, the accuracy of these ML-based tools 
is imperfect, which jeopardizes the reliability of the analysis results. 

2.2.2. Deep learning 
Deep learning (DL) algorithms used in the NLP field are actually 

context-based modeling approaches. User needs are often expressed in 
linguistic terms which tend to be abstract, fuzzy, and conceptual. 
Therefore, a growing number of scholars are studying online reviews by 
adopting DL algorithms, such as Convolutional Neural Network (CNN), 
Long Short-Term Memory Network (LSTM), Recurrent Neural Network 
(RNN), etc. W.M. Wang et al. [35] proposed a heuristic DL method that 
extracted affective opinions from product reviews and then categorized 
them into seven pairs of affective attributes. Mattia Atzeni et al. [36] 
presented a DL approach for sentiment polarity classification based on a 
two-layer bidirectional LSTM (BiLSTM). Artem Timoshenko and John R. 
Hauser [37] identified informative sentences with a CNN in order to 
extract user needs from user-generated content. Yue Wang et al. [38] 
build a BLSTM CRF-based classifier to extract keywords of user needs to 
boost the efficiency of mapping them to design parameters. Aiming at 

the specific design, Xinjun Lai et al. [39] utilized a BiLSTM-CRF model to 
extract keywords that describe design elements or user opinions from 
reviews to facilitate Kansei engineering for new energy vehicle exterior 
design. 

When eliciting user needs, the quality of the feature representation of 
review data has a direct effect on the results. Compared with ML-based 
methods, DL-based ones have accomplished considerable improvement. 
However, there are still certain weaknesses: online reviews vary from 
product to product and need to be retrained according to product types. 
In addition, word vectors cannot guarantee the representation of com-
plete semantic information, resulting in poor robustness and general-
ization ability of DL models. 

2.2.3. Pre-trained language models 
Pre-trained language models enable word vectors to dynamically 

adapt to the context and address the polysemy problem. Pre-trained 
models’ training process is based on large-scale unlabeled corpora, 
which essentially belong to transfer learning [40]. Knowledge learned 
from the large-scale corpora partly compensates for the limitation of DL 
algorithms which do not have access to outside knowledge. Previous 
studies have substantiated that pre-trained language models can achieve 
state-of-the-art results on a wide range of language modeling tasks, 
including classification, summarization, similarity learning, recom-
mendation systems, etc. 

Some researchers have made progress in applying corresponding 
modeling architectures, such as Embeddings from Language Models 
(ELMo) [41], Bidirectional Encoder Representation from Transformers 
(BERT) [42], and StarSpace [43]. Yi Han and Mohsen Moghaddam [44] 
proposed an efficient and scalable methodology for automated and 
large-scale elicitation of attribute-level user needs. The methodology is 
built on BERT, with a new convolutional net and named entity recog-
nition layers for extracting attribute, description, and sentiment words 
from user reviews. Considering that the amount of feedback typically 
obtained is too large to be processed manually, Rohan Reddy Mekala 
et al. [45] proposed a DL-backed pipeline for needs extraction in low- 
volume training dataset environments. Aiming to provide a novel 
research perspective, Xuanyu Wu et al. [46] proposed a semantic-driven 
method for user requirements revelation by combining BERT and 
improved LDA. Inspired by the masking strategy of BERT, Yu Sun et al. 
proposed a model called enhanced representation through knowledge 
integration (ERNIE) by using knowledge masking strategies [47]. It is a 
knowledge-enhanced semantic representation model established on the 
self-attention mechanism [48] with the strength of pre-training. The 
complete semantic representation of concepts can be learned by the 
modeling of prior knowledge in massive data. 

Established methods show a deeper insight into language context 
and have achieved some results in user needs elicitation. However, there 
is relatively little and limited research in the area of product design 
using pre-trained language models. It is currently still in the exploration 
and development phase. 

2.3. A brief summary of reviewed works 

By analyzing the previous literature, two points are summarized as 
follows.  

(1) From the perspective of the research trigger, considerable work 
has been done on mining user needs based on large-scale online 
reviews. And a plentiful supply of reviews can provide enough 
information for extant methods to study. For a new product, user 
feedback plays an essential role in user needs elicitation when 
upgrading products. But a greater number of reviews is usually 
unavailable because new products can’t open the market quickly. 
And previous methods usually fail to perform well enough in the 
small-sample data environment. Facing the contradiction, the 
research problem will be looking at a way to elicit more valuable 
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user needs from limited review data to facilitate new product 
iteration.  

(2) From the perspective of key technology, research attention has 
transferred from applying traditional methods to adopting NLP 
techniques. The development of NLP techniques is substantially a 
continuous evolution of how to accurately characterize natural 
language. Most scholars have targeted to improve or combine 
different techniques to learn and express the semantics of large- 

volume user reviews. Unlike previous studies, this paper is 
driven by small-sample reviews, and luckily, the pre-trained 
language model shows greater advantages in such conditions. It 
has been trained in advance on several large corpora. When 
applied, it can enhance the deep understanding of the semantics 
of online reviews by taking into account prior knowledge [47]. So 
it can rely on a smaller number of data to achieve desired results 
faster. 

Fig. 2. Proposed analytical framework of the ERNIE-ISIFRank methodology.  
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Considering the two points above, the original contributions of this 
research can be concluded. It is the first time to combine ERNIE and 
improved SIFRank (ISIFRank) to elicit more valuable user needs in the 
environment of small-sample review data for new product iteration. The 
ERNIE-ISIFRank methodology is established on the basis of the pre- 
trained language model, which possesses the potential to understand 
the semantic meaning of online reviews accurately and effectively. 

3. Methodology 

3.1. Overview of the ERNIE-ISIFRank methodology for user needs 
elicitation from small-sample online reviews 

It is very time-consuming and labor-intensive for professionals to 
manually browse thousands of online reviews and summarize user 
needs. The proposed methodology’s logic is to first classify the disor-
ganized reviews according to topics and then extract key phrases in each 
category. Thereafter, professionals can quickly capture the focus of each 
topic in a short time. On this basis, the scattered key phrases are sup-
plemented and completed into natural language, i.e. user needs. 

In detail, the proposed methodology of user needs elicitation from 
small-sample online reviews contains two main stages: (1) topic-based 
classification of online reviews; (2) establishment of key user needs 
set. In the first stage, online reviews are collected as an initial dataset 
which is pre-processed roughly to improve the data quality on the 
whole. And then online reviews are classified into multiple categories 
according to topics using fine-tuned ERNIE. In the second stage, every 
category of online reviews is reprocessed, including tokenization, part- 
of-speech (POS) tagging, and combining tokens as product informa-
tion phrases (PIPs). By extracting key PIPs from every category, the key 
user needs set can be determined and facilitated utilizing ISIFRank. The 

research framework is illustrated in Fig. 2. 

3.2. Topic-based classification of online reviews using ERNIE 

In this section, ERNIE is utilized to carry out the topic-based classi-
fication of online reviews. The procedure consists of four parts. Firstly, 
initial online reviews are pre-processed. Secondly, unstructured review 
text is presented in the form of vector representation as the input of 
ERNIE. Thirdly, the word representation of online reviews is obtained 
based on the Transformer encoder and knowledge integration. Finally, 
the softmax classifier is added to the output end of fine-tuned ERNIE to 
support the classification task. Topic-based classification of online re-
views using ERNIE is demonstrated in Fig. 3. 

3.2.1. Data pre-processing and input representation 
Authoritative e-commerce websites are the main sources of online 

reviews and the Scrapy crawler was adopted for data collection. The 
initial data contain disturbing information and spam comments. So they 
need to be pre-processed [49]. The specific steps are as follows. 

Step 1: Eliminate default, repetitive, and false reviews, leaving 
behind useful ones. 
Step 2: Remove invalid and broken characters and whitespace from 
reviews to complete data cleaning. 
Step 3: Identify spelling, lexical, syntactic, and semantic errors to 
complete correction. 
Step 4: Join different descriptions of the same entity together under a 
single name. 

After pre-processing, an online review dataset with good quality is 
obtained. However, computers are not able to process unstructured 

Fig. 3. Topic-based classification of online reviews using ERNIE.  
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online reviews directly. Therefore, it is necessary to convert the un-
structured data into vector representation. 

For a given input online review T = (t1, t2,⋯, tn), tn is regarded as a 
character in Chinese. For instance, T is “造型简洁, 很喜欢。” (The shape 
is simple, and I like it very much). The input representation X = (x1, x2,

⋯, xn) is constructed by summing the corresponding token embedding, 
segment embedding, and position embedding. xn is the input represen-
tation of tn. To represent each word, the model uses a 768-dimensional 
embedding vector. That is to say, the dimension of the input represen-
tation is 768. 

To be clear, [CLS] and [SEP] are contained in every token embed-
ding. [CLS] is added as a classification token at the first place of every 
review. And [SEP] is added as a special separator token to cut the review 
sentence [42]. In addition, segment embedding is used to distinguish 
whether the words belong to different sentences. And position embed-
ding encodes position information. A visualization of this construction 
can be seen in Fig. 3. 

3.2.2. Transformer encoder for word representation 
The input representation can be then put into and understood by 

ERNIE to get word representation. ERNIE deploys the Transformer 
encoder as the framework for word representation, mainly consisting of 
self-attention mechanism and feed forward neural networks [46]. First 
and foremost, the input representation X = (x1, x2,⋯, xn) comes into the 
self-attention mechanism layer, obtaining Y =

(
y1, y2,⋯, yn

)
. Next, Y =

(
y1, y2,⋯, yn

)
comes into the feed forward neural networks, acquiring 

the output representation of ERNIE Z = (z1, z2,⋯, zn). In this way, we 
take Z = (z1, z2,⋯, zn) as the word representation of the input online 
review T = (t1, t2,⋯, tn). Fig. 4 depicts the architecture of the Trans-
former encoder. 

Furthermore, the self-attention mechanism is good at calculating the 
relationship between any two words. It can capture feature information 
at a longer distance within the review text [50]. Meanwhile, it can also 
distinguish the ambiguity problem caused by words with multiple in-
terpretations. Thus, it helps ensure a more complete word representa-
tion. The calculation formula inside the unit can be expressed as follows: 
⎧
⎨

⎩

Q = X • WQ

K = X • WK

V = X • WV
(1)  

Y = Softmax
(

Q • KT
̅̅̅̅̅
dk

√

)

• V (2)  

Z = W • Y + b (3)  

where Q is the query matrix, K is the key matrix, and V is the value 
matrix. Specifically, through weight matrices WQ, WK, and WV, input 
representation X is transformed into Q, K, and V, respectively. dk is the 
dimension of input representation. 

̅̅̅̅̅
dk

√
is designed to avoid the situa-

tion that leads to an undesirable outcome of softmax, either 0 or 1. W is 
the weight matrix and b is the bias value. 

What has been illustrated above is the working principle of one-head. 
ERNIE employs multi-head architecture. It comprises 12 layers of the 
Transformer encoder. Each Transformer encoder contains 12 attention 
heads in total [45]. To be clear, the Transformer encoder uses a twelve- 
head mechanism to obtain corresponding word representation Zi (i = 1,
2,⋯,12) by invoking different mapping matrices in parallel to complete 
Eqs. (1)–(3). Finally, the word representation Z is produced as follows: 

Z = concat(Z1, Z2,⋯,Z12)W0 (4)  

where concat(Z1,Z2,⋯,Z12) means to concatenate twelve matrices, and 
W0 is a weight matrix. 

3.2.3. Knowledge integration of online reviews 
ERNIE’s own pre-training corpora are not specific and targeted 

enough for product reviews. To improve its generalization ability, an 
additional corpus of online reviews from common products is used for 
knowledge integration. Hence, the knowledge of real-world products’ 
language descriptions can be contained in the word representation of 
online reviews. 

A multi-stage knowledge masking strategy is embedded in knowl-
edge integration. The strategy enhances word representation through 
knowledge-based reasoning. To be specific, knowledge masking refers to 
training the model to predict the masked part by masking some char-
acters randomly. And then it can learn the contextual information of the 
masked part. ERNIE inherits the character-level masking from BERT and 
enriches the strategy with entity-level masking and phrase-level mask-
ing. The diversity of words can be represented by these three masking 
strategies. And the word representation can retain the correlation be-
tween components in online reviews [51]. 

Masking and predicting are the key to this strategy. The first learning 
stage is basic-level masking. It treats an online review as a sequence of 
basic language units. We randomly mask 15 percent of the basic lan-
guage units. And other basic units in the sequence are used as inputs to 
train a transformer to predict the masked units. For Chinese, the basic 
language unit is a Chinese character. The second stage is entity-level 
masking. Entities can be abstract or have a physical existence of the 
specific new product. The third stage is phrase-level masking. A phrase is 
a small group of Chinese characters together acting as a conceptual unit. 
In the training process, those three kinds of language units are randomly 
masked to train a Transformer to predict them. After the three-stage 
learning, high-level semantic knowledge is easy to be fully modeled in 
the word representation [47]. Multi-stage knowledge masking strategy 
is described in Fig. 5. 

3.2.4. Fine-tuning and topic-based classification 
The parameters of the model can be acquired through the pre- 

training process. However, the downstream task in this study will 
involve a specific new product. In order to take full advantage of the 
linguistic knowledge learned during the pre-training process and 
transfer it to the downstream task, it is necessary to fine-tune the pa-
rameters on the collected small sample review data. A re-initializing 
strategy for fine-tuning partial parameters is adopted to balance the 
gap between upstream and downstream tasks [52]. 

Specifically, among the 12 layers of the Transformer encoder, lower 
layers learn more general features, such as linguistic knowledge of part 
of speech, morphology, etc. Higher layers that are closer to the output 
will tend to learn knowledge about the downstream tasks. As a result, we 
reserve the weights of the bottom layers. And for the weights of the top 
layers (1 to 6 layers), we re-initialize them randomly and let these pa-
rameters be relearned on the downstream task [52]. Such a strategy can 
help to make the model become much more stable when fine-tuning in 
few-sample settings. 

By adding the softmax classifier to the output end of ERNIE, the 
Fig. 4. The architecture of the Transformer encoder.  
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topic-based classification task can be carried out. Disordered online re-
views are rearranged and stored according to different topics. Every 
classified online review dataset has the same topic, such as shape, color 
and interaction. 

3.3. Establishment of key user needs set using ISIFRank 

The reviews in each topic-based category directly reflect the level of 
user satisfaction, rather than user needs. Therefore, ISIFRank [53] is 
proposed to facilitate the establishment of key user needs set. The whole 
procedure consists of four parts. Firstly, topic-based online reviews are 
input and reprocessed. Secondly, representation of topic-based online 
reviews is required, including word representation and sentence repre-
sentation. Thirdly, key PIPs are extracted in each category using SIF and 
Rank algorithms. Finally, key PIPs are connected by natural language to 
realize the establishment of key user needs set. As for innovation, ISI-
FRank introduces ERNIE to optimize word representation. Moreover, tag 

combination rules are specially designated, making the model more 
compatible with product design. The extraction of key PIPs using ISI-
FRank is shown in Fig. 6. 

3.3.1. Data reprocessing 
The prerequisite for the establishment of the key user needs set is the 

extraction of key PIPs from topic-based online reviews. The online re-
views of each topic are stored in the same text document, where the 
review data still remain in natural language. To facilitate the training of 
online reviews in the ISIFRank model, it needs to be processed again. 
The specific steps are as follows. 

Step 1: The online review is tokenized by THU Lexical Analyzer for 
Chinese (THULAC). 
Step 2: Every token is POS tagged via Natural Language Toolkit 
(NLTK). 

Fig. 5. Multi-stage knowledge masking strategy of an online review.  

Fig. 6. Extraction of key PIPs using ISIFRank.  
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Step 3: Combine tokens as PIPs from the online review according to 
the POS tags using regular expression. The extracted PIPs are the 
candidate key PIPs. 

The regular expression is created on the basis of novel tag combi-
nation rules. Considering the daily language usage in the sphere of 
product, we defined eight tag combination rules. They indicate user 
needs mainly around adjectives and verbs, according to Chinese lin-
guistic habits and lexical matching principles. Four rules are about ad-
jectives and another four rules are about verbs. The set of PIPs can be 
established according to the tag combination rules, where PIP =

(PIP1, PIP2,⋯,PIPm). The rules are proposed and defined as: 

JJ

⎧
⎪⎪⎨

⎪⎪⎩

JJ
NN + JJ
RB + JJ
DT + JJ 

VB

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

VB
RB + VB
VB + RB
VB + NN

where JJ is the adjective, NN is the noun, 

RB is the adverb, VB is the verb, and DT is the determiner. All of these 
are based on NLTK lexical notation symbols. 

When designing these rules, user sentiments are also considered at 
the same time. Formed according to the designated rules, some PIPs are 
phrases that can indicate user sentiments (positive or negative) to some 
extent. What’s more, the extracted PIPs are not merely limited to noun 
phrases as usual. Different kinds of PIPs can reflect user needs more 
exactly. 

3.3.2. Representation of topic-based online reviews 
The vector representation of topic-based online reviews consists of 

two parts: word representation and sentence representation.  

(1) Word representation. 

Traditional SIFRank obtains word representation by ELMo. Howev-
er, the inference speed of ELMo is slow. In order to make up for this 
shortage, ERNIE is transplanted to replace ELMo to obtain the word 
representation of online reviews. To be specific, the semantic integrity 
and generalization of word representations are ensured by character-
izing the diversity of online reviews from three aspects: token, segment, 
and position (see Section 3.2.2–3.2.4 for details).  

(2) Sentence representation. 

A piece of user review is regarded as a sentence. PIP is a phrase that 
can also be regarded as a part of the sentence in essence. Therefore, the 
vector representations of PIPs and topic-based online reviews are both 
called sentence representations. For an online review s, its word repre-
sentation is vw, which is acquired through the ERNIE algorithm. Its 
sentence representation is vs, and the sentence representation of related 
PIP is vPIP. They are both acquired through the SIF algorithm. Tradi-
tionally, sentence representation is obtained by summing and averaging 
the word representation. The SIF algorithm varies in this part. It obtains 
the sentence representation by weighted averaging each word vector, 
which can better capture the central idea of the online review. The 
equation is expressed as follows: 

Weight(w) =
a

a + p(w)
(5)  

where a is a constant, which is probably suitable in 
[
10− 3,10− 4], and 

p(w) is the term frequency. The sentence representation of the online 
review is expressed as follows: 

vs =
1
|s|

∑

w∈s

a
a + p(w)

vw =
1
|s|

∑

w∈s
Weight(w)vw (6) 

It works the same way with the sentence representation of PIP vPIP. At 
this point, all of these representations have the same number of layers 

and dimensions [53]. 

3.3.3. Extraction of key PIPs 
Key PIPs are extracted through the Rank algorithm. For a given topic- 

based online review and its PIPs, the rank of PIPs is defined as the 
similarity or correlation score between vs and vPIP: 

Rank(vPIPi, vs) = Similarity(vPIPi, vs) (7) 

The similarity can be generally calculated by cosine distance: 

Similarity(vPIPi, vs) = cos(vPIPi, vs) =
v→PIPi • v→s

‖ v→PIPi‖‖ v→s‖
(8)  

when the Euclidean distance is used to calculate the similarity, the 
weight of the representations should be normalized [53]. 

The value of the rank of key PIP is between 0 and 1. The closer it is to 
1, the more relevant the key PIP is to the topic of the online review. 
Conversely, the closer the value is to 0, the more irrelevant the key PIP is 
to the topic. 

Define a threshold ε, the PIP whose cosine similarity is greater than ε 
is selected as a key PIP finally. 

3.3.4. Establishment of key user needs set 
Extracted key PIPs focus on the most critical points, which are 

perceived by users in the course of using the new product. But the in-
formation is fragmented, scattered, and not a complete expression of 
user needs. Technically, it is hard to generate accurate user needs 
automatically with key PIPs because it is a process that requires the 
involvement of design experience and knowledge for certain products. 
In order to generate a high-quality key user needs set, the key PIPs are 
manually transformed into key user needs based on natural language 
descriptions. During the transformation, expert knowledge and domain 
knowledge of new products are incorporated. 

The key user needs subset B can be created from the respective topic- 
based online review datasets. The composition of B includes topic t, key 
PIPs KeyPIP, normalized weight (N-Weight) w, and natural language 
description NLD, i.e. B = {t,KeyPIP,w,NLD}. The key user needs set A is 
made up of all subsets B, i.e. A =

{
B1,B2,⋯,Bj

}
. It can potentially allow 

designers, engineers, and decision-makers to have access to useful 
reference information to benefit the iterative upgrading of new 
products. 

4. Case study 

An illustrative example is presented to elaborate on how the ERNIE- 
ISIFRank methodology works. The motivation of the empirical study is 
to confirm that the proposed methodology is feasible and promising. In 
China, with the increasing number of cat owners in recent years, the pet- 
related industry is rapidly evolving. This phenomenon leads to the 
diversification in offerings specifically designed for cats. Smart cat 
feeders are one of the most newly created intelligent products. The latest 
generation of smart feeders called Real from a bestselling brand Hom-
erun, launched in November 2021, is chosen as the target product in this 
case study. 

4.1. Data preparation 

Based on the two principles of high authority and excellent review 
quality, well-known e-commerce websites in China were selected as the 
source of online reviews, including JD, Suning, and Tmall. The smart cat 
feeder has a serious shortage of online reviews within three months, 
which will affect the performance of the ERNIE-ISIFRank model. 
Therefore, we decide to set the collection time to half a year. 

Web crawler technology is adopted to collect user reviews of the 
Homerun Real Smart Cat Feeder, which were posted on its online retail 
stores from December 15th, 2021 to June 31st, 2022. There are 6754 
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pieces of reviews in the initial online review dataset. 

4.2. Key user needs elicitation of smart cat feeder 

4.2.1. Results of the topic-based classification of online reviews 
According to Section 3.2.1, initial online reviews are pre-processed, 

getting the online review dataset of the smart cat feeder. There is a total 
of 5000 pieces of online reviews in the dataset. Considering the relevant 
characteristics of the smart cat feeder, the topic labels are determined 
from three dimensions: appearance, function, and emotion after pro-
fessional discussion. We assign eight labels from 0 to 7, which are shape 
(S), color (C), material (M), interactive operation (IO), intelligent 
feeding (IF), installation and maintenance (IM), value for money (VM), 
and practicality (P). And then, 5000 online reviews are randomly 
divided into a training set and a test set in a ratio of 8:2. The examples of 
online review labels are shown in Table 1. 

According to Section 3.2.2–3.2.4, online reviews of the smart cat 
feeder are classified into eight categories which are saved in eight text 
files. That is to say, eight topic-based online review datasets are 
obtained. 

4.2.2. Results of the establishment of key user needs set 
According to Section 3.3.1, topic-based online reviews are reproc-

essed. Citing the “Shape” topic as an illustration, tokenization is 
completed through THULAC, and POS tagging is carried out through 
NLTK. PIPs are obtained by integrating regular expression and tag 
combination rules. The processing results are shown in Table 2. 

According to Section 3.3.2 and 3.3.3, word representation and sen-
tence representation of the online reviews are calculated via ERNIE and 
SIF algorithms, respectively. On the basis of the Rank algorithm, key 
PIPs are extracted in descending order of the weight score. We manually 
check all of the key PIPs thoroughly and get rid of the wrong ones. By 
setting the threshold as 0.45, the key PIP whose cosine similarity ex-
ceeds 0.45 is selected as the main element to be considered when 
establishing the key user needs set. Extracted key PIPs and their weights 
of all labels are shown in Table 3. 

Extracted key PIPs are product-related information with high user 
interest and play an essential role in establishing key user needs set. The 
analysis of Table 3 finds that different PIPs reflect different user atti-
tudes. As a matter of fact, all of the PIPs of label 0, label 1, and label 5 

belong to positive descriptions, indicating that users are satisfied with 
these aspects of the smart cat feeder to some extent. It means that the 
existing product has largely met user needs. User needs generalized from 
this situation are called “met needs”. However, some of the PIPs of label 
2, label 3, label 4, label 6, and label 7 belong to positive description and 
the others belong to negative description, which signifies that user 
experience is inconsistent. It indicates that the existing product does not 
fully meet most user needs in these aspects, and there is still much room 
for improvement. User needs generalized from this situation are called 
“unmet needs”. “Met and unmet needs” together constitute the key user 
needs. 

According to Section 3.3.4, considering the product knowledge 
related to smart feeders, key PIPs are summarized and merged into 
natural language. They are transformed into complete and comprehen-
sible sentences which are called key user needs. Normalize the weight of 
the key PIPs within the topic, and then establish a subset of key user 
needs. Each topic-based subset is created in the same way. All of these 
subsets form the key user needs set of the smart cat feeder, as shown in 
Fig. 7. 

4.2.3. Analysis of the results of the case study 
By applying the proposed methodology to the practical example of a 

smart cat feeder, the analysis of messy online reviews is fulfilled via the 
classification and extraction process. Therefore, the exploration of 
explicit user needs is completed expeditiously based on low-volume 
online reviews. ERNIE can effectively assist in the task of classifying 
disorganized online reviews according to different topic labels, saving 
both time and labor costs. ISIFRank performed well enough to extract 
high-quality key PIPs, ensuring a fairly accurate and quick establishment 
of key user needs set. 

As shown in Fig. 7, the application results are presented as a set of 
key user needs from three dimensions, including appearance, function, 
and emotion. Different forms of information are contained in every 
dimension, including topic, key PIPs, N-Weight, and natural language 
description. All the information can be used as the basic data resource 
for the analysis of the smart cat feeder. And the developers can refer to 
the information for related iteration work. In this case, designers can 

Table 1 
The examples of online review labels.  

Dimension Label Topic Examples of online review 

Appearance 0 S 造型简洁, 很喜欢。 
(The shape is simple, I like it.) 

1 C 喂食器颜色高级, 十分百搭。 
(The color of the smart feeder is fancy, it is quite 
versatile.) 

2 M 塑料材质, 对猫咪不友好, 担心安全问题。 
(Plastic is not friendly to cats. I kind of worry about 
safety issues.)  

Function 3 IO 可以通过APP操作, 对上班族来说很方便。 
(It can be operated by APP, which is convenient for 
office workers.) 

4 IF 不仅自动出粮, 还能称重, 真是太棒了。 
(Not only does it automatically feed cat, but it also 
weighs cat food. So great.) 

5 IM 有教程, 安装简单好上手, 爱了爱了。 
(Tutorials are available and it is easy to put 
together. Love it.)  

Emotion 6 VM 总体来说, 这款喂食器, 性价比一般。 
(Generally, this feeder is not cost-effective 
enough.) 

7 P 简直太实用了, 解放双手了, 哈哈哈。 
(It’s so practical and can free my hands, ha-ha.)  

Table 2 
An example of reprocessing results.  

Online review 这款喂食器造型简洁, 很喜欢! 

Tokenization {“这款”, “喂食器”, “造型”, “简洁”}, {“很”, “喜欢”} 
POS tagging {“DT”, “NN”, “NN”, “JJ”}, {“RB”, “VV”} 
Tag combination rules “NN” + “JJ” → “造型” + “简洁” 

“RB” + “VB” → “很” + “喜欢” 
Combination results {“这款”, “喂食器”, “造型简洁”}, {“很喜欢”} 
PIPs “造型简洁”, “很喜欢”  

Table 3 
Key PIPs and their weights (in Chinese).  

Label Key PIP (Weight) 

0 造型简洁(0.84) 颜值高(0.76) 高级(0.74) 质感好(0.54) 容量适中(0.46) 
1 好看(0.82) 漂亮(0.67) 配色高级(0.51) 高档(0.49) 
2 材质安全(0.90) 不黑下巴(0.85) 担心安全(0.51) 
3 方便(0.92) 界面简单(0.87) 按键清晰(0.83) 远程操作(0.83) 连接无线网 

(0.79)按键灵敏(0.65) 连网使用(0.64) 手动出粮(0.46) 经常断连(0.77) 
4 智能(0.93) 自动出粮(0.92) 出粮顺畅(0.89) 出粮口小(0.74) 不密封(0.73) 卡 

粮(0.72)不保鲜(0.68) 猫碗低(0.68) 称重(0.67) 减肥(0.58) 出粮失败(0.56) 卡 
冻干(0.47) 

5 安装方便(0.90) 很方便(0.89) 简单(0.72) 安装简单(0.65) 容易清洗(0.50) 
6 性价比一般(0.89) 满意(0.83) 性价比低(0.81) 略贵(0.73) 价格略高(0.63) 性 

价比高(0.46) 
7 实用(0.88) 实用性强(0.82) 好用(0.77) 方便(0.68) 简单(0.55) 一般(0.52) 不 

实用(0.45) 
Note: Label 2, 3, 4, 6, and 7 contain both positive and negative PIPs, 

Label 0, 1, and 5 only contain positive PIPs.  
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develop improvement strategies for the next-generation product to meet 
critical user needs. And decision-makers can make calculated and 
intelligent decisions on improving versions of the smart cat feeder. 
Acquiring user needs is an essential and necessary part of new product 
iteration. Different roles in the company can think from their own per-
spectives around the key user needs set to advance the iterative upgrade 
process of the smart cat feeder, scientifically, efficiently, and quickly. 

5. Discussion 

5.1. Comparative experiments 

In order to demonstrate the advantages of ERNIE-ISIFRank meth-
odology based on the pre-trained language model, the comparison is 
carried out between the proposed method and a list of commonly used 
methods. 

With respect to the topic-based classification of online reviews using 
ERNIE, we consider the evaluation as a series of eight-class classification 
problem. We choose SVM, FastText, BiLSTM, TextCNN, DPCNN and Bert 
as baseline methods. The performance is measured by precision, recall, 
and F1-score, which are calculated by Eqs. (9), (10), and (11), 
respectively, 

Precision =
TP

TP + FP
(9)  

Recall =
TP

TP + FN
(10)  

F1 − score = 2 ×
Precision × Recall
Precision + Recall

(11)  

where TP is the number of true positives, FP is the number of false 
positives, and FN is the number of false negatives. 

For SVM, gamma is set to 1.67 and the penalty term is set to 1.32. For 
FastText, we use the default setting. For BiLSTM, the dropout rate is 0.5, 
the learning rate is 1e − 3, and the batch size is 18. For TextCNN, the 
dropout rate is 0.5, the learning rate is 1e − 3, and the batch size is 32. 
For DPCNN, the dropout rate is 0.5, the learning rate is 3e − 5, and the 
batch size is 32. For Bert, the dropout rate is 0.5, the learning rate is 
3e − 5, and the batch size is 18. For ERNIE, the dropout rate is 0.5, the 
learning rate is 5e − 5, and the batch size is 16. 

With respect to the extraction of key PIPs using ISIFRank, we choose 
TF-IDF, YAKE, TextRank, TopicRank, PositionRank and SIFrank as 
baseline methods to conduct comparative experiments. To objectively 
assess the extraction effectiveness, precision, recall, and F1-score of 
different methods are recorded, which are calculated by Eqs. (12), (13), 
and (14) respectively, 

Precision =
Cright

Cextract
(12)  

Recall =
Cright

Cstandard
(13)  

F1 − score = 2 ×
Precision × Recall
Precision + Recall

(14)  

where Cright is the number of all rightly extracted key PIPs, Cextract is the 
number of all extracted key PIPs, and Cstandard is the number of all 
manually labeled standard answers. 

For TF-IDF, the n-gram window length is set to 3. For YAKE, the 
window size is 1, the deduplication threshold is 0.85, and the n-gram 
length is 3. TextRank has window sizes of 2. The minimum clustering 
similarity threshold of TopicRank is set to 0.75. PositionRank has a 
window size of 10. In the SIFRank, we use the original pre-trained ELMo 
model. As for the ISIFRank, we use the pre-trained ERNIE model in our 
paper. All the models use the same tools for tokenizing and POS tagging 

Fig. 7. Key user needs set of the smart cat feeder.  
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under the same environment. 
For these comparative experiments, we use 10-fold cross validation 

in the evaluation. Moreover, every experiment is performed 10 times to 

obtain the average performance metrics mentioned above. The final 
results are shown in Tables 4 and 5. 

In the first place, we conduct the analysis from precision and recall. 

Fig. 7. (continued). 
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As shown in Table 4, it is easy to find that ERNIE scores the highest 
values on precision (0.9248) and recall (0.8845). Closely relying on the 
quality of the word representation, the other models perform poorly 
compared with Bert and ERNIE. As Bert and ERNIE are based on pre- 
trained language model, they own stronger generalization ability. And 
the Transformer-based encoder can adaptively extract features of review 
text to improve the classification accuracy. Furthermore, ERNIE pos-
sesses richer knowledge masking strategies than Bert, exhibiting a 
deeper understanding of language context. As such, ERNIE outperforms 
Bert a little further, drastically reducing the costs and improving the 
performance of the classifier. 

As shown in Table 5, obviously, ISIFRank stands out on precision 
(0.9049) and recall (0.8143). TF-IDF and YAKE perform worst. Given 
that the keyword does not appear all the time in a single online review, 
these three methods depend on term frequency to extract keywords. 
Therefore, they are unable to understand the semantics in Chinese, 
which leads to extracting unsatisfactory key PIPs. TextRank, TopicRank, 
and PositionRank are all graph-based, but they mainly focus on the rank 
of importance of different words. Taking such shortcomings into 
consideration, SIFRank utilizes ELMo to obtain various syntactic and 
semantic information in Chinese. ELMo is a pre-trained language model 
that can ensure the accurate extraction of key PIPs. Also, SIFRank 
compensates for the inability of the other methods to combine two 
words together for a complete expression of key PIPs. This is another 
reason that explains why SIFRank performs dramatically better. Despite 
the merits of SIFRank, ISIFRank still outperforms SIFRank to some de-
gree because of two improvements. Firstly, we introduce ERNIE to 
replace ELMo to address its poor inference problem while obtaining 
word representation. ELMo was essentially based on BiLSTM. Luckily, 
ERNIE has been confirmed better than BiLSTM in Table 4. Secondly, we 
devised novel tag combination rules, in which the linguistic description 
characteristics of product reviews are involved. So, it further ensures the 
integrity and accuracy of the extracted key PIPs. 

In the second place, we summarize the analysis from F1-score which 
considers precision and recall at the same time. It delivers a compre-
hensive reflection of the model performance. As shown in Tables 4 and 
5, the F1-score of ERNIE and ISIFRank is 0.8934 and 0.8534, respec-
tively. This is a robust and comprising result in comparison with baseline 
methods. Overall, the ERNIE-ISIFRank-based method proved effective 
and efficient in a small-sample environment. It indicates that using pre- 
trained embeddings before training our core models is a very productive 

way of achieving state-of-the-art performance metrics. Our research also 
serves as an important step towards the broader adoption of approaches 
based on pre-trained language models in new product iteration. The 
high precision, recall, and F1-score achieved prove the very benefits of 
low costs and high efficiency during evaluation concerning a small scale 
of online reviews. 

To further demonstrate the validity and necessity of fine-tuning for 
the small-sample data, we performed an extra experiment in which the 
ERNIE model was tested without fine-tuning. Precision, recall, and F1- 
score are achieved with measures of 0.8954, 0.8050, and 0.8478, 
respectively. Conferencing the results of fine-tuned ERNIE in Table 4, 
there is an increase of 0.0294 in precision, 0.0795 in recall, and 0.0456 
in F1-score. The positive results show that the fine-tuning strategy we 
use does improve the performance of ERNIE in a small-sample setting. It 
is obvious that fine-tuning plays a vital role in the topic-based classifi-
cation of few-sample online reviews. 

5.2. Limitations 

Despite the advantages of the ERNIE-ISIFRank methodology, some 
limitations should be acknowledged. (1) THULAC is used for tokenizing 
online reviews in this paper. As there is no obvious boundary between 
words in Chinese text, the result of tokenization of the same user review 
usually varies from one method to another. To the best of our knowl-
edge, different results have an effect on the semantic expression, which 
subsequently impacts the key PIPs extraction. And that is also a great 
difficulty in the current research of Chinese keyword extraction. (2) The 
automatic sentiment analysis of key PIPs was not taken into consider-
ation while establishing the key user needs set. Some extracted key PIPs 
may not contain useful information that must be ruled out manually. 
Meanwhile, it must be pointed out that the designated tag combination 
rules are not well-round enough to reflect user needs. (3) The initial 
review data are only scraped from online retail stores. Other data 
collected from sources such as user reports and social media should be 
incorporated to address user needs more comprehensively. 

6. Conclusion 

A small sample data-driven method is proposed in this paper to 
address user needs elicitation in new product iteration from online re-
views. It attempts to resolve the difficulty of carrying out much faster 
processing of limited review data based on pre-trained language models. 
We found that with the support of the ERNIE-ISIFRank methodology, 
eliciting user needs from limited online reviews could be executed easily 
and efficiently. The proposed novel and intelligent methodology proved 
a boon to new product iteration. 

The main theoretical contribution can be summarized into three 
aspects. (1) Well-defined an innovative iteration design pattern for new 
products. Driven by online review data, the dynamic cycle of user needs 
elicitation facilitates upgrading products for the next generation. (2) 
Presented a generic and compatible framework for extracting user needs 
drawing on a small sample of online reviews in the context of new 
product iteration. Topic-based classification and key PIPs extraction are 
the two stages of this framework. Accurate and efficient analysis of finite 
review data to uncover valuable information is the core of eliciting key 
user needs. And it can help to improve product functions and raise its 
competitiveness in the market. (3) Proposed a systematic methodology 
primarily based on the pre-trained language model. This is a tentative 
attempt that integrates both ERNIE and ISIFRank in the process of 
analyzing a small sample of online reviews. Moreover, we contribute to 
using ERNIE to improve SIFRank and designating tag combination rules 
which are suitable for product design. Hence, the proposed method not 
only enriches the graph of pre-trained language models but also focuses 
on the sphere of user needs elicitation for new products. It is helpful in 
reducing labor costs, boosting iteration efficiency, and shortening the 
design cycle. 

Table 4 
Metrics to characterize the performance of different models for topic-based 
classification.  

Model Precision Recall F1-score 

SVM 0.6812 0.4934 0.5741 
FastText 0.8311 0.6350 0.7227 
BiLSTM 0.8443 0.6722 0.7543 
TextCNN 0.8528 0.7154 0.7796 
DPCNN 0.8915 0.7831 0.8314 

Bert 0.9045 0.8332 0.8611 
ERNIE 0.9248 0.8845 0.8934  

Table 5 
Metrics to characterize the performance of different models for key PIPs 
extraction.  

Model Precision Recall F1-score 

TF-IDF 0.7839 0.7123 0.7417 
YAKE 0.8123 0.7364 0.7734 

TextRank 0.8224 0.7534 0.7844 
TopicRank 0.8321 0.7545 0.7880 

PositionRank 0.8429 0.7636 0.7980 
SIFRank 0.8826 0.8012 0.8422 
ISIFRank 0.9049 0.8143 0.8534  
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As for practical contribution, an empirical case was conducted to 
illustrate the application of the proposed data-driven method. The study 
provides guidance and reference for user needs elicitation of new 
products. The dynamic adjustment of diverse user needs provides de-
signers, engineers, and decision-makers with access to the rational 
improvement strategies of new products. Therefore, the research 
method can help to drive the entire product iteration process from the 
perspective of user needs elicitation. The framework is expected to be 
regarded as the premise and foundation to support the generation of user 
needs in new product iteration. 

Admittedly, this paper is currently an exploratory study, so it is 
recommended to take an in-depth look at future work. (1) Take 
advantage of the knowledge graph to solve the problem that the toke-
nization of Chinese text is prone to ambiguity. (2) Make use of sentiment 
analysis to automatically discriminate the sentiment polarity of key 
PIPs, providing a more specific reference for user needs correction. (3) In 
terms of the whole process of new product iteration, how to translate key 
user needs into product characteristics is where the research will go 
next. 
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