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� A Residual Convolutional Neural
Network (Res-Net) model was
employed to predict indentation
modulus and hardness of cement
paste from BSE images.

� A dataset comprising 40,000
nanoindentation results and 40,000
BSE images was built to train the
model.

� The resulting Res-Net model can
precisely predict the elastic modulus
and hardness with a R2 of 0.85 and
0.88.

� Deconvolution of Res-Net prediction
obtains similar invariant statistics as
tested by experiments, which gives
strong evidence of the applicability of
the Res-Net model.
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This paper employs computer vision techniques to predict the micromechanical properties (i.e., elastic
modulus and hardness) of cement paste based on an input of Backscattered Electron (BSE) images. A data-
set comprising 40,000 nanoindentation tests and 40,000 BSE micrographs was built by express nanoin-
dentation test and Scanning Electron Microscopy (SEM). A Residual Convolutional Neural Network
(Res-Net) model, which differs from a typical Convolutional Neural Network (CNN) architecture by a
shortcut connection, was employed and compared with a simple table model. The models were trained,
tuned, and tested over a training, validation and testing set comprising 70%, 15% and 15% of the 40,000
data pairs, respectively. The following conclusions were drawn: 1) Express nanoindentation tests can pro-
vide reliable information for cement paste. Deconvolution based on Gaussian Mixture Model (GMM) can
obtain almost invariant statistics for each phase; 2) Based on averaged greyscale values of each BSE
image, a table model can predict the elastic modulus and hardness with R2 of 0.80 and 0.83, respectively;
3) Based on the intensity of each pixel as well as their patterns in each BSE image, the Res-Net model can
predict the elastic modulus and hardness with a R2 of 0.85 and 0.88, respectively. Deconvolution of the
Res-Net prediction obtains similar invariant statistics as derived by the nanoindentation tests, which
gives strong evidence of the applicability of the Res-Net model.

� 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Hydrated cement paste, as the main binding phase of cement-
based materials, forms the basis of the performance of concrete.
Mechanical properties of cement paste can provide input parame-
ters for various numerical or analytical models for predicting and
analyzing the performance of concrete [1]. In numerical microme-
chanical modelling, such as the Delft Lattice Model [2], cement
paste as a heterogeneous material is often simplified as a multi-
phase composite material for the prediction of it the overall
mechanical performance, such as uniaxial compressive strength
[3], fracture analysis [4], tensile splitting strength [5], creep [6,7],
and fatigue [8]. For analytical approaches, based on assumptions
of overall shapes of inclusions, micromechanical homogenization
schemes like Mori-Tanaka [9] and Self-Consistent [10] are often
used to predict the overall mechanical performance of concrete,
such as elastic modulus [11–13] and creep [14,15]. Understanding
and quantifying the micromechanical properties of cement paste is
crucial for understanding and predicting the mechanical properties
of concrete.

Nanoindentation is a commonly used technique to probe the
micromechanical properties of cement paste. By statistical
approaches (e.g., Gaussian Mixture Model and K-means), the his-
togram of the results of grid-indentation tests can be decomposed
into several phases, typically including the anhydrous cement clin-
ker (ACC), calcium hydroxide (CH) and calcium silicate hydrate
(CSH), which can be further classified into high-density CSH (HD-
CSH) and low-density CSH (LD-CSH) [11]. Combining Statistical
Nanoindentation (SNI) with techniques like Energy Dispersion
Spectroscopy (EDS) and Backscattered Electron imaging (BSE),
mechanical performance of the heterogeneous cement paste can
be qualitatively explained by microstructures and chemical com-
positions. Sorelli et al [16] conducted SNI on Ultra High Perfor-
mance Concrete by combining SNI, SEM and X-ray Diffraction
(XRD), and built a four-level micromechanical model. Vandamme
et al [14] tested the creep properties of CSH on different cement
pastes and captured the creep compliance of CSH by a logarithmic
time function. Hu and Li [17] combined SNI and SEM to test the
micromechanical properties of Portland cement paste and used
the elastic modulus of different phases to predict the elastic mod-
ulus on the macroscale using a homogenization method. Similarly,
Da Silva et al [18] conducted SNI on high performance cementi-
tious composites and obtained the elastic modulus of each single
phase. Through a two-step analytical homogenization scheme,
they used the SNI testing results as input and successfully pre-
dicted the elastic modulus tested at the macroscale. Overall, SNI-
based methods have proven to be sound and effective in a number
of studies on micromechanical properties of different cementitious
materials, including elastic modulus of blended cement pastes
[19], polymer-modified cement pastes [20], geopolymers [21,22],
seawater-mixed alite paste [23], nature pozzolan concrete [24]
and creep properties of Portland cement paste [25,26].

Despite the prevalence and usefulness of the SNI-based
approaches, limitations still exist. The most inherent limitation is
the assumption that the cement paste only has a certain number
of homogeneous phases. Although it is a reasonable simplification,
it neglects the variance of the properties of each phase and takes
only the average values into account. However, during each
nanoindentation test, it is actually a cluster of composite phases
that are being indented [27,28]. Large variations of elastic modulus
of CSH have also been reported [29]. Instead of assuming only a
few numbers of phases exist, a much better solution would be to
use the correlation between greyscale values and tested modulus
(or hardness) directly, without doing any deconvolution into a
few phases. This is for instance done in our previous studies
2

[30,31]. However, since most modelling tools need such a deconvo-
lution and comparing statistics is easier, the method of deconvolu-
tion in four phases is also done in this paper. The second limitation
of SNI lies in the efficiency of nanoindentation tests and the poten-
tial influence of data number on the deconvolution results. Since
cement paste is highly heterogeneous, statistical deconvolution
procedure requires a considerable amount of data to obtain an
accurate result of phase fraction, (average) micromechanical prop-
erties and variance. In most SNI studies mentioned above, the
number of indents used for deconvolution typically lies between
100 and 500. The philosophy behind for the determination of a
proper indentation number seems unclear. The final limitation of
SNI is the availability of the testing facility itself. Because of its high
requirement on the lab condition, a Nanoindenter is not widely
available, which may also hinder the research of micromechanical
properties of cementitious materials.

In view of these limitation, an effective way to overcome them
would be to develop a correlation model directly from the
microstructure to the micromechanical properties. The difficulty
of building such a model lies in the complexity and randomness
of microstructure of cement paste. In the authors’ previous studies
[30,31], based on histogram analysis, it was proven that the grey-
scale values from X-ray computed tomography (XCT) can be lin-
early correlated with the elastic modulus measured by
nanoindentation. The underlying mechanism of this correlation is
that the greyscale values of XCT stand for the density function
[32], while the density is closely related to the mechanical proper-
ties [33]. Meanwhile, the depth of the nanoindentation was set
such that it would probe the volume approximately equal to the
size of a single voxel for XCT. However, the simple table model
does not reflect the microstructural effects (e.g., shapes, distribu-
tions and heterogeneity of various phases) and therefore the pre-
diction accuracy is limited. On the other hand, the high
heterogeneity of real microstructure of cement paste also hinders
the application of a pure analytical approach from building a corre-
lation model between the microstructural input and microme-
chanical properties.

This study aims to deal with the complexity of cement paste by
data-driven models. BSE image, whose brightness in greyscale is
primarily a function of the atomic number of the atoms [34], will
be used to represent the local microstructure of the material
probed by nanoindentation. A computer vision model is developed
to map the micromechanical properties with the microstructure
images as input. The application of Convolutional Neural Networks
(CNN) has prevailed in many modern image recognition and object
detection tasks. In the field of civil engineering, CNN has been
proved to be an effective tool for crack detection [35–38], struc-
tural health monitoring [39,40] and post-disaster inspection [41].
Moreover, CNN also showed excellent performance in homoge-
nization of mechanical properties and behaviors of various com-
posite materials, such as the stress–strain curves of composite
microstructures [42], elastic modulus and Poisson ratios of
randomly-generated heterogeneous microstructures [43], and
creep modulus of cement paste based on X-ray tomography scans
and Lattice model [44]. Recently, Hilloulin et al [45,46] built seg-
mentation models with Mask R-CNN for identifying and segment-
ing the air voids and aggregate in microscopic images of concrete.

In this study, a Residual Convolutional Neural Network (Res-
Net), which differs from CNN by shortcut connections, was built
for predicting the micromechanical properties (i.e., elastic modulus
and hardness) of a given microstructure. Express nanoindentation
tests was conducted to generate a large number (i.e., 40,000)
indentation results (comprising indentation elastic modulus and
hardness for each data point). At the locations where the indents
were made, 40,000 BSE images were taken at a resolution of
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247 � 247 pixels over regions of 10 lm by 10 lm (40 nm/pixel).
The 40,000 BSE images and 40,000 indentation results (i.e., elastic
modulus and hardness) form the dataset for training the Res-Net.
This paper is organized as follows: Section 2 introduces the exper-
imental details of nanoindentation tests and BSE image acquisition.
Section 3 shows how the dataset for training the Res-Net is built.
Section 4 briefly introduces the basics of CNN, the designed archi-
tecture of the adopted Res-Net, and the training process. Section 5
gives the statistical characteristics of the dataset and evaluates the
performance of the built Res-Net.
2. Experimental programs

The experimental part of the current study aims to build a data-
set of BSE micrographs and nanoindentation test results for the
training and testing of the Res-Net model. BSE imaging were per-
formed by a Scanning Electron Microscopy (SEM) with automated
acquisition function over an identical area (2.7 � 3.4 mm2) 2 times,
both before and after the indentation test. The images taken before
the nanoindentation tests were used as model input, while the
images taken after the indentation test was used to locate the exact
position of each indent. A micro-positioning procedure was imple-
mented to crop out 40,000 BSE images (individual image size = 1
0 lm � 10 lm) corresponding to the 40,000 indents, which then
form the whole dataset.
2.1. Sample preparation

In this study, CEM I 52.5 N Portland cement was used to prepare
a cement paste with a w/c of 0.4. After casting, the sample was
cured at a constant room temperature of 20 ± 3 degrees for 28 days.
Afterward, the hydration of the cement paste was stopped by using
the solvent exchange method with isopropanol [47]. After the
hydration was stopped, the sample was sliced into thin plate-like
specimens of 1.5 mm thick by a micro-dicing saw. The use of a
micro-dicing saw is to ensure that the top and bottom surfaces
of the sample are parallel. Afterward, the sample was first ground
by 4000 grit abrasive papers for 5 min and then polished with a
synthetic silk polishing cloth (MD-Dac from Struers) charged with
3 lm and 1 lm diamond paste for 2 separate 30-minute sessions.
An oil-based lubricant (DP-Lubricant Brown from Struers) was
used to dissipate any heat built-up. Between each grinding/polish-
ing interval, the sample was immersed in an ultrasonic bath for
30 s to remove debris from the surface. Following the procedure
introduced above, a mirror-like surface which can reflect the over-
head light was obtained, as shown in the Fig. 1. Previous study [48]
suggested a criterion based on root-mean-squared (RMS) rough-
ness to evaluate the surface finishing for nanoindentation test.
However, they also noted that the calculation of RMS is largely
influenced by the data processing method as adopted in a specific
Atomic Force Microscopy (AFM). A more convenient rule-of-thumb
Fig. 1. Photograph showing the reflective sam
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to evaluate surface finishing would be to see if the surface can be
mirror-like and reflect overhead light.

2.2. BSE images

The BSE images were taken by a FEI QUANTA FEG 650 SEM at an
accelerating voltage of 15 kV. Before the BSE imaging, the sample
was coated with a layer of carbon having a thickness of roughly
10 nm. Within the entire area of interest, a 40 � 40 tile set was first
prescribed; and the BSE images were taken automatically with a
commercial software (Maps 3 from Thermo Fisher Scientific) at a
nominal magnification of 5,000�. The images were then electron-
ically stitched to a single image (2.7 � 3.4 mm2) as shown in Fig. 2.
The resolution of final BSE image of the area is 40 nm/pixel. Four
areas (A1-A4 as shown in the Fig. 2) were selected for dataset
acquisition. The sizes of A1-A4 are 1 � 1 mm2, 1 � 1 mm2,
2 � 1 mm2, 2.6 � 0.7 mm2, respectively. Express nanoindentation
tests were used on the areas A1-A3, which contained 10,000,
10,000, and 20,000 indents, respectively. Nanoindentation results
of A1-A3 formed the dataset for training and testing the Res-Net.
Note that there were no nanoindentation tests being performed
on the area A4. The area A4 was selected for out-of-bag test based
on the invariant deconvolution statistics derived from the results
of A1-A3 (see Section 5.1). After nanoindentation tests, the BSE
images of the areas A1-A3 containing indentation marks were
acquired and used as reference in the micro-positioning procedure,
which will be described in the section 3.2.

2.3. Statistical express nanoindentation

In most SNI studies, nanoindentation tests were performed by
either load-controlled methods or the Continuous Stiffness Mea-
surement (CSM) method. Each indentation test performed with
these methods normally takes 6–10 min. Indentations of a large
array are usually very time-consuming. To solve this issue, this
study carried out high-speed nanoindentation tests using the KLA
G200 nanoindenter equipped with a Dynamic Contact Module II
(DCM II) head and a diamond Berkovich tip, which allow the
options of both express test and CSM. This improvement in testing
efficiency provides the possibility for building the data-driven
model of the current study. It was also proven that the express test
greatly improves the stability of deconvolution results [49].

During the express nanoindentation test, performing each
indentation takes only a few second. This testing speed is signifi-
cantly faster than conventional nanoindentation tests, which usu-
ally take several minutes for each indentation. The time-dependent
thermal drift is thus considered to be negligible for express nanoin-
dentation test due to the relatively short duration for each test.
Nevertheless, this study still measured thermal drift before each
batch of tests (with 400 indents in each batch), and only when
the thermal drift was lower than 0.05 nm/s could the batch of tests
be started. Prior to the test, the tip area function was first cali-
ple surface after the polishing process.



Fig. 2. Prescribed area for dataset acquisition (width of field = 3.4 mm).
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brated with a fused quartz reference sample. During the test, the
elastic modulus and hardness of the indented material were calcu-
lated by the Oliver and Pharr method by fitting the unloading part
of the load–displacement curve [50].

For the prescribed areas A1-A3 as mentioned in section 2.2,
indentation arrays with sizes of 100 � 100, 100 � 100, and
200 � 100, respectively, were performed. The indentation depth
was set to 500 nm and the spacing was set to 10 lm. In each array,
indentation tests were conducted in batches, with each batch con-
taining 20 � 20 indents. The reason for separating the big array in
batches is to prevent the accumulation of errors when locating
indents. In each batch, the nanoindenter first conducts surface
approaching and drift correction and then moves to the next
indent by the specified spacing distance (i.e., 10 lm). However,
deviation of indent spacing and depth from prescribed values often
happens, which was also observed in [49]. This study chose to do
the big array test in batches so that the error of indentation loca-
tion can be reset at the beginning of each batch.
3. Data preprocessing and analysis

3.1. Gaussian Mixture model for statistical deconvolution

As a highly heterogeneous material, the micromechanical prop-
erties of cement paste vary widely due to 1) the presence of ran-
domly distributed irregular-shaped hydration products; and 2)
the variability in chemical compositions of different hydration
products. Therefore, statistical approaches are usually needed
when dealing with grid-indentation results. This paper adopts
the Gaussian Mixture Model (GMM) to decompose the probabilis-
tic distribution of micromechanical properties of each single phase
from the overall histogram of the testing results, under the follow-
ing assumptions: 1) the distribution of each single phase follows
Gaussian Distribution; and 2) the superposition of the distribution
of different phases are linear. In the GMMmodel, the overall distri-
bution of testing results (X) can be expressed as the weighted sum
of the distribution of multiple phases Xi (i = 1,2,3,. . .,N), as below:

p Xj w;l;r2� �� � ¼XN
i¼1

wip Xij li;r
2
i

� �� � ð1Þ

where wi, Xi, li, ri are the fraction, probabilistic distribution func-
tion, mean, and standard deviation of i-th single phase, respectively.
The probabilistic distribution Xi is a Gaussian distribution and,
4

therefore, is solely determined by its mean and standard deviation,
as below

p Xij lj;r
2
j

n o� �
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi

2pr2
i

q exp
Xi � li

� �2
2r2

i

 !
ð2Þ
3.2. BSE micro-positioning

The aim of micro-positioning is to compensate for the move-
ment error of the indenter in each batch (20 � 20 array) and to
locate the 40,000 indents. Taking area A1 as an example (Fig. 3
left), a sliding window with the size 210 lm � 210 lm scans over
every batch. Within each batch, two components are needed to
determine the locations of the 400 indents: 1) the coordinate of
the first indent O (x0, y0) of each batch (bottom-left indent in
Fig. 3 middle); and 2) Dxj and Dyi representing the movement
error along the x-axis and y-axis at column j and row i respectively
(Fig. 3 right). The coordinate of any indents (xi,j, yi,j) can be calcu-
lated as follows:

xi;j ¼ x0 þ
Xj�1

k¼1

Dxk ð3aÞ

yi;j ¼ y0 þ
Xi�1

k¼1

Dyk ð3bÞ

where i, j = 1, 2, 3,. . ., 20, represent the row and column indexes of
the indents in every single batch. Both Dxj and Dyi were specified as
0.05 lm at the beginning and needed fine-tuning for each column
and row, respectively.

After the locations of all 40,000 indents were found in the BSE
image taken after the nanoindentation test, the BSE image taken
before the tests was overlapped on it. The 40,000 rectangular BSE
images with a size of 10 lm � 10 lm corresponding to each indent
were then cropped from the BSE image before the tests. The overall
procedure of micro-positioning is shown in the Fig. 4. Examples of
cropped images before and after the tests are shown in Fig. 5. Good
accuracy of micro-positioning procedure can be found by compar-
ing the BSE images taken before the tests (Fig. 5 left) and those
after the tests (Fig. 5 right).

4. Computer vision

4.1. Convolutional Neural network (CNN) overview

CNN is a major technique in the field of Computer Vision, which
aims to extract high-level information from digital images or
videos [51]. A CNN typically includes the following layers: a convo-
lutional layer, an activation layer, and a pooling layer [52]. A con-
volutional layer works by sliding a filter (the so-called kernel),
typically with the size 3 � 3, 5 � 5, or 7 � 7, over the input image
(or feature map), and extract the local features by element-wise
multiplication, expressed as below:

yjiþ1 ¼
X
k

wj
ikx

j
i þ bj

i ð4Þ

where i, j, k are the indices of layers, channels and filter elements,
respectively; x and y are elements of input and output tensors of
each convolutional layer; w and b are learnable parameters of the
filter, which are typically updated by gradient descent in each
learning iteration. Following the convolutional layer, an activation
function is attached to add nonlinearity. In this study, the rectified
linear unit (ReLU) was used, which excludes all negative input, and
can be expressed as below:



Fig. 3. Indent array and modulus map (left: indent array A1; middle: the last batch of nanoindentation tests in array A2; right: random cropped positioning results).

Fig. 4. Micro-positioning workflow.
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f xð Þ ¼ xx � 0
0x < 0

	
ð5Þ

Finally, for typical CNN architectures, a pooling layer is often
attached after the activation layer to achieve down sampling,
which highly benefits the computational efficiency and removes
features that are of less importance to increase the model robust-
Fig. 5. Randomly selected micro-positioning results (left: BSE images before nanoindenta
pixel and represents an area of 10 lm � 10 lm.

5

ness. The pooling layer works by replacing the output at a certain
location of the input with a summary statistic of the nearby out-
puts. This study used max-pooling, which preserves the maximum
value of a rectangular neighborhood. On the other hand, another
option to achieve the down sampling is by setting a higher stride
of the filter in the convolutional layer. Compared with the pooling
layers which are fixed operations, down sampling through a higher
stride embeds the pooling procedure in the convolutional layer and
thus is controlled by the learnable parameters of the filter. There-
fore, increasing stride is expected to improve the expressiveness
capability and prediction performance [53]. In this study, most of
the down sampling procedures were achieved by a stride of 2 in
the convolutional process.

Except for typical CNN layers, the backbone of the adopted net-
work architecture is the residual deep learning with shortcut con-
nection introduced by He et al. [54], which effectively solves the
problems of gradient vanishing/ explosion and degradation for
deep networks. A schematic diagram of the residual learning is
shown in the Fig. 6. Assuming the objective mapping as H(x) and
the mapping represented by the deep learning neural network is
F(x), normally the learnable parameters in the neural network will
be optimized to force F(x) to approach H(x) by algorithms like gra-
dient descent, as shown in Fig. 6a. While with a shortcut connec-
tion of identity mapping, the objective of F(x) becomes the
residual mapping F(x):=H(x)-x, which is easier to optimize com-
pared with the original mapping F(x):=H(x).

4.2. Network architecture

This study adopted a network architecture as shown in Fig. 7,
which resembled the network architecture of ResNet-18 in [54].
tion; right: BSE images after nanoindentation). Each BSE image has 247 pixel � 247



Fig. 6. Schematic diagrams of (a) CNN block and (b) Residual block [54].
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Four types of blocks exist in the Res-Net of this study, including the
input block B1, initial convolution block B2, residual identity block
B3, and residual convolution block B4. The blocks B1 and B2 are
first stacked in sequence; and then blocks B3 and B4 are stacked
iteratively for 3 times. A batch normalization layer is attached after
every convolution layer to ensure stable convergence and to pre-
vent gradient vanishing/explosion. In the input block B1, the image
tensor is firstly normalized by its mean and variance; and then zero
values will be used to expand the dimension of the image tensor by
6 (3 at each edge) so as to prevent information loss when the filter
reaches the edge. The initial convolution block B2 is a typical CNN
block based on a convolution layer with 3 � 3 filter moving by a
stride of 1. The blocks B3 and B4 are the residual learning blocks
and serve as the backbone of this Res-Net model. Both B3 and B4
contain two consecutive convolutional layers, which can effec-
tively expand the receptive field. The shortcut connection in B3
is an identity mapping. It should be noted that no pooling layers
are need in blocks after B2. In B4, the first convolution layer moves
the filter by a stride of 2, which achieves the aim of down-
sampling, as explained in the section 4.1. To keep the size of input
and output the same, the shortcut connection of B4 is a convolu-
tion layer with a 1 � 1 filter size and a stride of 2. Finally, a global
average pooling layer is attached after the last B4 and the average
of each channel in the feature map of B4 is calculated and stored in
a 1 � 256 vector. A hidden layer with 1024 neurons with a dropout
rate of 0.4 is used to map the 1 � 256 vector to a 1 � 1 vector,
which is the prediction objective (i.e., elastic modulus or hardness).
Fig. 7. Illustration of the ar
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In total, the Res-Net built herein contains 3,060,161 trainable
parameters and 3904 non-trainable ones.

4.3. Training strategies

In the training process, the 40,000 samples (including 40,000
BSE images and 40,000 nanoindentation results) were randomly
divided into a training set, a validation set, and a testing set, with
a ratio of 7: 1.5: 1.5. Thereby, 28,000 samples were located in the
training set; 6,000 samples were located in the validation set; and
6,000 samples were in the testing set. The nanoindentation results
(i.e., elastic modulus and hardness) were normalized by their mean
and variance before they were used for training. The training set
was used to train the model by gradient descent. Mean squared
error (MSE) was used as the loss function to implement the gradi-
ent descent to back propagate the error and to optimize the learn-
able parameters of the Res-Net. The Adaptive Moment Estimation
(Adam) algorithm [55] was used for the gradient descent process.
The Adam algorithm contains two momentum terms to preserve
the historical values of gradient and can therefore avoid local min-
ima. This study also adopts an adaptive exponential-decay
approach to update the learning rate: for every five epochs, if the
prediction performance of the validation set is not improved, the
learning rate will be decayed by a proportion of 0.9. By comparing
the prediction performance of the Res-Net on the validation set,
the initial learning rate was tuned as 1.0 � 10-5 and the batch size
of the training process was set as 32. In total, 100 epochs were used
for the training process and the model obtained best performance
in the validation set was selected.

After the training process, the model that obtained the best per-
formance on the validation set was selected. Afterwards, the
selected model made predictions on the testing set, which was
kept isolated until the end of training. Mean Squared Error
(MSE), Mean Absolute Error (MAE), and Coefficient of Correlation
(R2) were used as the metrics to evaluate the prediction perfor-
mance, as below:

MSE ¼ 1
n

Xn
i¼1

yi � by� �2 ð6Þ

MAE ¼ 1
n

Xn
i¼1

jyi � byj ð7Þ
chitecture of Res-Net.
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R2 ¼ 1�
Pn

i¼1 yi � by� �2Pn
i¼1 yi � y

�� �2 ð8Þ
Fig. 8. Indent array and modulus map (a, c, e and b, d, f are BSE images and modulus
maps of indent arrays A1, A2 and A3; g is the legend of modulus maps with the unit
GPa). Scale bar = 200 lm.
5. Results and discussion

5.1. Database overview

Since elastic modulus has a strong linear correlation with hard-
ness [56,57], only the nanoindentation results of elastic modulus
will be analyzed in detail. The overall BSE images of the 40,000
indents in areas A1, A2, and A3 (specified in section 2.2) are shown
in the Fig. 8 (a, c, e). The nanoindentation results of elastic modulus
corresponding to these three areas are shown in Fig. 8 (b, d, f). The
distribution of elastic modulus shows strong correlations with the
BSE images. Identical shape and distribution of ACC can be found in
the BSE images (i.e., light grey particles) and the elastic modulus
maps (i.e., yellow areas). Other phases are less discriminative in
the BSE images, but in the modulus map the overall patterns of
phase distributions (segmented by the GMM deconvolution results
in Fig. 9) are clearer: the ACC (i.e., yellow area where elastic mod-
ulus is approximately higher than 80 GPa) is surrounded by CH and
HD-CSH (i.e., green area where elastic modulus is approximately
higher than 35 GPa). The LD-CSH (i.e., blue area where elastic mod-
ulus is approximately lower than 35 GPa) forms the matrix which
occupies the highest proportion of the cement paste composite.

The histograms of elastic modulus measured by the nanoinden-
tation tests over the areas A1, A2, A3, and their sum are shown by
the grey bars in Fig. 9. There are 10,000, 10,000, and 20,000 indents
in the areas A1, A2, A3 respectively. GMM was used to decompose
the overall histogram under the assumption that the cement paste
can be viewed as a four-phase composite at the microscale. The
blue solid line in the Fig. 9 is the weighted sum of the distribution
of the four phases, which corresponds to the theoretical histogram
of the elastic modulus results. A good match between the theoret-
ical histogram (blue solid line) and the real histogram (gray part)
indicates that good accuracy of the GMM deconvolution. The x,
l, and r represent the fraction, mean, and variance of each individ-
ual phase, respectively. Indices 1, 2, 3, 4 represent the phase LD-
CSH, HD-CSH, CH, and ACC, respectively. The results in Fig. 9 sup-
port the following findings:

1) The GMM deconvolution, assuming four phases are present
in hydrated cement paste, shows good accuracy, since the
theoretical histogram coincides well with the real
histogram.

2) The deconvolution results of testing areas A1 (10,000
indents), A3 (20,000 indents) and A1 + A2 + A3 (40,000
indents) are consistent: highly similar values of fraction,
mean, and variance for each phase were obtained. The
GMM deconvolution results show that the statistical decon-
volution has invariant statistical characteristics which may
reflect the inherent hydration status of cement paste. Fol-
lowing Jenning’s model of two-type CSH [58], the hydration
degree a and ratio between HD-CSH and LD-CSH Mr of the
cement paste can be estimated following the formulas
below:

a ¼
Vh
V

Vh
V þ Va

ð9Þ

Mr ¼ 3:017
w
c

� �
a� 1:347aþ 0:538 ð10Þ
7

where Vh, Va are volume fraction of hydration products and the ACC
respectively; V is the volume ratio of reaction product to reactant,
which can be assumed as 2.2 according to [59]. Based on the decon-
volution result of the 40,000 indents in areas A1 + A2 + A3, where
the first three phases (i.e., LD-CSH, HD-CSH, CH) correspond to the
hydration product and their volume fraction Vh equals to 0.90 and
the volume fraction of ACC Va equals to 0.10, the a and Mr can be
calculated according to Eq (9–10) as 0.8036 and 0.4253, respec-
tively. In comparison, the tested Mr is 0.463, which is close to the
calculated result. The difference between the calculated and tested
Mr may be induced by the assumption of reaction product-reactant
volume ratio and difference of clinker compositions.



Fig. 9. Indent array and modulus map (a, b, c, d are histograms and deconvolution results of indent arrays A1, A2, A3 and A1 + A2 + A3; The subscript 1, 2, 3, 4 represents the
phases of LD-CSH, HD-CSH, CH and ACC respectively.).

Fig. 10. Correlation between the modulus tested by nanoindentation and average
greyscale value of corresponding 10 � 10 lm2 BSE image.
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3) The deconvolution results of the testing area A2 (10,000
indents) preserves similar average values of LD-CSH and
HD-CSH with the other areas. However, considerable incon-
sistency was found in the values of fractions of two types of
CSH and all statistics of CH and ACC. The result here supports
the fact that the influence of data number on SNI results is
not negligible. It was also reported by [22] that the volume
fraction of each phase would be better estimated from BSE
images rather than from nanoindentation elastic modulus
mapping, which is extracted with a lower resolution because
a certain distance is needed between two indents. Regarding
the deviation of the CH phase and the ACC phase in the
deconvolution results of A2, one possible reason accounting
for the inconsistency is that the chemical compositions of
those two phases are inherently more complex than CSH.
This can be also seen from the high variance value obtained
in the results of A1, A3, and A4. Besides, the nanoindentation
results of the CH phase also depends on the crystal orienta-
tion during testing [60]. Another reason accounting for the
instability is the small number of CH and ACC: the two types
of CSH occupy around 80% of the cement paste, while the CH
and ACC only account for around 20%, which makes less data
for CH and ACC and therefore results in variability.

5.2. Correlation between grayscale and modulus: A table model

In the authors’ previous study [30,31], it was proven that
because the greyscale values of XCT stand for the density function
[32], the XCT greyscale values can be linearly correlated with the
elastic modulus measured by nanoindentation. In this study, the
intensity of the BSEs (and therefore the greyscale value of the
8

BSE images) is a function of the atomic number of the atoms in
the area of interest. The average greyscale value of each BSE image
indicates a different phase assemblage of the corresponding area,
and thus corresponds to different micromechanical properties.
Herein, as shown in Fig. 10, the average greyscale value of each
10 � 10 lm2 BSE image was correlated with corresponding elastic
modulus and hardness tested by nano-indentation. Fig. 10 shows a
clear positive correlation between the grayscale values of BSE
images and the results of nanoindentation elastic modulus. By
splitting the 40,000 dataset into a training set of 32,000 and testing
set of 8,000, a linear regression model [61] and a table model were
trained and tested to predict the elastic modulus and hardness
based on average greyscale values in a 10 � 10 lm2 BSE image.
Note that a validation set was not necessary here because there
is no need for hyperparameter tunning for both linear model and
table model. Therefore, a splitting ratio of 8:2 was adopted.
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The so-called table model is intrinsically a classification model
that classifies all the microstructures (i.e., BSE images) according
to their different average greyscale values and assign the average
elastic modulus tested by nanoindentation to each class of grey-
scale values. Thereby, a table model includes only two compo-
nents: 1) average greyscale value; 2) average tested modulus/
hardness corresponding to each average greyscale value. Given a
BSE image, the table model works by firstly computing the average
greyscale value of the image and then looking up in the table to
find the corresponding modulus/ hardness, as shown by the red
line in Fig. 10. Because the linear model assumes a linear correla-
tion, while the table model does not make any assumption and
only conducts the classification, the performance of the table
model significantly outperforms the linear model with a R2 of
0.80 versus 0.72 in the prediction of elastic modulus. However,
as a classification model, the prediction of the table model is not
continuous as shown in Fig. 11. Although the table model obtains
good prediction performance (quantified by MSE, MAE and R2) over
hardness and elastic modulus, an obvious evenly-distributed error
range and non-continuous predictions cannot be neglected. Fur-
thermore, it is clear that the table model fails to predict the mod-
ulus at the tail (i.e., modulus with higher values). Such error is
understandable since the information contained in an average
greyscale value only reflects an approximation of the overall chem-
ical composition, while the microstructural effects (i.e., distribution
and shapes) are not accounted.
5.3. RES-Net performance

5.3.1. Training history
A budget of 100 epochs was assigned to train the model of elas-

tic modulus and hardness. The model was trained on a laptop
equipped with a GPU Nvidia RTX 3070 with a memory of 6G and
the whole training process took approximately 20 min. The train-
ing history in Fig. 12 shows the effectiveness of the designed net-
Fig. 11. Table model of modulus given average grayscale value as input (a, b: trai

9

work architecture and hyperparameters: The MAE and MSE of
the model on training set decrease rapidly in first 10 epochs and
then decreases steadily afterwards. However, the performance of
the model on validation set only improves in the first 25 epochs
for the modulus model, and the first 16 epochs for the hardness
model. Afterwards, further epochs only result in improvement in
the training set and do nothing good for the validation set, mean-
ing that overfitting occurs. Therefore, the model that was trained at
25th epoch and 16th epoch was selected as the modulus model
and hardness model, respectively.
5.3.2. Testing
After the models were trained, they were tested by the 6,000

samples in the testing set. The prediction performance of the
Res-Net on the testing set are shown in the Fig. 13. Both the hard-
ness model and modulus model obtain good prediction perfor-
mance with a R2 of 0.85 and 0.88 in the testing set. Thanks to
the early-stopping in the training process, the testing performance
of both the hardness model and the modulus model in the testing
set are only slightly inferior than that on the training set, which
ensures no overfitting has occurred. Compared to the table model
presented in section 5.2, the Res-Net exhibits improvement in pre-
diction accuracy for both elastic modulus and hardness in training
and testing set. Moreover, the predictions made by the Res-Net are
more continuous and display smaller error range. This should be
attributed to the complexity of models and thus the information
extracted from the input: the table model takes the average grey-
scale value of the 10 � 10 lm2 BSE image as input, which contains
only the information of the overall chemical compositions of the
composite and thus the table mapping can only obtain limited
accuracy. However, the Res-Net extracts information from the
entire BSE image by convolution, which contains the microstruc-
tural information of the composite that was indented, including
the distribution and shapes of different phases. By stacking multi-
ple convolutional layers together, the Res-Net forms a very com-
ning and testing set for modulus; c, d: training and testing set for hardness).



Fig. 12. Res-Net training histories (a, b: Training history of MAE and MSE of modulus model; c, d: Training history of MAE and MSE of hardness model) Note that the numbers
in y-axis of are not values of modulus/ hardness, but the normalized values of them.

Fig. 13. Performance of Res-Net model of modulus and hardness given BSE images as input (a, b: training and testing test of modulus prediction; c, d: training and testing set
of hardness prediction).
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plex function space and the mapping function between the
microstructure and the micromechanical properties can be found
in this space by gradient descent to build a correlation. Overall,
the advantage of Res-Net over the table model is that the Res-
Net predicts based on detailed microstructural information, while
the table model predicts based on a single greyscale value that rep-
resents the overall material composition.

However, some anomalous predictions can be observed. In
Fig. 14, 12 randomly selected cases from the testing set are shown.
Although the predictions of the Res-Net in most cases are close to
the real values measured by nanoindentation, an anomalous pre-
10
diction can still be found (as noted by the red-dash rectangle).
The reason for such a discrepancy could be that the 2D BSE image
does not fully represent the 3D microstructure probed by nanoin-
dentation [62]. It is acknowledged that the backscattered electrons
are emitted from a region that maybe shallower than the interac-
tion volume under a nanoindenter tip. However, a BSE image in
this case can act as a representative slice of a 3D structure. A
CNN network may be able to infer certain microstructural informa-
tion of the material near where the BSE image is taken. The results
of the Res-Net indeed prove the effectiveness of BSE-based
prediction.



Fig. 14. Randomly selected cases of modulus prediction in the testing set.

Fig. 15. Mapping the elastic modulus of a BSE image using RES-Net (a: BSE image of array A4; b: RES-Net mapping result; c: Table model mapping result; d: scale bar of the
mapping result). Width of field = 2.6 mm.

M. Liang, S. He, Y. Gan et al. Materials & Design 229 (2023) 111905

11



M. Liang, S. He, Y. Gan et al. Materials & Design 229 (2023) 111905
5.4. Out-of-bag test

To further evaluate the applicability of the Res-Net, the area A4,
where nano-indentation was never performed, was used for an
out-of-bag test. The reason why the area A4 can be used for out-
of-bag test is that, as shown in the section 5.1, when the number
of indents increases, the deconvolution statistics including the
fraction, mean and variance of each phase are invariant and indi-
cate the inherent properties of the cement composite. Therefore,
given an area that is large enough to represent the cement compos-
ite, if the prediction of the model over such an area follows the
same statistics pattern, the applicability of the prediction model
can be further validated. In the Fig. 15, the modulus mapping
results by the Res-Net and the table model are presented. Both
the Res-Net (Fig. 15b) and the table model (Fig. 15c) can correctly
identify the yellow areas with a modulus over 80 GPa as the ACC,
which is in good accordance with the BSE image (Fig. 15a).
Fig. 16. Deconvolution of the mapping results of the RES-Net and table model (a:
nanoindentation results on A3; b: RES-Net mapping result on A4; c: table model
mapping result on A4).

Table 1
Comparison of the deconvolution statistics of tests, Res-Net prediction and table model p

Test A3 Res-Net

Fraction Range Fraction

LD 0.52 26.54 ± 4.06 0.48
HD 0.27 34.81 ± 6.76 0.30
CH 0.12 52.46 ± 16.73 0.12
ACC 0.09 121.88 ± 27.46 0.11
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The deconvolution results (see section 5.1) proves that invariant
statistics of the four phases can be obtained even on different
nanoindentation areas. Therefore, the prediction results of the
table model and the Res-Net over an identical area should also
obtain similar deconvolution statistics. In Fig. 16, the deconvolu-
tion results of nanoindentation test on the area A3 (20,000 indents)
and the prediction results of Res-Net model and table model on the
area A4 (18,907 indents) are presented. The reason why the results
of area A3 was selected is because of its comparable size with the
selected out-of-bag test area A4 and therefore can exclude the
influence of data number on the deconvolution results. The result
shows that the predictions of Res-Net can produce very close
deconvolution statistics as the nanoindentation test, while the
table model shows an obvious discrepancy in statistics of CH and
ACC, as summarized in the Table. 1. The Res-Net obtained less vari-
ance than the test results in all phases, which indicates that the
Res-Net trained based on the current dataset has not fully learned
all features that needed to make perfect prediction of modulus
based on microstructural input. In Fig. 17, the histogram of the
aforementioned results shows that the Res-Net obtains closer
results with the test, while the table model shows a much more
obvious difference at the peak and a very unstable tail. The distur-
bance of the table model is attributed to its discontinuous nature,
that each single average greyscale value corresponds to an average
modulus. Nevertheless, the results of Res-Net shows discrepancy
with the testing result, which may be explained by the following
reasons: 1) limited dataset; 2) 2D BSE image does not reflect 3D
microstructural information; 3) error in the micro-positioning pro-
cedure. Considering the relatively large size of the dataset in this
study, potential improvement may be to 1) build the Res-Net based
on 3D image (e.g, XCT); 2) improve the nano-indenter movement
accuracy or build a more accurate error propagation model to com-
pensate the error of nano-indenter movement.
rediction.

Table Model

Range Fraction Range

27.24 ± 2.57 0.49 26.67 ± 1.86
34.05 ± 5.07 0.31 34.66 ± 5.82
54.09 ± 14.50 0.14 71.99 ± 27.11
118.61 ± 20.93 0.06 130.23 ± 6.87

Fig. 17. Histogram of testing results A3 and prediction results of table model and
Res-Net model.
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6. Conclusions

This paper implements computer vision technique to map the
micromechanical properties of cement paste based on an input of
BSE image. First, three prescribed areas were positioned, and BSE
images of these areas were taken under a magnification of
5000X. By express nanoindentation tests, 40,000 indents were
made to probe the micromechanical properties (i.e., elastic modu-
lus and hardness) of the prescribed areas. Accordingly, 40,000
10 � 10 lm2 BSE images corresponding to each indent were
cropped by a micro-positioning procedure. The dataset containing
40,000 BSE images and corresponding micromechanical properties
was then used to train a Res-Net model which was featured by a
shortcut connection comparing to typical CNN architecture. The
following conclusions can be drawn:

1) For ordinary Portland cement, assuming four phases are pre-
sent (i.e., LD-CSH, HD-CSH, CH and ACC), GMM deconvolu-
tion of our express nanoindentation test results can obtain
almost invariant statistics (i.e., fraction, mean and standard
deviation) for each phase, provided that over 20,000 samples
are available for the deconvolution fitting. Smaller sample
size may lead to slightly unstable results.

2) A positive correlation exists between the average greyscale
value of the BSE image and elastic modulus. A table model
trained on a training set of 32,000 data can predict the elas-
tic modulus and hardness over a testing set of 8,000 data
with a R2 of 0.80 and 0.83.

3) With 70%, 15% and 15% of 40,000 data points in training, val-
idation, and testing set respectively, the trained Res-Net is
able to reliably predict the elastic modulus and hardness
from a 10 � 10 lm2 BSE image. The hardness prediction of
Res-Net on testing set are quantified by a MAE of 0.30 GPa
and a R2 of 0.88. The modulus prediction of Res-Net on test-
ing set are quantified by a MAE of 6.40 GPa and a R2 of 0.85,
both of which show advantage over the table model.

4) In the out-of-bag test, the Res-Net can produce modulus
mapping that is highly correlated to the BSE image. As a
comparison, the prediction made by the table model shows
obvious deviation in histogram and deconvolution statistics
of CH and ACC. The GMM deconvolution of the Res-Net pre-
diction over 18,907 10 � 10 lm2 areas obtains similar
invariant statistics derived by the nanoindentation tests
containing 20,000 indents, which gives strong evidence of
the applicability of the Res-Net model.

The proposed Res-Net for predicting the micromechanical prop-
erties of cement paste is a promising approach to overcome the
four-phase assumption that is commonly used in many SNI studies
and multiscale modelling of cementitious materials, since it can
generate micromechanical mapping with a high resolution. Limita-
tions regarding the prediction accuracy still exist. Further studies
should focus on 3D-CNN model which takes 3D images (e.g., XCT)
rather than 2D BSE images as training data.

On the other hand, the techniques discussed in the study are
important if we move to more sustainable concretes, using differ-
ent binders (e.g., supplementary cementitious materials or alkali
activated materials) and aggregates (e.g., recycled aggregates or
waste materials). The microstructures will have different proper-
ties and behaviour compared to concretes based on OPC and natu-
ral aggregates. Nano-indentation combined with computer vision
can measure and predict the changes on the micro-level, which
is then an input for models that predict the behaviour of the sus-
tainable concretes.
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