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A B S T R A C T   

Background: Discrete choice models (DCMs) for moral choice analysis will likely lead to erroneous model out-
comes and misguided policy recommendations, as only some characteristics of moral decision-making are 
considered. Machine learning (ML) is recently gaining interest in the field of discrete choice modelling. This 
paper explores the potential of combining DCMs and ML to study moral decision-making more accurately and 
better inform policy decisions in healthcare. 
Methods: An interdisciplinary literature search across four databases – PubMed, Scopus, Web of Science, and 
Arxiv – was conducted to gather papers. Based on the Preferred Reporting Items for Systematic and Meta- 
analyses (PRISMA) guideline, studies were screened for eligibility on inclusion criteria and extracted attri-
butes from eligible papers. Of the 6285 articles, we included 277 studies. 
Results: DCMs have shortcomings in studying moral decision-making. Whilst the DCMs’ mathematical elegance 
and behavioural appeal hold clear interpretations, the models do not account for the ‘moral’ cost and benefit in 
an individual’s utility calculation. The literature showed that ML obtains higher predictive power, model flex-
ibility, and ability to handle large and unstructured datasets. Combining the strengths of ML methods with DCMs 
has the potential for studying moral decision-making. 
Conclusions: By providing a research agenda, this paper highlights that ML has clear potential to i) find and 
deepen the utility specification of DCMs, and ii) enrich the insights extracted from DCMs by considering the 
intrapersonal determinants of moral decision-making.   

1. Introduction 

Many (public) health decisions that policymakers make have a moral 
dimension. Think about policy issues where scarce resources must be 
allocated. Whom to provide treatment to during a public health crisis, a 
vaccinated or an unvaccinated patient? Should organ donation short-
ages be compensated with alternatives, such as xeno- or refurbished 
organ transplantations? Does society bear the financial burden of mak-
ing orphan drugs available to save the lives of others in need? In such 
dilemmas, the moral dimension of decisions can be present explicitly – 
as in the framing of the decision contexts – while it can also be more 

implicit or latent (Forsyth and Nye, 1990; Schwartz, 1968; Greenwood, 
2011). Whichever form they take, decisions that have a moral dimension 
can be categorised as either ‘right’ or ‘wrong’. Moral decision-making is 
based on what those involved believe to be the right thing to do (Haidt, 
2007). So, when facing moral dilemmas, stakeholder involvement and 
support (e.g., medical professionals, patients, and society) is important 
for policymakers to build effective and acceptable health policies. 

Discrete choice models (DCMs), rooted in micro-econometrics and 
behavioural sciences, are widely advocated as a way to understand 
choice behaviours and inform health policy and clinical decisions 
(Soekhai et al., 2019). Based on the random utility theory (RUT), DCMs 
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assume that a set of attributes can characterise choice alternatives and 
that a decision-maker’s valuation (i.e., preference) depends upon the 
levels of these attributes (McFadden, 1981). The resulting choices reveal 
a latent utility function comprised of a systematic (observable) term 
containing the attributes in additive form and a random (unobservable) 
term capturing the unknown variation in decisions, where one chooses 
the alternative that maximises its utility (McFadden, 1974, 1981; de 
Bekker-Grob et al., 2012; Ben-Akiva and Lerman, 1985). Using DCMs 
allow thus investigation of the trade-offs between, e.g., cost and health 
outcome attributes characterising health interventions, services or pol-
icies from which economic insights can be extracted (Gadjradj et al., 
2022; van den Broek-Altenburg and Atherly, 2020). 

However, applying conventional linear-in-parameter DCMs in moral 
decision contexts is risky as moral decision-making is at odds with the 
models’ assumptions (Chorus, 2015). Given the RUT, the models and 
their functional form do not consider the ‘moral’ costs and benefits. For 
instance, moral decision-making is often based on heuristics and emo-
tions rather than utility-maximising principles (Gigerenzer, 2010; Haidt, 
2001; Greene et al., 2001). Moreover, moral convictions and values 
affect decision-making when decision-makers face morally salient de-
cisions; for example, an affective decision to provide one patient with 
care may reduce the overall (utilitarian) benefits but respect the pa-
tient’s right to care (i.e., deontological considerations) (Haidt, 2007; 
Greene et al., 2004; Conway and Gawronski, 2013; Conway et al., 2018). 
Therefore, moral decision-making goes beyond the traditional func-
tional form of the models, making it more complex than ‘regular’ 
decision-making. Ignoring the discrepancy between moral 
decision-making and the assumptions of the traditional DCMs could lead 
to erroneous model outcomes and misguided policy recommendations. 

Recently, machine learning (ML) models have been extensively 
studied as a complementary modelling paradigm in the choice model-
ling field (Hillel et al., 2021; Van Cranenburgh et al., 2021). While DCMs 
contain functional forms and variable selection imposed by prior beliefs 
and behavioural theories, ML models learn patterns from the data more 
flexibly and accurately without a priori model assumptions, resulting in 
higher goodness-of-fit (Wang et al., 2021a). The models’ flexibility can 
overcome problems of DCMs relating to the search for the optimal model 
specification and misleading insights caused by model misspecification 
(Rodrigues et al., 2019; Aboutaleb et al., 2020a, 2020b; Ortelli et al., 
2021). Moreover, ML models work well with alternative types of data 
sources currently outside the realm of traditional DCMs (Bishop, 2006). 
Using alternative data sources, like text and image data, opens up the 
opportunity to enrich the analysis of moral decision-making rather than 
solely relying on explicit choice data. 

Hence, combining DCMs and ML may help obtain accurate insights 
into moral decision-making and better inform policy decisions in 
healthcare and beyond when moral dilemmas occur. In this paper, our 
aim is twofold. Firstly, we aim to identify the characteristics of moral 
decision-making essential to discrete choice analysis approaches for 
studying moral decision-making in (public) healthcare settings. Sec-
ondly, we describe the strengths and weaknesses of using DCMs and ML 
for moral choice analysis based on the identified characteristics of moral 
decision-making. The latter results in a research agenda that lays out the 
directions for future research to bridge the gap between both paradigms. 

2. Methods 

We conducted a comprehensive review of studies focused on studies 
written in economics, machine learning, moral psychology, and empir-
ical ethics. To capture all relevant studies, we generated two datasets. 
First, the core dataset was gathered by following a systematic search 
strategy. Second, the supplementary dataset enriched the systematic 
searches by screening reference lists from eligible studies in the core 
dataset. With the latter approach, we wanted to gather as many data 
points as possible to validate the findings from the systematic search 
strategy and ensure that state-of-the-art developments in the field are 

identified. Where applicable, our review study is reported according to 
the Preferred Reporting Items for Systematic and Meta-analyses 
(PRISMA) guideline (Moher et al., 2009). See Appendix A and Appen-
dix B for the review protocol and PRISMA checklist, respectively. 

2.1. Systematic search strategy 

We used four databases to gather articles: PubMed, Scopus, Web of 
Science, and Arxiv. Where PubMed focuses on clinical and biomedical 
literature, Scopus and Web of Science include interdisciplinary studies. 
All three databases contain peer-reviewed articles. Arxiv is an open- 
source database aiming to disseminate papers not necessarily pub-
lished in peer-reviewed outlets. It is, therefore, expected that trends at 
the intersection of computer science, statistics, and economics can be 
detected earlier compared to other reference databases. 

Given the scope of this paper, we divided the search queries into five 
categories: (i) moral decision-making in healthcare, (ii) empirical ethics 
research regarding the distribution of scarce resources, (iii) moral di-
lemmas in policy analysis and economic evaluation, (iv) DCMs used for 
moral choice analysis, and (v) ML methods used for choice analysis in 
general. See Appendix C for a detailed overview of the search queries. 
All authors and an independent external researcher jointly defined the 
search queries. 

The search queries were entered in the Advanced Search sections 
while specifying All Fields as the search domain. No restrictive Time 
Span was set, resulting in a Time Span between 1955 and 2021. Dupli-
cates and articles without abstracts or identifiers (IDs) were removed, 
such as DOIs and Arxiv IDs. The searches were initiated and finalised in 
April 2021, after which the selection of articles and full-text screening 
was conducted. 

An article was deemed eligible if it met the following three inclusion 
criteria. First, the article must have either empirically examined moral 
decision-making, focused on decision-making when encountering di-
lemmas in the distribution of (healthcare) resources, used DCMs to 
analyse moral decision-making or alternative decision rules, or used ML 
for discrete choice analysis in general. Second, the article had to be 
English-language articles. Finally, the article had to be available in full- 
text. Table 1 shows the criteria used to screen articles for eligibility. We 
conducted full-text screening when an article met the inclusion criteria. 
For all eligible articles, we used a set of attributes, shown in Table 2, to 
ensure consistency in data extraction. It should be noted that articles 
using DCMs were excluded when terms related to morality or (empir-
ical) ethics were absent. In contrast, ML articles were not restricted to 
moral decision contexts. Given that ML recently gained the interest of 
the DCM community (Hillel et al., 2021; Van Cranenburgh et al., 2021), 
it is expected that no methodological advancements have been made to 
study moral decision-making. 

After removing all duplicates and articles without abstracts or IDs, all 
authors conducted the selection of articles. Specifically, the first and last 
authors conducted the initial screening of all collected articles. When 
there were disagreements about the article’s eligibility, the second and 
third author and an independent external researcher were consulted. 

Table 1 
Inclusion criteria to screen articles for eligibility.  

Criteria Inclusion criteria 

Purpose of the 
study 

Empirically examined moral decision-making OR focused on 
decision-making when encountering dilemmas in the 
distribution of (healthcare) resources OR used discrete choice 
models to analyse alternative decision rules OR used discrete 
choice models to analyse moral decision-making OR used 
machine learning for discrete choice analysis more generally 

Written 
language 

English-language text 

Format of the 
study 

Available in full-text  
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The same procedure holds for the full-text screening. 
Based on the attributes shown in Table 2, the extracted data from the 

eligible articles were analysed in two ways. First, to create an overview 
of the variety of insights, the number of occurrences of each extracted 
attribute (as % of the relative number of studies in the respective cate-
gory) was established. Second, the main conclusions related to attribute 
categories C2-5 in Table 2 of the eligible articles were analysed to obtain 
more in-depth insights. The first author extracted data. The remaining 
authors cross-checked the data extraction for articles focused on their 
expertise. Cross-checking was conducted for approximately ten percent 
of all articles subject to data extraction. 

2.2. Scoping search strategy 

The supplementary dataset was gathered to enrich the systematic 
(core) dataset. We used forward and backward searches on the reference 
list from eligible articles in the core dataset. The articles used for the 
scoping search strategy study how decision-makers actually make moral 
choices from a descriptive rather than a normative viewpoint. Moreover, 
we considered articles on the intersection of DCMs and ML, and ML in 
general, to identify trends that still need to be validated in the field of 
DCMs (e.g., research endeavours related to explainable artificial intel-
ligence and causal inference). An article was deemed eligible based on at 
least fifty citation counts in the databases used for this study. 

3. Results 

The database searches identified 6285 articles, of which 6189 and 96 
studies were part of the systematic and scoping searches, respectively. 
After excluding all duplicates and studies without abstracts or identi-
fiers, we screened 4636 unique articles for eligibility. Two-hundred 
seventy-seven articles met the inclusion criteria and were subject to 
data extraction and analysis. Fig. 1 shows a PRISMA flowchart of the full 
study selection procedure. 

The following subsections provide a description and a more in-depth 
analysis of the included articles. Table 3 shows a summary of the general 
characteristics of the included articles. For an overview of the extracted 
attributes per article, we would like to refer to Appendix D. The full 
dataset is available upon request. 

3.1. The characteristics of moral decision-making 

From all eligible articles that were subject to data extraction and 
analysis, 138 studies (50%) involve moral decision-making, either 
focused on health (Cookson, 2000; Brick et al., 2020; Arroyos-Calvera 
et al., 2019; Buckwalter et al., 2020; Preisz, 2019; Biddison et al., 2018; 
Laventhal et al., 2017; Minkoff et al., 2016; Bognar, 2015; Gillon, 2015; 
Caplan, 2014; Little et al., 2012; Kimmel et al., 2012; Bleichrodt and 
Pinto Prades, 2009; McKie et al., 2009; McKie and Richardson, 2017; 
Furnham and Ofstein, 1997; Furnham et al., 2002; Trnobranski, 1996; 
Myllykangas et al., 1996; Chant, 1989; Denburg et al., 2020; Ahlert and 
Schwettmann, 2017; Sheskin et al., 2016; Antiel et al., 2013; Fleck, 
2011; Johri et al., 2009; Johri, 2003; Hurst et al., 2005; Fortes, 2002; 
Foster and McLellan, 1997; Faust and Menzel, 2011; Ottersen et al., 
2008, 2014; Oliver, 2009; Green, 2009; Swenson, 1992; Pinho and 
Borges, 2015; Pinho and Pinto Borges, 2017; Churchill, 1983; Eyal et al., 
2018; Justice, 2001; Pruski, 2018; Wilkinson et al., 2020; Krütli et al., 
2016; Ubel and Loewenstein, 1996; Ubel, 1999; Irving et al., 2013; Stahl 
et al., 2008; Lerbæk et al., 2015; Arora et al., 2016; Varekamp et al., 
1998; Oerlemans et al., 2015; Irvine and Donaldson, 1995; Rogge et al., 
2016; Aggarwal et al., 2014; Ineichen et al., 2017; Englschalk et al., 
2018; Hoffmaster, 2018; Marseille and Kahn, 2019; Cookson et al., 
2018; Cookson and Dolan, 1999; Oberle and Hughes, 2001; van Delden, 
2004; Ryynanen et al., 1996; Kilner, 1988; Nord et al., 1996; Nord, 
1993; Bowling, 1996; Rogerson et al., 2011; Betan and Stanton, 1999; 
Giacomini et al., 2014; Garbutt and Davies, 2011; Huang et al., 2021; 
Musschenga, 2005; Tilburt, 2014) (55%) or general (Forsyth and Nye, 
1990; Schwartz, 1968; Greenwood, 2011; Haidt, 2007; Gigerenzer, 
2010; Haidt, 2001; Greene et al., 2001, 2004; Conway and Gawronski, 
2013; Conway et al., 2018; MacAskill et al., 2020; sunstein cass r, 2005; 
Bourdieu, 2008; Jacobson and Timmons, 2012; Hooker and Luetge, 
2013; Papaoikonomou et al., 2011; McAuliffe, 2019; Pölzler, 2015; 
Nyholm, 2015; Sauer, 2012; Bateman et al., 2002; Lin and Miller, 2021; 
Cosentino et al., 2020; Falk and Szech, 2013; Zhong et al., 2010; White, 
2006; Patil et al., 2021; Kernohan, 2021; Hestermann et al., 2020; 
Zaleskiewicz et al., 2020; Roets and Bostyn, 2020; Bostyn and Roets, 
2017; Crockett, 2016; Cummins and Cummins, 2012; Bénabou and 
Tirole, 2011; McClennen, 2010; Tinghög et al., 2016; Kumar, 2017; 
Engel et al., 2020; Lim, 2021; Royzman et al., 2011; Bauman et al., 2014; 
Bykvist, 2017; Grund et al., 2013; Harsanyi, 1975; Harsanyi, 1955; 
Huebner et al., 2009; Kahane, 2013; Kahane and Shackel, 2010; Kah-
neman and Frederick, 2005; Kahneman et al., 1991; Kahneman and 
Tversky, 1979; MacAskill and Ord, 2020; Rawls, 1974; Rawls, 1971; 
Thaler, 1988; Hertwig and Grüne-Yanoff, 2017; Lindbladh and Lyttkens, 
2002; Payne et al., 1993; Schwartz, 2016; Harsanyi, 1976; Capraro and 
Perc, 2021) (45%) decisions. Almost all these articles examined moral 
decision-making from a personal (53%; e.g., Antiel et al., 2013; Haidt, 
2001) or impersonal (46%; e.g., Denburg et al., 2020; Harsanyi, 1955) 
dimension. Only one article (1%; Greene et al., 2004) investigated both 
dimensions to study the difference between personal and impersonal 
moral decision-making. 

Most of the 138 articles were empirical studies (62%; e.g., Fortes, 
2002; Huang et al., 2021), followed by argumentative (33%; e.g., Fleck, 
2011; Harsanyi, 1975), conceptual (3%; e.g., Schwartz, 2016; Kahne-
man et al., 1991), methodological (1%; e.g., Pruski, 2018) and literature 
review studies (1%; e.g., McAuliffe, 2019). When looking at the field of 
research, the number of articles was almost evenly distributed across 
three fields, namely economics (35%; e.g., Bleichrodt and Pinto Prades, 
2009; Hertwig and Grüne-Yanoff, 2017), psychology (34%; e.g., Furn-
ham et al., 2002; Gigerenzer, 2010) and philosophy (31%; e.g., Brick 
et al., 2020; Cookson, 2000). 

3.1.1. Review of the literature 
To explain the moral decision-making of individuals, ‘economist- 

philosophers’ like Harsanyi (1976) claim that decision-makers have two 
sets of preferences: i) personal preference based on self-interest and the 

Table 2 
Attributes for data extraction.  

No. Description 

C1 Research metadata 
C1a Field of research 
C1b Year of publication 
C1c Type of study 
C1d Nature of dataset 
C1e Sample size 
C1f Type of study population 
C2 Moral decision-making in healthcare 
C2a Decision context 
C2b Type of moral dimension 
C2c Emotion, heuristic, value and/or norm used in moral choice 
C3 Discrete choice modelling for moral choice analysis 
C3a Type of discrete choice model 
C3b Model specification 
C3c Model validation (i.e., internal and external validity) 
C4 Machine learning methods for choice analysis 
C4a Type of machine learning paradigm 
C4b Type of machine learning algorithm 
C4c Model specification 
C4d Model validation (i.e., internal and external validity) 
C5 Behavioural analysis and economic evaluation 
C5a Types of extracted behavioural indicators 
C5b Type of economic appraisal  
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interest of his close ones, and ii) moral preference. While some define 
moral preferences from a normative perspective (e.g., Harsanyi, 1976), 
others have taken a descriptive standpoint. Capraro and Perc (2021) 
proposed the moral preference hypothesis, according to which a 
decision-maker has preferences for following his norms – what he thinks 
to be the right thing to do – beyond the consequences that follow from 
the decisions for his utility. This does not mean that self-interest does not 
play any role in explaining moral decision-making, but simply that other 
psychological factors (e.g., moral motivation, perception, and attitude) 
should be considered (Conway et al., 2018; Faust and Menzel, 2011; 
Rogerson et al., 2011; Musschenga, 2005; Papaoikonomou et al., 2011; 
Cosentino et al., 2020; Roets and Bostyn, 2020; Bostyn and Roets, 2017; 
Crockett, 2016; Bénabou and Tirole, 2011; Tinghög et al., 2016; 
Schwartz, 2016). Other norms, such as injunctive (i.e., what others 
approve or disapprove) and descriptive norms (i.e., what others actually 
do in a given situation), can drive personal norms (Falk and Szech, 2013; 
Grund et al., 2013). These social norms can benefit a decision-maker’s 
self-image by stimulating his self-worth and avoiding self-concept 
distress (Schwartz, 1968; Bourdieu, 2008; Hooker and Luetge, 2013; 
Lin and Miller, 2021; Zhong et al., 2010; Hestermann et al., 2020; Engel 

et al., 2020). Moral decisions are thus based on a decision-maker’s 
norms to determine whether actions are ‘good’ and ‘righteous’, where 
different schools of moral thought can align with one’s norms. 

Another take on moral decision-making follows the work by Sunstein 
(2005) and Gigerenzer (2010), among other studies (Lim, 2021; Kah-
neman and Frederick, 2005; Kahneman et al., 1991; Kahneman and 
Tversky, 1979; Lindbladh and Lyttkens, 2002; Payne et al., 1993), who 
view decision-makers as being boundedly rational decision-makers. 
Instead of asking how moral decisions should be made, they examine 
how decision-makers actually make choices and argue that 
decision-makers use ‘shortcuts’ or heuristics (e.g., Punish betrayals of 
trust, Choose the default option, or Imitate your peers) when confronted 
with moral choice situations. Schwartz (1968) distinguishes moral 
choice situations from non-moral ones by suggesting two necessary 
conditions: i) one must be aware that his decisions are consequential and 
may affect the welfare of others and (ii) ascribe some responsibility for 
these acts and their consequences to himself. Consequently, a 
decision-maker must first perceive the choice situation as having a moral 
dimension before engaging in moral decision-making (Forsyth and Nye, 
1990; Schwartz, 1968). 

Fig. 1. PRISMA Flowchart for the study selection procedure.  
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Other studies focus on the underlying decision-making mechanisms. 
For instance, some studies (Preisz, 2019; Sheskin et al., 2016; Ineichen 
et al., 2017; Cummins and Cummins, 2012; Tinghög et al., 2016; Kumar, 
2017) support the dual-process theory proposed by Greene et al. (2001) 
and claim that moral choices are either automatic (emotional and 
intuitive) or controlled (deliberative) processes. Greene et al., 2001, 
2004 and other studies (Conway and Gawronski, 2013; Sheskin et al., 
2016) have also found that automatic responses follow deontological 
judgments (whether the action is morally ‘good’). In contrast, controlled 
reasoning tends to relate to utilitarian judgment (whether the outcome is 
morally ‘righteous’). Another notion is the so-called ‘post hoc ration-
alisation’ (Greenwood, 2011; Jacobson and Timmons, 2012; Papaoiko-
nomou et al., 2011; Nyholm, 2015). This concept relates to the ‘social 
intuitionist’ model proposed by Haidt, 2001, 2007. It assumes that 
moral decisions follow emotions and (social) intuitions, whereas delib-
erative reasoning occurs ex-post facto. Despite the large following 
among moral psychologists, severe doubts have been raised concerning 
the validity of the data obtained by a series of thought experiments (e.g., 
trolley-problems) (Bauman et al., 2014; Huebner et al., 2009; Kahane 
and Shackel, 2010). 

3.1.2. Characteristics of moral decision-making for discrete choice analysis 
As has become apparent in the previous subsection, many factors 

characterise moral decision-making. First, moral preferences follow 
(social) norms about what the decision-maker thinks to be the right 
thing to do. In contrast, the RUT underlying the traditional DCMs, as-
sumes that all decisions are made based on strict self-interest and the 
interest of close ones (i.e., personal preferences) (McFadden, 1974, 
1981; Harsanyi, 1976). Second, moral decision-making can be either 
controlled (deliberative) or automatic (emotional and intuitive), where 
deliberative reasoning occurs ex-post facto. Third, other psychological 

factors (e.g., moral motivation, perception, and attitude) affect moral 
decision-making. Simply assuming that decisions reflect one’s prefer-
ences is insufficient to analyse moral decision-making with traditional 
DCMs. One’s moral convictions are not captured by solely relying on the 
stated decisions, for which other psychological factors should be 
considered. Lastly, decision-makers can employ alternative decision 
strategies, ranging from boundedly rational rules, to fast and frugal 
heuristics, to rules based on emotions. As argued by, for example, 
Schwartz (1968) and Gigerenzer (2010), the frame of decisions de-
termines which moral rule is employed in the decision-making. 

3.2. Discrete choice models for moral choice analysis in (public) 
healthcare 

Among all eligible articles, fifty-five articles (20%) used DCMs either 
in moral decision contexts (Chorus et al., 2018; Chorus et al., 2008; 
Skedgel et al., 2015; Skedgel and Regier, 2015; Oedingen et al., 2018; 
Chorus et al., 2021; Hancock et al., 2020a; Davison et al., 2010; Luyten 
et al., 2019; Luyten et al., 2015; O’Dell et al., 2019; Shiroiwa et al., 
2016; Whitty et al., 2014a; Whitty et al., 2014b; Genie et al., 2020; 
Chorus et al., 2020; Shmueli et al., 2017; Haghani and Sarvi, 2019; Lu 
et al., 2021a; Reed et al., 2020; Shah et al., 2015) (39%) or incorporated 
different model specifications to account for alternative decision stra-
tegies (Abou-Zeid and Ben-Akiva, 2011; Cameron and DeShazo, 2010; 
Cantillo, 2005; Chorus and van Cranenburgh, 2014; Chorus, 2010; 
Fishburn, 1975; Fishburn, 1971; Gigerenzer and Selten, 2001; Gilbride 
and Allenby, 2004; Hensher et al., 2010; Hensher and Rose, 2012; Hess 
et al., 2013; Hess et al., 2012; Hole, 2011; Huber et al., 1982; Kivetz 
et al., 2004; Leong and Hensher, 2012; Louviere et al., 2008; Rooderkerk 
et al., 2011; Russo and Dosher, 1983; Scarpa et al., 2009; Simon, 1955; 
Simonson and Tversky, 1992; Swait and Marley, 2013; Swait, 2009; 
Swait and Adamowicz, 2001; Swait, 2001; Swait and Ben-Akiva, 1987; 
Tversky and Simonson, 1993; Tversky and Kahneman, 1991; Tversky, 
1972; Tversky, 1969; Manski, 1977) (61%). Most articles analysed the 
decision-making of the general public (55%; e.g., Reed et al., 2020; Shah 
et al., 2015), followed by students (5%; e.g., Rooderkerk et al., 2011; 
Russo and Dosher, 1983), policymakers (2%; e.g., Shmueli et al., 2017) 
or patients (2%; e.g., Hole, 2011), or a mix of patients and health pro-
fessionals (5%; e.g., Davison et al., 2010; ten Broeke et al., 2021). When 
looking at the decision context in which the studies were conducted, 
some articles focused on policy (27%; e.g., Luyten et al., 2015; Whitty 
et al., 2014a) and clinical (2%; e.g., Shah et al., 2015) decisions, whereas 
most articles developed DCMs for more general decision contexts (71%; 
e.g., Hess et al., 2012; Swait and Ben-Akiva, 1987). 

In terms of the nature of the articles, most articles were empirical 
(36%; e.g., Skedgel et al., 2015; Chorus et al., 2020) or methodological 
(36%; e.g., Hancock et al., 2020a; Chorus et al., 2018), whereas the 
remaining articles were conceptual (18%; e.g., Swait and Ben-Akiva, 
1987) or conduct literature reviews (10%; e.g., Chorus, 2015). 
Furthermore, most articles were conducted in the field of transport 
(35%; e.g., Chorus et al., 2008; Hensher et al., 2010), health (31%; e.g., 
Luyten et al., 2019; Lu et al., 2021a) or environmental economics (5%; e. 
g., Cameron and DeShazo, 2010), marketing sciences (5%; e.g., Kivetz 
et al., 2004), or economics more generally (24%; e.g., Huber et al., 
1982). It should be noted that all non-health-related articles focused on 
incorporating alternative decision rules in the traditional DCMs. 

3.2.1. Review of the literature 
DCMs have established themselves as an important tool for analysing 

decision-making in health policy and clinical decisions (Soekhai et al., 
2019). One of the discrete choice approaches used in the empirical 
health-related literature was discrete choice experiments (DCEs), which 
ask decision-makers to choose between two or more alternatives, char-
acterised by attributes and differing in attribute levels, in a series of 
choice sets (Skedgel et al., 2015; Oedingen et al., 2018; Davison et al., 
2010; Luyten et al., 2015, 2019; Shiroiwa et al., 2016; Genie et al., 2020; 

Table 3 
Study characteristics (summary).  

Item N =
277a 

%b 

Topic area Moral decision-making 138 (50)  
Discrete choice modelling for moral 
choice analysis 

55 (20)  

Machine learning for discrete choice 
analysis 

84 (30) 

Main field of 
research 

Economics 180 (65)  

Psychology 54 (19)  
Philosophy 43 (16) 

Subfield of 
research 

Health 95 (34)  

Transport 85 (31)  
General 83 (30)  
Marketing 9 (3)  
Environmental 5 (2) 

Type of research Empirical 122 (44)  
Methodological 83 (30)  
Argumentative 47 (17)  
Conceptual 14 (5)  
Literature reviews 11 (4) 

Year of publication 2021 31 (11)  
2011–2020 148 (53)  
2001–2010 53 (19)  
1991–2000 23 (8)  
≤1990 22 (8) 

Continent of origin North America 71 (26)  
Europe 69 (25)  
Asia 12 (4)  
Oceania 12 (4)  
South America 5 (2)  
Africa 2 (1)  
Other 106 (38)  

a Absolute number of articles. 
b Relative number of articles (as % of 277 articles). Percentages may not add 

up to 100% because of rounding error. 

N.V.R. Smeele et al.                                                                                                                                                                                                                            



Social Science & Medicine 326 (2023) 115910

6

Chorus et al., 2020; Shmueli et al., 2017; Lu et al., 2021a; Reed et al., 
2020; Shah et al., 2015). Another approach used was profile case 
best-worst scaling (BWS), where decision-makers select their best and 
worst options among attributes and levels within choice sets (Whitty 
et al., 2014a). Both approaches can be categorised as stated preference 
(SP) methods where the data contains hypothetical choices between a 
set of alternatives (Ben-Akiva and Lerman, 1985). These methods 
combine high levels of experimental control and (statistical) efficiency 
to analyse trade-offs between multiple attributes. 

Among the health-related SP studies, the moral dimension of de-
cisions was present in a latent manner instead of explicit in the framing 
of the decision contexts. The combination of attributes used in the 
studies determined the moral dimension. For instance, Chorus et al. 
(2020) investigated whether one was willing to pay a higher one-off tax 
to decrease the number of deaths caused by the COVID-19 crisis as an 
artefact of the relaxation of the lockdown measures, among other 
health-related societal attributes. Reed et al. (2020) conducted a similar 
study, focusing on the extent one was willing to accept a greater spread 
of the COVID-19 virus to lift social-distancing restrictions and limit the 
economic impact of the pandemic. Additionally, two other studies (Lu 
et al., 2021a; Shah et al., 2015) focused on healthcare priority setting 
and the distribution of resources. 

All health-related SP studies used a class of DCMs to estimate a de-
cision-maker’s utility function, where different models make different 
assumptions. One of the most used models in the literature was the 
multinomial logit (MNL) model (Skedgel et al., 2015; Oedingen et al., 
2018; Davison et al., 2010; Luyten et al., 2019; Luyten et al., 2015; 
O’Dell et al., 2019; Shiroiwa et al., 2016; Whitty et al., 2014a; Genie 
et al., 2020; Chorus et al., 2020; Shmueli et al., 2017; Lu et al., 2021a; 
Shah et al., 2015). The MNL model assumes that preferences are ho-
mogenous across decision-makers, random errors are independent and 
identically distributed, and the independence of irrelevant alternatives 
(McFadden, 1974). Other models used were the mixed logit (MXL) 
(Luyten et al., 2019; Genie et al., 2020) and latent class logit (LCL) 
(Skedgel et al., 2015; Oedingen et al., 2018; Chorus et al., 2020; Reed 
et al., 2020) models, which both allow random variation relaxing the 
assumption of preference homogeneity. 

The systematic component of the utility function imposes structure 
in the models, where its specification is guided by prior knowledge and 
behavioural assumptions (e.g., nonlinearities and employed decision 
rules). All health-related SP studies used the standard linear-in- 
parameter model specification with or without nonlinear effects. Only 
one article employed an alternative decision rule in the model; the so- 
called taboo trade-off aversion (TTOA) model (Chorus et al., 2020). 
The TTOA model was proposed by Chorus et al. (2018), who suggests 
that some trade-offs are morally problematic or taboo. The discrete 
choice modelling community has put much effort into developing 
various alternative decision rules or so-called semi- and 
non-compensatory specifications to improve the behavioural realism of 
the models (Abou-Zeid and Ben-Akiva, 2011; Cameron and DeShazo, 
2010; Cantillo, 2005; Chorus and van Cranenburgh, 2014; Chorus, 2010; 
Fishburn, 1975; Fishburn, 1971; Gigerenzer and Selten, 2001; Gilbride 
and Allenby, 2004; Hensher et al., 2010; Hensher and Rose, 2012; Hess 
et al., 2013; Hess et al., 2012; Hole, 2011; Huber et al., 1982; Kivetz 
et al., 2004; Leong and Hensher, 2012; Louviere et al., 2008; Rooderkerk 
et al., 2011; Russo and Dosher, 1983; Scarpa et al., 2009; Simon, 1955; 
Simonson and Tversky, 1992; Swait and Marley, 2013; Swait, 2009; 
Swait and Adamowicz, 2001; Swait, 2001; Swait and Ben-Akiva, 1987; 
Tversky and Simonson, 1993; Tversky and Kahneman, 1991; Tversky, 
1972; Tversky, 1969; Manski, 1977). See Leong and Hensher (2012) for 
a detailed review. Besides the TTOA model, morality in decision-making 
is rarely considered in this stream of literature (Chorus et al., 2018, 
2020; Hancock et al., 2020a; Liebe and Meyerhoff, 2021). 

The parameters of DCMs carry clear subject-matter interpretations. 
Because the attributes of the choice alternatives parameterise the 
models, the ‘direct’ utility valuations can be extracted. The literature 

shows that utility weights are estimated within the quality-adjusted life- 
year (QALY) framework, which measures the value of health outcomes 
(Skedgel et al., 2015; Shiroiwa et al., 2016; Shah et al., 2015), or to 
assess trade-offs between (public) health outcomes and equity consid-
erations (Genie et al., 2020; Chorus et al., 2020; Shmueli et al., 2017). 
The ‘indirect’ utilities can also be derived to examine marginal valua-
tions. Some studies derived the willingness-to-pay (WTP) and 
willingness-to-sacrifice (WTS) estimates (Chorus et al., 2020; Reed et al., 
2020). 

3.2.2. Strengths and weaknesses of discrete choice models 
The conventional discrete choice approach has some strengths, 

making it a useful empirical tool for studying moral decision-making. 
First, as shown in the previous subsection, the specifications of DCMs 
are driven by a priori choice theoretical assumptions and domain 
knowledge to obtain the behavioural soundness in the models. Several 
alternative decision rules exist, such as the taboo trade-off aversion 
(Chorus et al., 2018, 2020) and random regret minimisation (Chorus, 
2010), that can be employed in the models. Second, the models’ math-
ematical elegance and behavioural appeal ensure that clear 
subject-matter interpretations can be extracted. For instance, actual 
attribute trade-offs and marginal rates of substitutions, such as 
willingness-to-pay (e.g., Reed et al., 2020) and willingness-to-sacrifice 
(e.g., Chorus et al., 2020) estimates, can be assessed. Lastly, the data 
collected using SP methods combine theory-driven hypotheses, high 
levels of experimental control and (statistical) efficiency to analyse 
trade-offs between multiple attributes. As argued by Gigerenzer (2010), 
moral dilemmas arise when different attributes are traded off one 
another, making moral decisions almost always multi-attribute. Thus, 
the SP methods are a promising data collection method for studying 
moral decision-making. 

However, the conventional discrete choice approach and its models 
also have some weaknesses in studying moral decision-making. First, 
given that DCMs are structured by a priori assumptions, finding the 
optimal model specification is a rather time-consuming process. As an 
artefact of using suboptimal models, it could lead to erroneous and 
misleading model outcomes. Decision-makers can employ alternative 
decision rules, especially in moral decision-making (see Section 3.1). 
Therefore, several revisions are often required before the model is 
deemed fit-for-use, where its parameters are subject to sanity checks (e. 
g., signs and relative magnitudes). Second, the data collected using 
stated preference methods may contain unreliable reflections of moral 
decision-making. Given the hypothetical nature of the choice experi-
ments, the choice tasks may not have enough consequentiality for 
decision-makers whose decisions do not reflect their preferences as they 
would in real-world decisions. Lastly, traditional DCMs solely rely on 
choice observations, for which challenges can occur in uncovering the 
full spectrum of moral decision-making. As discussed in Section 3.1, 
other psychological factors (e.g., moral convictions and motivations) 
also affect moral decision-making, which cannot be captured by choice 
observations alone. 

3.3. Machine learning for discrete choice analysis 

The remaining eighty-four articles (30%) of our review study used 
ML to model decision-making from a general perspective (Hillel et al., 
2021; Van Cranenburgh et al., 2021; Wang et al., 2021a; Rodrigues 
et al., 2019; Aboutaleb et al., 2020a, 2020b; Ortelli et al., 2021). Most 
articles used types of ML models taken from the supervised learning 
paradigm (86%; e.g., Hensher and Ton, 2000; Wang et al., 2021a) to 
generate choice predictions, followed by unsupervised (2%; e.g., Sfeir 
et al., 2020) and reinforcement learning (1%; e.g., Adusumilli and 
Eckardt, 2019) paradigms. There were also nine articles (11%; e.g., Van 
Cranenburgh et al. (2021); Hillel et al. (2021)) that have not developed 
any ML models, as these are literature reviews or conceptual articles. 
The objectives of the articles ranged from comparing ML models against 
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traditional DCMs on prediction performance and extracted behavioural 
insights (27%; e.g., Wang et al., 2021c; Brathwaite et al., 2017), strictly 
prediction performances (23%; e.g., Lee et al., 2018; Cantarella and de 
Luca, 2005), or extracted behavioural insights (1%; e.g., Alwosheel 
et al., 2019). Other articles (38%; e.g., Wong and Farooq, 2021; Sifringer 
et al., 2020) proposed methodological advancements to leverage ML for 
discrete choice analysis, while the remaining articles (11%; e.g., Athey, 
2015; Athey and Imbens, 2019) were conceptual or conducted literature 
reviews. Given these objectives, it is not unexpected that most articles 
were methodological (70%; e.g., Lederrey et al., 2021; Ortelli et al., 
2021; Berbeglia, 2018), while others were empirical (20%; e.g., 
Alwosheel et al., 2018; Barthélemy et al., 2018), conceptual (5%; e.g., 
Iskhakov et al., 2020), or literature reviews (5%; e.g., Hillel et al., 2021). 

3.3.1. Review of the literature 
The ML paradigm has recently gained the interest of the choice 

modelling community, showing that the usage of ML in the DCM para-
digm is still in its infancy (Hillel et al., 2021; Van Cranenburgh et al., 
2021). It seems to be a natural first step to compare ML and DCMs on 
predictive power, as one of the DCMs’ objectives is to forecast choice 
behaviours. Indeed, most articles focused on comparing ML models 
against DCMs for generating choice predictions (Wang et al., 2021a; 
Wang et al., 2021b; Wang et al., 2020a; Wang et al., 2021c; Wang et al., 
2020c; Wang et al., 2020c; Wong and Farooq, 2018, 2019, 2020, 2021; 
Wong et al., 2018; Lu et al., 2021b; Marques dos Santos et al., 2021; Kim 
and Kim, 2021; Zhu et al., 2020; Sifringer et al., 2020; Nam and Cho, 
2020; Zhao et al., 2020; van Cranenburgh and Alwosheel, 2019; Zhang 
et al., 2020; Zhang and Xie, 2008; Ramsey and Bergtold, 2021; 
Alwosheel et al., 2021; Lhéritier et al., 2019; Lai et al., 2019; Lee et al., 
2018; Wang and Ross, 2018; Cantarella and de Luca, 2005; Fish et al., 
2004; Hruschka et al., 2002; Hensher and Ton, 2000; Subba Rao et al., 
1998; Sun et al., 2018; Bentz and Merunka, 2000; Sfeir et al., 2020, 
2021; Han et al., 2020; Lechner and Okasa, 2020; Barthélemy et al., 
2018; Mottini and Acuna-Agost, 2017; Krueger et al., 2018; Brathwaite 
et al., 2017; Hagenauer and Helbich, 2017; Mohammadian and Miller, 
2002; Yang and Klabjan, 2021; Zhang et al., 2017). These articles pro-
vide evidence that ML outperform DCMs in the goodness-of-fit; that is, 
prediction accuracies (Wang et al., 2021a; Wang et al., 2020c; Marques 
dos Santos et al., 2021) and obtains more accurate behavioural insights 
(Nam and Cho, 2020; Zhang et al., 2020; Ramsey and Bergtold, 2021; 
Lhéritier et al., 2019). Table 4 shows the types of ML methods used in the 
literature. 

A variety of DCMs was used to compare against the ML models. One 
of the predominately used benchmark model types is the MNL model 
(Wang et al., 2021a; Wang et al., 2020a; Wang et al., 2020b; Wang et al., 
2021c; Wong and Farooq, 2021; Lu et al., 2021b; Marques dos Santos 
et al., 2021; Zhu et al., 2020; Sifringer et al., 2020; Zhao et al., 2020; 
Zhang et al., 2020; Zhang and Xie, 2008; Alwosheel et al., 2021; 
Alwosheel et al., 2019; Lhéritier et al., 2019; Lai et al., 2019; Lee et al., 
2018; Wang and Ross, 2018; Cantarella and de Luca, 2005; Fish et al., 
2004; Hruschka et al., 2002; Subba Rao et al., 1998; Sun et al., 2018; 
Bentz and Merunka, 2000; Sfeir et al., 2020; Pereira, 2019; Barthélemy 
et al., 2018; Mottini and Acuna-Agost, 2017; Brathwaite et al., 2017; 
Hagenauer and Helbich, 2017), followed by MXL (Wang et al., 2021a, 
2021b; Zhu et al., 2020; Zhao et al., 2020; Sfeir et al., 2020, 2021), LCL 
(Zhu et al., 2020; van Cranenburgh and Alwosheel, 2019; Lhéritier et al., 
2019; Hruschka et al., 2002; Sfeir et al., 2020, 2021; Krueger et al., 
2018), and nested logit (NL) models (Wang et al., 2021a; Wang et al., 
2020c; Marques dos Santos et al., 2021; Zhu et al., 2018; Sifringer et al., 
2020; Nam and Cho, 2020; Lai et al., 2019; Cantarella and de Luca, 
2005; Hensher and Ton, 2000; Mohammadian and Miller, 2002). Some 
articles used more sophisticated DCMs, such as integrated choice and 
latent variable (ICLV) (Wong et al., 2018; Wong and Farooq, 2018) and 
dynamic models (Adusumilli and Eckardt, 2019). Most of the literature 
used the simplest class of DCMs (i.e., MNL) to show the potential of using 
ML models for generating choice predictions. Only recently have more 

sophisticated DCMs been used as a benchmark, which aims to validate 
the former and study how ML models perform compared to these DCMs 
based on capturing behavioural traits. 

ML models work comparatively well with large, unstructured, and 
high-dimensional datasets (and for some methods, it is even a require-
ment to have a large dataset) (Bishop, 2006). Therefore, it is not unex-
pected that most articles used RP data (Wong and Farooq, 2020; Wong 
and Farooq, 2019; Wong et al., 2018; Zhang and Xie, 2008; Cantarella 
and de Luca, 2005; Fish et al., 2004; Mohammadian and Miller, 2002). 
Some articles used SP (Wang et al., 2021c; Wong and Farooq, 2021; Weir 
and Sproul, 2019; Hensher and Ton, 2000; Han et al., 2020; Pereira, 
2019) or combined SP and RP data (Wang et al., 2020c; Wong and 
Farooq, 2018; Sifringer et al., 2020; Bentz and Merunka, 2000; Sfeir 
et al., 2020). None of the articles was conducted in the health domain; 
instead, they were mostly applied to transport economics. Moreover, the 
sample sizes used ranged from 1015 to 1 million observations, compared 
to the sample sizes of the health-related DCM articles that ranged from 
600 to 10,500 observations. See Appendix C for more detail on the 
sample sizes used per article. 

While aggregated RP and SP datasets contain many choice obser-
vations (i.e., large dataset) and have a relatively high number of 

Table 4 
(Un)supervised machine learning methods used in the literature.  

Methods N =
73a 

%b Reference(s) 

Artificial Neural 
Networks 

43 (74) (Wang et al., 2021a; Wang et al., 2020a, 
2020b, 2020c, 2021b, 2021c; Wong 
and Farooq, 2019, 2020, 2021; Marques 
dos Santos et al., 2021; Kim and Kim, 
2021; Buijs et al., 2021; Sifringer et al., 
2020; Nam and Cho, 2020; Zhao et al., 
2020; van Cranenburgh and 
Kouwenhoven, 2021; van Cranenburgh, 
2020; van Cranenburgh and Alwosheel, 
2019; Zhang et al., 2020; Zhang and 
Xie, 2008; Ramsey and Bergtold, 2021;  
Alwosheel et al., 2018, 2019, 2021; Lai 
et al., 2019; Lee et al., 2018; Cantarella 
and de Luca, 2005; Fish et al., 2004;  
Kim and Kim, 2004; Vythoulkas and 
Koutsopoulos, 2003; Hruschka et al., 
2002; Hensher and Ton, 2000; Subba 
Rao et al., 1998; Sun et al., 2018; Bentz 
and Merunka, 2000; Farrell et al., 2021;  
Han et al., 2020; Pereira, 2019;  
Barthélemy et al., 2018; Mottini and 
Acuna-Agost, 2017; Arkoudi et al., 
2021; Hagenauer and Helbich, 2017;  
Mohammadian and Miller, 2002) 

Decision Trees 15 (21) (Wang et al., 2021a; Lu et al., 2021b;  
Marques dos Santos et al., 2021; Kim 
and Kim, 2021; Zhu et al., 2018; Zhao 
et al., 2020; Zhao et al., 2019; Lhéritier 
et al., 2019; Lai et al., 2019; Lee et al., 
2019; Wang and Ross, 2018; Lechner 
and Okasa, 2020; Mottini and 
Acuna-Agost, 2017; Brathwaite et al., 
2017; Hagenauer and Helbich, 2017) 

Support Vector 
Machines 

6 (8) (Wang et al., 2021a; Zhao et al., 2020;  
Zhang and Xie, 2008; Lai et al., 2019;  
Sun et al., 2018; Hagenauer and 
Helbich, 2017) 

Restricted Boltzmann 
Machines 

4 (5) (Wong and Farooq, 2018, 2019, 2020;  
Wong et al., 2018) 

Naïve Bayes 3 (4) (Wang et al., 2021a; Zhao et al., 2020;  
Hagenauer and Helbich, 2017) 

K-Nearest Neighbours 
and K-Means 
Clustering 

2 (3) (Wang et al., 2021a; Buijs et al., 2021)  

a Absolute number of articles. 
b Relative number of articles (as % of 73 articles). Percentages do not add up 

to 100% because some articles used multiple methods. 
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variables (i.e., high-dimensional), ‘ordinary’ RP and SP data are not 
unstructured. Some first steps have been taken to use unstructured data 
(i.e., text and image data), which are seldom analysed using DCMs as 
they are not naturally capable of handling such data types. Natural 
Language Processing (NLP) and Computer Vision (CV) models were used 
to analyse text and image data or address the interpretability issue of ML 
(Antonini et al., 2006; van Cranenburgh, 2020; Glerum et al., 2014). Van 
Cranenburgh (2020) proposed a method to incorporate visual stimuli in 
the discrete choice analysis by blending CV models into DCMs. For 
instance, visual stimuli affect decision-making when individuals book a 
tourist destination or hotel room online. Furthermore, Glerum et al. 
(2014) investigated the measurement of perceptions using adjectives 
freely reported by respondents in semi-open questions (i.e., text data). 

Even though ML models can obtain higher predictive power and 
model fit than DCMs, model interpretability remains a challenge in the 
ML paradigm (Van Cranenburgh et al., 2021; Wang et al., 2021b; 
Aboutaleb et al., 2021). The literature shows two directions addressing 
this issue: i) integration and ii) complementation. The former direction 
developed hybrid models that incorporated an ML component into 
DCMs with imposed functional forms and used interpretability tech-
niques to extract behavioural insights from the ML models (Wang et al., 
2020a, 2020b, 2021c; Sifringer et al., 2020; Zhao et al., 2019; Alwosheel 
et al., 2019, 2021; Han et al., 2020; Pereira, 2019; Arkoudi et al., 2021). 
The latter stream examined whether ML methods can complement DCMs 
in the model-building procedure (Rodrigues et al., 2019; Aboutaleb 
et al., 2020a, 2020b; Ortelli et al., 2021). For instance, Aboutaleb et al. 
(2020a) proposed a nested logit structure discovery method using a 
data-driven approach instead of relying on a priori assumptions. Other 
studies have made similar attempts by proposing optimisation ap-
proaches to assist in specifying and estimating DCMs (Lederrey et al., 
2021; Weir and Sproul, 2019; Chiong and Shum, 2019; Tan, 2017; Xie 
et al., 2021; Yang et al., 2017; Braun and McAuliffe, 2010; Hancock and 
Hess, 2021; Hancock et al., 2020b). 

The literature rarely explores models and techniques from the un-
supervised and reinforcement learning paradigms. Some articles used 
semi-supervised ML, combining supervised and unsupervised learning 
methods, to account for preference heterogeneity in the data (Sfeir et al., 
2020, 2021; Krueger et al., 2018). For instance, Sfeir et al. (2021) used a 
semi-nonparametric LCL model based on a Gaussian process to improve 
representations of unobserved heterogeneity. Also, some first steps have 
been taken to use reinforcement learning for dynamic discrete choice 
modelling to learn and explain decision-making processes (Adusumilli 
and Eckardt, 2019). 

3.3.2. Strengths and weaknesses of machine learning 
Even though the current body of ML-related literature has yet to 

acknowledge and explore the moral dimensions of decision-making, the 
ML paradigm has clear potential for studying decision-making. First, the 
ML models often obtain higher prediction accuracies and goodness-of-fit 
than conventional DCMs. This result indicates that ML models are 
comparatively better at capturing the underlying decision process (i.e., 
data generating process). For instance, Wang et al. (2021a) found that 
DCMs achieve lower prediction accuracies and have much longer 
computational time when sample sizes increase than ML models. 

Second, ML models can overcome the problems of DCMs in the 
search for the optimal model specification. DCMs contain functional 
forms and variable selection imposed by a priori assumptions, where 
model misspecifications can lead to erroneous model outcomes. In 
contrast, ML models learn patterns from the data more flexibly and 
accurately without any prior assumptions, making them more efficient, 
less cumbersome, and time-consuming to find the optimal model spec-
ification (e.g., Sifringer et al., 2020). 

Third, ML models work well and more efficiently with large datasets, 
which is of utmost importance as datasets are becoming larger and more 
complex (e.g., using RP data) (Wang et al., 2021a; Lederrey et al., 2021). 
Finally, ML models can work with unstructured data, which are 

currently outside the realm of DCMs. Using data sources like text and 
images opens the opportunity to obtain more insights into 
decision-making (van Cranenburgh, 2020; Glerum et al., 2014). 

However, ML models also have a weakness in studying decision- 
making. The previous subsection has shown that model interpret-
ability remains challenging; most ML models are ‘black-box’ models 
(Van Cranenburgh et al., 2021; Wang et al., 2021b; Aboutaleb et al., 
2021). Even though first attempts have been made to use interpretability 
techniques to extract behavioural insights from the ML models (Wang 
et al., 2020a, 2020b, 2021c; Sifringer et al., 2020; Zhao et al., 2019; 
Alwosheel et al., 2019, 2021; Han et al., 2020; Pereira, 2019; Arkoudi 
et al., 2021), much has still to be explored. Especially for health eco-
nomics, as none of the ML-related articles was applied to healthcare 
decisions. 

3.4. Research agenda for choice modellers 

The previous subsections’ literature review, where the synthesized 
results are validated by the included articles obtained in the scoping 
searches, provides several research directions to bridge the gap between 
DCMs and ML for studying moral decision-making. We will address the 
directions found based on the strengths and weaknesses of both 
modelling paradigms. 

One direction for future research is to find and deepen the utility 
function by combining DCMs and ML. As discussed in Section 3.2.2, the 
discrete choice approach has some strengths and weaknesses in studying 
moral decision-making. The specifications of DCMs are driven by a priori 
assumptions to ensure that the models hold behaviourally sound infor-
mation. However, finding the optimal model specification is a rather 
time-consuming process, where suboptimal models can lead to erro-
neous and misleading outcomes. Although the choice modelling com-
munity has put much effort into inferring various rational and 
boundedly rational model specifications, DCMs are still limited to one 
predefined utility function (Abou-Zeid and Ben-Akiva, 2011; Cameron 
and DeShazo, 2010; Cantillo, 2005; Chorus and van Cranenburgh, 2014; 
Chorus, 2010; Fishburn, 1975; Fishburn, 1971; Gigerenzer and Selten, 
2001; Gilbride and Allenby, 2004; Hensher et al., 2010; Hensher and 
Rose, 2012; Hess et al., 2013; Hess et al., 2012; Hole, 2011; Huber et al., 
1982; Kivetz et al., 2004; Leong and Hensher, 2012; Louviere et al., 
2008; Rooderkerk et al., 2011; Russo and Dosher, 1983; Scarpa et al., 
2009; Simon, 1955; Simonson and Tversky, 1992; Swait and Marley, 
2013; Swait, 2009; Swait and Adamowicz, 2001; Swait, 2001; Swait and 
Ben-Akiva, 1987; Tversky and Simonson, 1993; Tversky and Kahneman, 
1991; Tversky, 1972; Tversky, 1969; Manski, 1977). It is expected, 
however, that the utility function describing moral decision-making 
differs across decision-makers and decision situations. As argued by 
Schwartz (1968) and Gigerenzer (2010), the framing of decisions de-
termines if and which moral rule is employed in the decision-making. 
Future research should thus aim to infer which moral decision rule ap-
plies when and for whom. ML could be considered a promising way 
forward by integrating unsupervised learning methods into DCMs to 
discover latent choice patterns more flexibly and without making prior. 

ML models can also be used to consider the ‘moral’ cost and benefit 
in the utility function by capturing systematic moral heterogeneity. 
DCMs capture systematic heterogeneity by specifying interactions be-
tween different pairs of variables. For instance, an interaction between 
cost and the level of altruism (Philippe Rushton et al., 1981) or scores on 
moral foundations (Graham et al., 2013) to account for one’s moral 
attitude. However, the model-building process quickly becomes infea-
sible as the number of testable higher-order interactions grows expo-
nentially with the number of explanatory variables. ML models can be 
used to overcome this challenge, as they can discover complex 
higher-order interactions from the data as part of the training process. 
Some scholars have made the first attempts by using artificial neural 
networks (Wang et al., 2020a; Sifringer et al., 2020; Han et al., 2020). 

Before pursuing these research directions, the first question that 
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must be answered is whether we can extract behavioural valuations 
from ML models. Especially considering that model interpretability re-
mains challenging in ML. In contrast, DCMs carry clear subject-matter 
interpretations from which ‘direct’ valuations can be extracted, such 
as behavioural interpretations of the estimated utility weights. The ‘in-
direct’ valuations can also derive marginal rates of substitutions (e.g., 
willingness-to-pay and willingness-to-sacrifice). Although earlier 
research efforts focused on extracting behavioural and economic in-
sights from ML models, whether the models can extract health economic 
information, such as QALY measures and other values of health out-
comes, remains unexplored. One potential direction relates to the de-
velopments of explainable artificial intelligence (XAI) or the so-called 
model-agnostic methods, making, e.g., SHAP values (Lundberg and Lee, 
2017), variable importance scores (Wei et al., 2015), and local surrogate 
models (Ribeiro et al., 2016), a particularly fruitful way forward. 

Another research direction is enriching the insights from DCMs by 
using ML and considering intrapersonal factors. As discussed in Section 
3.2, DCMs solely rely on choice observations, for which these models 
cannot uncover the full spectrum of moral decision-making. We found 
that other psychological factors, such as moral convictions and values, 
can affect one’s decision-making when facing moral decisions (Conway 
et al., 2018; Faust and Menzel, 2011; Rogerson et al., 2011; Musschenga, 
2005; Papaoikonomou et al., 2011; Cosentino et al., 2020; Roets and 
Bostyn, 2020; Bostyn and Roets, 2017; Crockett, 2016; Bénabou and 
Tirole, 2011; Tinghög et al., 2016; Schwartz, 2016). ML models can be 
utilised to obtain insights into these psychological factors, as they can 
handle unstructured and high-dimensional data sources (Bishop, 2006). 
For instance, ML can enrich the insights from DCMs by including written 
expressions obtained from (semi-)open questions, where one can elab-
orate on their decision, using Natural Language Processing (NLP) 
models. In many choice situations, visual information can affect moral 
decision-making. The Computer Vision (CV) models are attractive in 
these cases, as sight perceptions can be extracted from image and video 
data. Thus, using model types from NLP and CV, psychological con-
structs such as moral convictions and values can improve the behav-
ioural realism of DCMs. 

Aggregating SP and RP data is another fruitful direction to explore 
for studying moral decision-making. SP methods, like discrete choice 
experiments, have ups and downsides (see Section 3.2 for the discus-
sion). The downside of using SP methods is that the data collected may 
lack external validity, given the hypothetical nature of the experiments. 
Aggregating SP and RP data may improve the external validity of the 
results. While DCMs lack the efficiency to work well with large datasets, 
ML models can be used and address the issues raised about whether 
experimental data yield externally valid results (Bauman et al., 2014; 
Huebner et al., 2009; Kahane and Shackel, 2010). 

So far, we have only considered DCMs and ML models in static choice 
scenarios. However, moral decisions are likely to be consequential 
(Capraro and Perc, 2021). Modelling moral decision-making in a dy-
namic choice context, where a decision-maker must make sequential 
choices in changing scenarios with (future) consequences that may or 
may not affect himself, captures the evolution of decision-making over 
time. In the paradigm of DCMs, dynamic choice models are used to 
obtain insights into the effects of changing external factors (e.g., social 
influences), learning, and forward-looking behaviour (Ben-Akiva et al., 
2002). As these traditional models are constrained by their assumptions 
and estimation complexity, combining the models with practices from 
ML seems to be a very promising research endeavour. Mainly, rein-
forcement learning methods, which are about learning the ‘optimal’ 
behaviour in an environment to obtain the maximum reward, are a 
worthwhile research direction to understand and explain moral 
decision-making processes. 

4. Discussion 

In this review study, containing 277 articles, we pinpointed the 

strengths and weaknesses of DCMs and ML for moral choice analyses 
based on the identified characteristics of moral decision-making. This 
resulted in a research agenda that lays out the directions for future 
research to bridge the gap between the DCM and ML paradigm. 

Based on our findings, we argue that moral decision-making is more 
complex than ‘regular’ decision-making. We found that moral prefer-
ences follow (social) norms about what one thinks to be the right thing 
to do. In contrast, from the perspective of the RUT underlying the 
traditional DCMs, personal preferences are based on strict self-interest 
and the interest of close one (Harsanyi, 1976; Capraro and Perc, 
2021). The moral dimension of decisions determines if and which moral 
rules are employed in decision-making. Decision-makers can use alter-
native decision strategies (e.g., Gigerenzer, 2010). Insights from psy-
chology showed that moral decision-making could either follow 
controlled (deliberative) or automatic (emotional and intuitive) pro-
cesses, where deliberative reasoning can occur ex-post facto (Haidt, 
2001; Greene et al., 2001, 2004). Other psychological factors (e.g., 
moral convictions and values) also affect moral decision-making. 

Combining DCMs and ML has the potential to study moral decision- 
making more accurately and better inform health policy decisions. We 
found that finding the DCMs’ optimal model specification – guided by 
prior beliefs and theories to ensure behavioural soundness in the models 
- is a rather time-consuming process. Although the RUT underlying the 
discrete choice approach can be related to utilitarianism, where both 
prescribe actions to maximise some outcome, the paradigms differ in 
their semantics. RUT considers that personal preferences are maximised, 
while utilitarianism follows moral preferences where outcomes are 
maximised for all affected decision-makers (McFadden, 1974, 1981; 
Conway and Gawronski, 2013; Marseille and Kahn, 2019; Harsanyi, 
1975). Specifically, moral decision-making involves what one believes 
to be the right thing to do. Different alternative decision rules can be 
employed in the decision-making, making the model specification pro-
cess cumbersome. Whilst DCMs hold clear behavioural interpretations 
and many alternative decision rules exist for specifying the models (e.g., 
the taboo trade-off aversion (Chorus et al., 2018; Chorus et al., 2020) 
and random regret minimisation (Chorus, 2010)), they are prone to 
provide erroneous model outcomes caused by model misspecifications. 

In contrast, we found that ML models obtain comparatively higher 
prediction accuracies and have more model flexibility (e.g., Wang et al., 
2021a). ML models learn patterns from the data more flexibly and 
accurately without prior assumptions. As argued by Aboutaleb et al. 
(2021) and shown by, for example, Sifringer et al. (2020), ML can be 
leveraged in specifying and systematically selecting the optimal model 
specification more efficiently. One weakness of ML is that most models 
are ‘black boxes’; they lack model interpretability and explainability. 
We found that the first attempts have been made to extract behavioural 
insights from ML models (e.g., Alwosheel et al., 2021, 2019), but much 
has still to be explored. Especially in healthcare, where the impacts of 
decisions are critical, model interpretability is required. 

We also found that all empirical health-related DCM articles 
collected data using SP methods like discrete choice experiments and 
profile case best-worst scaling. Although the experimental control is 
helpful, the data may be prone to hypothetical bias. The decisions may 
not reflect the moral preferences one would have in real-world decisions 
(Haghani and Sarvi, 2019). Moreover, relying solely on choice obser-
vations causes DCMs not fully unravel moral decision-making, knowing 
that other psychological factors (e.g., moral convictions and values) 
affect moral decision-making. In contrast, ML models work well with 
large datasets, making them potentially useful when aggregating RP and 
SP data. Also, ML models can handle alternative data sources like text 
and image data, which are currently outside the realm of DCMs. Some 
first attempts have been made to combine DCMs and ML models for 
leveraging text and image data (van Cranenburgh, 2020; Glerum et al., 
2014). Especially the latter seems promising for obtaining more pro-
found insights into moral decision-making, as visual stimuli and psy-
chological constructs such as moral convictions and perceptions affect 
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moral decision-making processes. Hence, the strengths of ML are 
necessary for the discrete choice approach to obtain more accurate in-
sights into moral decision-making. 

Based on this review, a research agenda for choice modellers in 
health economics (and beyond) can be summarised as follows: first, 
choice modellers should explore whether health economic information, 
such as QALY measures and other values of health outcomes, can be 
extracted from ML models using explainable AI methods. As discussed, 
model interpretability is crucial for (public) healthcare decisions. Sec-
ond, choice modellers could explore if and which moral decision rules 
are employed in the given decision environment, using the flexibility of 
ML and without making prior assumptions. Third, choice modellers 
could explore whether ML models can be used to capture systematic 
moral heterogeneity. For instance, moral attitudes can be incorporated 
by specifying interactions between the level of altruism (Philippe 
Rushton et al., 1981) and other attributes. Fourth, choice modellers 
could explore alternative data sources like text and image data by 
combining ML models and DCMs, considering that other psychological 
constructs (e.g., moral convictions and values) affect moral 
decision-making. Fifth, choice modellers could use ML models to 
aggregate SP and RP data and improve the external validity of the 
analysis on moral decision-making. Lastly, choice modellers could move 
beyond static choice scenarios and explore the use of ML models 
(especially reinforcement learning methods) in dynamic, sequential 
choice scenarios, capturing the evolution of moral decision-making (and 
preferences) over time. 

Some limitations of this review require discussion. The first limita-
tion is that relevant articles may have been overlooked for various 
reasons. We found that none of the ML-related literature was applied to 
(public) healthcare decisions. Compared to the field of health eco-
nomics, the number of ML-related publications has exponentially 
increased over the years in transport economics (Hillel et al., 2021; Van 
Cranenburgh et al., 2021). The research endeavours on the intersection 
of DCMs and ML are emerging quickly. Therefore, articles concerning 
our review study may have been published after we finalised the 
searches in April 2021. Another reason is related to the search queries 
used in our study, as they may be subject to selection bias. We defined 
the search queries on whether the searches found preselected key arti-
cles, where the key articles were determined based on the expertise of 
each author and an independent external researcher. 

The second limitation is that the data extraction and interpretation of 
the results should be carefully interpreted. For pragmatic reasons, the 
first author extracted the data, followed by crosschecking and confir-
mation of the other authors. Whilst data extraction was designed to be as 
objective as possible, we analysed the main conclusions of the included 
articles to obtain more in-depth insights. There could be discrepancies 
between what the authors of the articles meant, how we interpreted 
their conclusions, and how other researchers would interpret them. 

Finally, the third limitation is that the supplementary dataset may 
have introduced some bias in the results of our review. We followed a 
robust and structured search methodology to prevent the results from 
any type of bias. We believe that gathering as many data points as 
possible can validate the findings from the systematic search strategy. 

5. Conclusion 

In conclusion, this paper highlights that combining DCMs and ML 
has clear potential to obtain richer insights into moral decision-making 
and better inform health policy decisions when moral dilemmas occur. 
By providing a research agenda, we have argued that ML can be used to 
i) find and deepen the utility specification of DCMs, and ii) enrich the 
insights extracted from DCMs by considering other psychological factors 
of moral decision-making. The next steps are to bridge the gap between 
DCMs and ML, and increase their appeal and applicability in health 
economics, where humans and machines meet each other. 
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Chorus, C.G., Pudāne, B., Mouter, N., Campbell, D., 2018. Taboo trade-off aversion: a 
discrete choice model and empirical analysis. J Choice Model 27, 37–49. https://doi. 
org/10.1016/j.jocm.2017.09.002. 

Chorus, C., Sandorf, E.D., Mouter, N., 2020. Diabolical dilemmas of COVID-19: an 
empirical study into Dutch society’s trade-offs between health impacts and other 
effects of the lockdown. In: Angeli, F. (Ed.), PLoS One 15 (9), e0238683. https://doi. 
org/10.1371/journal.pone.0238683. 

Chorus, C.G., Liebe, U., Meyerhoff, J., 2021. Models of moral decision making: theory 
and empirical applications in various domains. J Choice Model 39, 100280. https:// 
doi.org/10.1016/j.jocm.2021.100280. 

Chorus, CG, van Cranenburgh, S., 2014. Alternative decision rules in (travel) choice 
models: a review and critical discussion. In: Handbook of Choice Modelling, second 
ed. Edward Elgar Publishing. 

Churchill, L.R., 1983. The place of the ideal observer in medical ethics. Soc. Sci. Med. 17 
(13), 897–901. https://doi.org/10.1016/0277-9536(83)90279-4. 

Conway, P., Gawronski, B., 2013. Deontological and utilitarian inclinations in moral 
decision making: a process dissociation approach. J. Pers. Soc. Psychol. 104 (2), 
216–235. https://doi.org/10.1037/a0031021. 

Conway, P., Goldstein-Greenwood, J., Polacek, D., Greene, J.D., 2018. Sacrificial 
utilitarian judgments do reflect concern for the greater good: clarification via process 
dissociation and the judgments of philosophers. Cognition 179, 241–265. https:// 
doi.org/10.1016/j.cognition.2018.04.018. 

Cookson, R., 2000. Principles of justice in health care rationing. J. Med. Ethics 26 (5), 
323–329. https://doi.org/10.1136/jme.26.5.323. 

Cookson, R., Dolan, P., 1999. Public views on health care rationing: a group discussion 
study. Health Pol. 49 (1–2), 63–74. https://doi.org/10.1016/S0168-8510(99)00043- 
3. 

Cookson, R., Ali, S., Tsuchiya, A., Asaria, M., 2018. E-learning and health inequality 
aversion: a questionnaire experiment. Health Econ. 27 (11), 1754–1771. https://doi. 
org/10.1002/hec.3799. 

Cosentino, A.C., Azzara, S.H., Grinhauz, A.S., Azzollini, S.C., 2020. Urgent decision- 
making in extreme circumstances: associations with cognitive reflection and with 
responses to moral dilemmas. Análise Psicol. 38 (1), 65–74. https://doi.org/ 
10.14417/ap.1707. 

van Cranenburgh, S., 2020. Blending Computer Vision into Discrete Choice Models. 
Preprint. 

van Cranenburgh, S., Alwosheel, A., 2019. An artificial neural network based approach 
to investigate travellers’ decision rules. Transport. Res. C Emerg. Technol. 98, 
152–166. https://doi.org/10.1016/j.trc.2018.11.014. 

van Cranenburgh, S., Kouwenhoven, M., 2021. An artificial neural network based 
method to uncover the value-of-travel-time distribution. Transportation 48 (5), 
2545–2583. https://doi.org/10.1007/s11116-020-10139-3. 

Van Cranenburgh, S., Wang, S., Vij, A., Pereira, F., Walker, J., 2021. Choice modelling in 
the age of machine learning. ArXiv preprint ArXiv:2101.11948.  

Crockett, M.J., 2016. How formal models can illuminate mechanisms of moral judgment 
and decision making. Curr. Dir. Psychol. Sci. 25 (2), 85–90. https://doi.org/ 
10.1177/0963721415624012. 

Cummins, D.D., Cummins, R.C., 2012. Emotion and deliberative reasoning in moral 
judgment. Front. Psychol. 3. https://doi.org/10.3389/fpsyg.2012.00328. 

Davison, S.N., Kromm, S.K., Currie, G.R., 2010. Patient and health professional 
preferences for organ allocation and procurement, end-of-life care and organization 
of care for patients with chronic kidney disease using a discrete choice experiment. 
Nephrol. Dial. Transplant. 25 (7), 2334–2341. https://doi.org/10.1093/ndt/gfq072. 

van Delden, J.J.M., 2004. Medical decision making in scarcity situations. J. Med. Ethics 
30 (2), 207–211. https://doi.org/10.1136/jme.2003.003681. 

Denburg, A.E., Ungar, W.J., Chen, S., Hurley, J., Abelson, J., 2020. Does moral reasoning 
influence public values for health care priority setting?: a population-based 
randomized stated preference survey. Health Pol. 124 (6), 647–658. https://doi.org/ 
10.1016/j.healthpol.2020.04.007. 

Engel, J., Szech, N., 2020. A little good is good enough: ethical consumption, cheap 
excuses, and moral self-licensing. In: Xin, B. (Ed.), PLoS One 15 (1), e0227036. 
https://doi.org/10.1371/journal.pone.0227036. 

Englschalk, C., Eser, D., Jox, R.J., et al., 2018. Benefit in liver transplantation: a survey 
among medical staff, patients, medical students and non-medical university staff and 
students. BMC Med. Ethics 19 (1), 7. https://doi.org/10.1186/s12910-018-0248-7. 

Eyal, N., Romain, P.L., Robertson, C., 2018. Can rationing through inconvenience Be 
ethical? Hastings Cent. Rep. 48 (1), 10–22. https://doi.org/10.1002/hast.806. 

Falk, A., Szech, N., 2013. Morals and markets. Science 340 (6133), 707–711. https://doi. 
org/10.1126/science.1231566. 

N.V.R. Smeele et al.                                                                                                                                                                                                                            

https://doi.org/10.1145/2783258.2785466
https://doi.org/10.1145/2783258.2785466
https://doi.org/10.1146/annurev-economics-080217-053433
https://doi.org/10.1146/annurev-economics-080217-053433
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref18
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref18
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref18
https://doi.org/10.1023/A:1014229124279
https://doi.org/10.1023/A:1014229124279
https://doi.org/10.1111/spc3.12131
https://doi.org/10.1002/hec.1697
https://doi.org/10.1002/hec.1697
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref22
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref22
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref23
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref23
https://doi.org/10.1093/qje/qjr002
https://doi.org/10.1002/(SICI)1099-131X(200004)19:3<177::AID-FOR738>3.0.CO;2&ndash;6
https://doi.org/10.1002/(SICI)1099-131X(200004)19:3<177::AID-FOR738>3.0.CO;2&ndash;6
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref26
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref26
https://doi.org/10.1037/0735-7028.30.3.295
https://doi.org/10.1016/j.chest.2017.08.001
https://doi.org/10.1016/j.chest.2017.08.001
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref29
https://doi.org/10.1002/hec.1405
https://doi.org/10.1002/hec.1405
https://doi.org/10.1111/bioe.12101
https://doi.org/10.1111/bioe.12101
https://doi.org/10.1177/1948550616671999
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref33
https://doi.org/10.1136/bmj.312.7032.670
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref35
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref35
https://doi.org/10.1198/jasa.2009.tm08030
https://doi.org/10.1198/jasa.2009.tm08030
https://doi.org/10.1136/medethics-2019-105639
https://doi.org/10.1186/s13561-020-00276-x
https://doi.org/10.1186/s13561-020-00276-x
https://doi.org/10.1177/0272989X211001320
https://doi.org/10.1371/journal.pone.0240651
https://doi.org/10.1371/journal.pone.0240651
https://doi.org/10.1007/s12652-020-02855-6
https://doi.org/10.1111/phc3.12408
https://doi.org/10.1111/phc3.12408
https://doi.org/10.1016/S1755-5345(13)70015-0
https://doi.org/10.1016/S1755-5345(13)70015-0
https://doi.org/10.1016/j.trc.2005.04.002
https://doi.org/10.1016/j.trc.2005.04.002
https://doi.org/10.1016/j.trb.2004.08.002
https://doi.org/10.1101/cshperspect.a015685
https://doi.org/10.1098/rsif.2020.0880
https://doi.org/10.1111/j.1468-5930.1989.tb00379.x
https://doi.org/10.1287/mnsc.2017.2928
https://doi.org/10.1287/mnsc.2017.2928
https://doi.org/10.18757/EJTIR.2010.10.2.2881
https://doi.org/10.1016/j.jocm.2015.08.001
https://doi.org/10.1016/j.jocm.2015.08.001
https://doi.org/10.1016/j.trb.2007.05.004
https://doi.org/10.1016/j.trb.2007.05.004
https://doi.org/10.1016/j.jocm.2017.09.002
https://doi.org/10.1016/j.jocm.2017.09.002
https://doi.org/10.1371/journal.pone.0238683
https://doi.org/10.1371/journal.pone.0238683
https://doi.org/10.1016/j.jocm.2021.100280
https://doi.org/10.1016/j.jocm.2021.100280
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref52
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref52
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref52
https://doi.org/10.1016/0277-9536(83)90279-4
https://doi.org/10.1037/a0031021
https://doi.org/10.1016/j.cognition.2018.04.018
https://doi.org/10.1016/j.cognition.2018.04.018
https://doi.org/10.1136/jme.26.5.323
https://doi.org/10.1016/S0168-8510(99)00043-3
https://doi.org/10.1016/S0168-8510(99)00043-3
https://doi.org/10.1002/hec.3799
https://doi.org/10.1002/hec.3799
https://doi.org/10.14417/ap.1707
https://doi.org/10.14417/ap.1707
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref64
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref64
https://doi.org/10.1016/j.trc.2018.11.014
https://doi.org/10.1007/s11116-020-10139-3
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref67
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref67
https://doi.org/10.1177/0963721415624012
https://doi.org/10.1177/0963721415624012
https://doi.org/10.3389/fpsyg.2012.00328
https://doi.org/10.1093/ndt/gfq072
https://doi.org/10.1136/jme.2003.003681
https://doi.org/10.1016/j.healthpol.2020.04.007
https://doi.org/10.1016/j.healthpol.2020.04.007
https://doi.org/10.1371/journal.pone.0227036
https://doi.org/10.1186/s12910-018-0248-7
https://doi.org/10.1002/hast.806
https://doi.org/10.1126/science.1231566
https://doi.org/10.1126/science.1231566


Social Science & Medicine 326 (2023) 115910

12

Farrell, M.H., Liang, T., Misra, S., 2021. Deep learning for individual heterogeneity: an 
automatic inference framework. ArXiv preprint ArXiv:2010.14694.  

Faust, H.S., Menzel, P.T., 2011. Prevention vs. TreatmentWhat’s the Right Balance? 
Oxford University Press. https://doi.org/10.1093/acprof:oso/ 
9780199837373.001.0001. 

Fish, K.E., Johnson, J.D., Dorsey, R.E., Blodgett, J.G., 2004. Using an artificial neural 
network trained with a genetic algorithm to model brand share. J. Bus. Res. 57 (1), 
79–85. https://doi.org/10.1016/S0148-2963(02)00287-4. 

Fishburn, P.C., 1971. A study of lexicographic expected utility. Manag. Sci. 17 (11), 
672–678. https://doi.org/10.1287/mnsc.17.11.672. 

Fishburn, P.C., 1975. Axioms for lexicographic preferences. Rev. Econ. Stud. 42 (3), 
415–419. https://doi.org/10.2307/2296854. 

Fleck, L.M., 2011. Just caring: health care rationing, terminal illness, and the medically 
least well off. J. Law Med. Ethics 39 (2), 156–171. https://doi.org/10.1111/j.1748- 
720X.2011.00585.x. 

Forsyth, D.R., Nye, J.L., 1990. Personal moral philosophies and moral choice. J. Res. 
Pers. 24 (4), 398–414. https://doi.org/10.1016/0092-6566(90)90030-A. 

Fortes, P.A.C., 2002. A study on the ethics of microallocation of scarce resources in 
health care. J. Med. Ethics 28 (4), 266–269. https://doi.org/10.1136/jme.28.4.266. 

Foster, L.W., McLellan, L.J., 1997. Moral judgments in the rationing of health care 
resources: a comparative study of clinical health professionals. Soc. Work. Health 
Care 25 (4), 13–36. https://doi.org/10.1300/J010v25n04_02. 

Furnham, A., Ofstein, A., 1997. Ethical ideology and the allocation of scarce medical 
resources. Br. J. Med. Psychol. 70 (1), 51–63. https://doi.org/10.1111/j.2044- 
8341.1997.tb01885.x. 

Furnham, A., Thomas, C., Petrides, K.V., 2002. Patient characteristics and the allocation 
of scarce medical resources. Psychol. Health Med. 7 (1), 99–106. https://doi.org/ 
10.1080/13548500120101595. 

Gadjradj, P.S., Smeele, N.V.R., de Jong, M., et al., 2022. Patient preferences for treatment 
of lumbar disc herniation: a discrete choice experiment. J. Neurosurg. Spine 36 (5), 
704–712. https://doi.org/10.3171/2021.8.SPINE21995. 

Garbutt, G., Davies, P., 2011. Should the practice of medicine be a deontological or 
utilitarian enterprise? J. Med. Ethics 37 (5), 267–270. https://doi.org/10.1136/ 
jme.2010.036111. 

Genie, M.G., Loría-Rebolledo, L.E., Paranjothy, S., et al., 2020. Understanding public 
preferences and trade-offs for government responses during a pandemic: a protocol 
for a discrete choice experiment in the UK. BMJ Open 10 (11), e043477. https://doi. 
org/10.1136/bmjopen-2020-043477. 

Giacomini, M., Hurley, J., DeJean, D., 2014. Fair reckoning: a qualitative investigation of 
responses to an economic health resource allocation survey: qualitative investigation 
of economic survey. Health Expect. 17 (2), 174–185. https://doi.org/10.1111/ 
j.1369-7625.2011.00751.x. 

Gigerenzer, G., 2010. Moral satisficing: rethinking moral behavior as bounded 
rationality. Top Cogn Sci. 2 (3), 528–554. https://doi.org/10.1111/j.1756- 
8765.2010.01094.x. 

Gigerenzer, G., Selten, R., 2001. In: Bounded Rationality: the Adaptive Toolbox. MIT 
Press. 

Gilbride, T.J., Allenby, G.M., 2004. A choice model with conjunctive, disjunctive, and 
compensatory screening rules. Market. Sci. 23 (3), 391–406. https://doi.org/ 
10.1287/mksc.1030.0032. 

Gillon, R., 2015. Defending the four principles approach as a good basis for good medical 
practice and therefore for good medical ethics. J. Med. Ethics 41 (1), 111–116. 
https://doi.org/10.1136/medethics-2014-102282. 

Glerum, A., Atasoy, B., Bierlaire, M., 2014. Using semi-open questions to integrate 
perceptions in choice models. J Choice Model 10, 11–33. https://doi.org/10.1016/j. 
jocm.2013.12.001. 

Graham, J., Haidt, J., Koleva, S., et al., 2013. Moral foundations theory. In: Advances in 
Experimental Social Psychology, vol. 47. Elsevier, pp. 55–130. https://doi.org/ 
10.1016/B978-0-12-407236-7.00002-4. 

Green, C., 2009. Investigating public preferences on ‘severity of health’ as a relevant 
condition for setting healthcare priorities. Soc. Sci. Med. 68 (12), 2247–2255. 
https://doi.org/10.1016/j.socscimed.2009.03.020. 

Greene, J.D., Sommerville, R.B., Nystrom, L.E., Darley, J.M., Cohen, J.D., 2001. An fMRI 
investigation of emotional engagement in moral judgment. Science 293 (5537), 
2105–2108. https://doi.org/10.1126/science.1062872. 

Greene, J.D., Nystrom, L.E., Engell, A.D., Darley, J.M., Cohen, J.D., 2004. The neural 
bases of cognitive conflict and control in moral judgment. Neuron 44 (2), 389–400. 
https://doi.org/10.1016/j.neuron.2004.09.027. 

Greenwood, J.D., 2011. On the social dimensions of moral psychology: on the social 
dimensions of moral psychology. J. Theor. Soc. Behav. 41 (4), 333–364. https://doi. 
org/10.1111/j.1468-5914.2011.00472.x. 

Grund, T., Waloszek, C., Helbing, D., 2013. How natural selection can create both self- 
and other-regarding preferences and networked minds. Sci. Rep. 3 (1), 1480. 
https://doi.org/10.1038/srep01480. 

Hagenauer, J., Helbich, M., 2017. A comparative study of machine learning classifiers for 
modeling travel mode choice. Expert Syst. Appl. 78, 273–282. https://doi.org/ 
10.1016/j.eswa.2017.01.057. 

Haghani, M., Sarvi, M., 2019. Laboratory experimentation and simulation of discrete 
direction choices: investigating hypothetical bias, decision-rule effect and external 
validity based on aggregate prediction measures. Transport. Res. Part Policy Pract 
130, 134–157. https://doi.org/10.1016/j.tra.2019.09.040. 

Haidt, J., 2001. The emotional dog and its rational tail: a social intuitionist approach to 
moral judgment. Psychol. Rev. 108 (4), 814–834. https://doi.org/10.1037/0033- 
295X.108.4.814. 

Haidt, J., 2007. The new synthesis in moral psychology. Science 316 (5827), 998–1002. 
https://doi.org/10.1126/science.1137651. 

Han, Y., Zegras, C., Pereira, F.C., Ben-Akiva, M., 2020. A neural-embedded choice model: 
TasteNet-MNL modeling taste heterogeneity with flexibility and interpretability. 
ArXiv preprint ArXiv:2002.00922.  

Hancock, T.O., Hess, S., 2021. What is really uncovered by mixing different model 
structures: contrasts between latent class and model averaging. Eur. J. Transport 
Infrastruct. Res. 38–63. https://doi.org/10.18757/EJTIR.2021.21.3.3949. Published 
online.  

Hancock, T.O., Broekaert, J., Hess, S., Choudhury, C.F., 2020a. Quantum choice models: 
a flexible new approach for understanding moral decision-making. J Choice Model 
37, 100235. https://doi.org/10.1016/j.jocm.2020.100235. 

Hancock, T.O., Hess, S., Daly, A., Fox, J., 2020b. Using a sequential latent class approach 
for model averaging: benefits in forecasting and behavioural insights. Transport. Res. 
Part Policy Pract 139, 429–454. https://doi.org/10.1016/j.tra.2020.07.005. 

Harsanyi, J.C., 1955. Cardinal welfare, individualistic ethics, and interpersonal 
comparisons of utility. J. Polit. Econ. 63 (4), 309–321. https://doi.org/10.1086/ 
257678. 

Harsanyi, J.C., 1975. Can the maximin principle serve as a basis for morality? A critique 
of john rawls’s theory. Am. Polit. Sci. Rev. 69 (2), 594–606. https://doi.org/ 
10.2307/1959090. 

Harsanyi, J.C., 1976. Essays on Ethics, Social Behavior, and Scientific Explanation, vol. 
12. D. Reidel Publishing Company. https://doi.org/10.1007/978-94-010-9327-9. 

Hensher, D.A., Rose, J.M., 2012. The influence of alternative acceptability, attribute 
thresholds and choice response certainty on automobile purchase preferences. 
J. Transport Econ. Pol. 46 (3), 451–468. 

Hensher, D.A., Ton, T.T., 2000. A comparison of the predictive potential of artificial 
neural networks and nested logit models for commuter mode choice. Transport. Res. 
Part E Logist Transp Rev. 36 (3), 155–172. https://doi.org/10.1016/S1366-5545 
(99)00030-7. 

Hensher, D.A., 2010. Attribute processing, heuristics and preference construction in 
choice analysis. In: Hess, S., Daly, A. (Eds.), Choice Modelling: the State-Of-The-Art 
and the State-Of-Practice. Emerald Group Publishing Limited, pp. 35–69. https:// 
doi.org/10.1108/9781849507738-003. 

Hertwig, R., Grüne-Yanoff, T., 2017. Nudging and boosting: steering or empowering 
good decisions. Perspect. Psychol. Sci. 12 (6), 973–986. https://doi.org/10.1177/ 
1745691617702496. 

Hess, S., Stathopoulos, A., Daly, A., 2012. Allowing for heterogeneous decision rules in 
discrete choice models: an approach and four case studies. Transportation 39 (3), 
565–591. https://doi.org/10.1007/s11116-011-9365-6. 

Hess, S., Stathopoulos, A., Campbell, D., O’Neill, V., Caussade, S., 2013. It’s not that I 
don’t care, I just don’t care very much: confounding between attribute non- 
attendance and taste heterogeneity. Transportation 40 (3), 583–607. https://doi. 
org/10.1007/s11116-012-9438-1. 

Hestermann, N., Le Yaouanq, Y., Treich, N., 2020. An economic model of the meat 
paradox. Eur. Econ. Rev. 129, 103569. https://doi.org/10.1016/j. 
euroecorev.2020.103569. 

Hillel, T., Bierlaire, M., Elshafie, M.Z.E.B., Jin, Y., 2021. A systematic review of machine 
learning classification methodologies for modelling passenger mode choice. J Choice 
Model 38, 100221. https://doi.org/10.1016/j.jocm.2020.100221. 

Hoffmaster, B., 2018. From applied ethics to empirical ethics to contextual ethics. 
Bioethics 32 (2), 119–125. https://doi.org/10.1111/bioe.12419. 

Hole, A.R., 2011. A discrete choice model with endogenous attribute attendance. Econ. 
Lett. 110 (3), 203–205. https://doi.org/10.1016/j.econlet.2010.11.033. 

Hooker, J.N., 2013. Moral implications of rational choice theories. In: Luetge, C. (Ed.), 
Handbook of the Philosophical Foundations of Business Ethics. Springer 
Netherlands, pp. 1459–1476. https://doi.org/10.1007/978-94-007-1494-6_79. 

Hruschka, H., Fettes, W., Probst, M., Mies, C., 2002. A flexible brand choice model based 
on neural net methodology A comparison to the linear utility multinomial logit 
model and its latent class extension. Spectrum 24 (2), 127–143. https://doi.org/ 
10.1007/s00291-002-0095-1. 

Huang, K., Bernhard, R.M., Barak-Corren, N., Bazerman, M.H., Greene, J.D., 2021. Veil- 
of-ignorance reasoning mitigates self-serving bias in resource allocation during the 
COVID-19 crisis. Soc Judgm Decis Mak 16 (1), 1–19. 

Huber, J., Payne, J.W., Puto, C., 1982. Adding asymmetrically dominated alternatives: 
violations of regularity and the similarity hypothesis. J. Consum. Res. 9 (1), 90. 
https://doi.org/10.1086/208899. 

Huebner, B., Dwyer, S., Hauser, M., 2009. The role of emotion in moral psychology. 
Trends Cognit. Sci. 13 (1), 1–6. https://doi.org/10.1016/j.tics.2008.09.006. 

Hurst, S.A., Hull, S.C., DuVal, G., Danis, M., 2005. Physicians’ responses to resource 
constraints. Arch. Intern. Med. 165 (6), 639. https://doi.org/10.1001/ 
archinte.165.6.639. 

Ineichen, C., Christen, M., Tanner, C., 2017. Measuring value sensitivity in medicine. 
BMC Med. Ethics 18 (1), 5. https://doi.org/10.1186/s12910-016-0164-7. 

Irvine, D.H., Donaldson, L.J., 1995. The doctor’s dilemma. Br. Med. Bull. 51 (4), 
842–853. https://doi.org/10.1093/oxfordjournals.bmb.a072999. 

Irving, M.J., Tong, A., Jan, S., et al., 2013. Community preferences for the allocation of 
deceased donor organs for transplantation: a focus group study. Nephrol. Dial. 
Transplant. 28 (8), 2187–2193. https://doi.org/10.1093/ndt/gft208. 

Iskhakov, F., Rust, J., Schjerning, B., 2020. Machine learning and structural 
econometrics: contrasts and synergies. Econom. J. 23 (3), S81–S124. https://doi. 
org/10.1093/ectj/utaa019. 

Jacobson, D., 2012. Moral dumbfounding and moral stupefaction. In: Timmons, M. (Ed.), 
Oxford Studies in Normative Ethics. Oxford University Press, pp. 289–316. https:// 
doi.org/10.1093/acprof:oso/9780199662951.003.0012. 

Johri, M., 2003. Setting organ allocation priorities: should we care what the public cares 
about? Liver Transplant. 9 (8), 878–880. https://doi.org/10.1053/jlts.2003.50154. 

N.V.R. Smeele et al.                                                                                                                                                                                                                            

http://refhub.elsevier.com/S0277-9536(23)00267-8/sref77
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref77
https://doi.org/10.1093/acprof:oso/9780199837373.001.0001
https://doi.org/10.1093/acprof:oso/9780199837373.001.0001
https://doi.org/10.1016/S0148-2963(02)00287-4
https://doi.org/10.1287/mnsc.17.11.672
https://doi.org/10.2307/2296854
https://doi.org/10.1111/j.1748-720X.2011.00585.x
https://doi.org/10.1111/j.1748-720X.2011.00585.x
https://doi.org/10.1016/0092-6566(90)90030-A
https://doi.org/10.1136/jme.28.4.266
https://doi.org/10.1300/J010v25n04_02
https://doi.org/10.1111/j.2044-8341.1997.tb01885.x
https://doi.org/10.1111/j.2044-8341.1997.tb01885.x
https://doi.org/10.1080/13548500120101595
https://doi.org/10.1080/13548500120101595
https://doi.org/10.3171/2021.8.SPINE21995
https://doi.org/10.1136/jme.2010.036111
https://doi.org/10.1136/jme.2010.036111
https://doi.org/10.1136/bmjopen-2020-043477
https://doi.org/10.1136/bmjopen-2020-043477
https://doi.org/10.1111/j.1369-7625.2011.00751.x
https://doi.org/10.1111/j.1369-7625.2011.00751.x
https://doi.org/10.1111/j.1756-8765.2010.01094.x
https://doi.org/10.1111/j.1756-8765.2010.01094.x
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref93
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref93
https://doi.org/10.1287/mksc.1030.0032
https://doi.org/10.1287/mksc.1030.0032
https://doi.org/10.1136/medethics-2014-102282
https://doi.org/10.1016/j.jocm.2013.12.001
https://doi.org/10.1016/j.jocm.2013.12.001
https://doi.org/10.1016/B978-0-12-407236-7.00002-4
https://doi.org/10.1016/B978-0-12-407236-7.00002-4
https://doi.org/10.1016/j.socscimed.2009.03.020
https://doi.org/10.1126/science.1062872
https://doi.org/10.1016/j.neuron.2004.09.027
https://doi.org/10.1111/j.1468-5914.2011.00472.x
https://doi.org/10.1111/j.1468-5914.2011.00472.x
https://doi.org/10.1038/srep01480
https://doi.org/10.1016/j.eswa.2017.01.057
https://doi.org/10.1016/j.eswa.2017.01.057
https://doi.org/10.1016/j.tra.2019.09.040
https://doi.org/10.1037/0033-295X.108.4.814
https://doi.org/10.1037/0033-295X.108.4.814
https://doi.org/10.1126/science.1137651
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref107
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref107
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref107
https://doi.org/10.18757/EJTIR.2021.21.3.3949
https://doi.org/10.1016/j.jocm.2020.100235
https://doi.org/10.1016/j.tra.2020.07.005
https://doi.org/10.1086/257678
https://doi.org/10.1086/257678
https://doi.org/10.2307/1959090
https://doi.org/10.2307/1959090
https://doi.org/10.1007/978-94-010-9327-9
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref114
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref114
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref114
https://doi.org/10.1016/S1366-5545(99)00030-7
https://doi.org/10.1016/S1366-5545(99)00030-7
https://doi.org/10.1108/9781849507738-003
https://doi.org/10.1108/9781849507738-003
https://doi.org/10.1177/1745691617702496
https://doi.org/10.1177/1745691617702496
https://doi.org/10.1007/s11116-011-9365-6
https://doi.org/10.1007/s11116-012-9438-1
https://doi.org/10.1007/s11116-012-9438-1
https://doi.org/10.1016/j.euroecorev.2020.103569
https://doi.org/10.1016/j.euroecorev.2020.103569
https://doi.org/10.1016/j.jocm.2020.100221
https://doi.org/10.1111/bioe.12419
https://doi.org/10.1016/j.econlet.2010.11.033
https://doi.org/10.1007/978-94-007-1494-6_79
https://doi.org/10.1007/s00291-002-0095-1
https://doi.org/10.1007/s00291-002-0095-1
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref126
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref126
http://refhub.elsevier.com/S0277-9536(23)00267-8/sref126
https://doi.org/10.1086/208899
https://doi.org/10.1016/j.tics.2008.09.006
https://doi.org/10.1001/archinte.165.6.639
https://doi.org/10.1001/archinte.165.6.639
https://doi.org/10.1186/s12910-016-0164-7
https://doi.org/10.1093/oxfordjournals.bmb.a072999
https://doi.org/10.1093/ndt/gft208
https://doi.org/10.1093/ectj/utaa019
https://doi.org/10.1093/ectj/utaa019
https://doi.org/10.1093/acprof:oso/9780199662951.003.0012
https://doi.org/10.1093/acprof:oso/9780199662951.003.0012
https://doi.org/10.1053/jlts.2003.50154


Social Science & Medicine 326 (2023) 115910

13

Johri, M., Damschroder, L.J., Zikmund-Fisher, B.J., Kim, S.Y.H., Ubel, P.A., 2009. Can a 
moral reasoning exercise improve response quality to surveys of healthcare 
priorities? J. Med. Ethics 35 (1), 57–64. https://doi.org/10.1136/jme.2008.024810. 

Justice, Daniels N., 2001. Health, and healthcare. Am. J. Bioeth. 1 (2), 2–16. https://doi. 
org/10.1162/152651601300168834. 

Kahane, G., 2013. The armchair and the trolley: an argument for experimental ethics. 
Philos. Stud. 162 (2), 421–445. https://doi.org/10.1007/s11098-011-9775-5. 

Kahane, G., Shackel, N., 2010. Methodological issues in the neuroscience of moral 
judgement. Mind Lang. 25 (5), 561–582. https://doi.org/10.1111/j.1468- 
0017.2010.01401.x. 

Kahneman, D., Frederick, S., 2005. A model of heuristic judgment. In: The Cambridge 
Handbook of Thinking and Reasoning, pp. 267–293. 

Kahneman, D., Tversky, A., 1979. Prospect theory: an analysis of decision under risk. 
Econometrica 47 (2), 263. https://doi.org/10.2307/1914185. 

Kahneman, D., Knetsch, J.L., Thaler, R.H., 1991. Anomalies: the endowment effect, loss 
aversion, and status quo bias. J. Econ. Perspect. 5 (1), 193–206. https://doi.org/ 
10.1257/jep.5.1.193. 

Kernohan, A., 2021. Descriptive uncertainty and maximizing expected choice- 
worthiness. Ethical Theory & Moral Pract. 24 (1), 197–211. https://doi.org/ 
10.1007/s10677-020-10139-3. 

Kilner, J.F., 1988. Selecting patients when resources are limited: a study of US medical 
directors of kidney dialysis and transplantation facilities. Am. J. Publ. Health 78 (2), 
144–147. https://doi.org/10.2105/AJPH.78.2.144. 

Kim, K.W., Kim, D., 2004. Development of a neural network for the estimation of drivers’ 
route choice. Int J Urban Sci. 8 (2), 131–145. https://doi.org/10.1080/ 
12265934.2004.9693557. 

Kim, E.J., 2021. Analysis of travel mode choice in seoul using an interpretable machine 
learning approach. In: Kim, I. (Ed.), J. Adv. Transport. 2021, 1–13. https://doi.org/ 
10.1155/2021/6685004. 

Kimmel, A.D., Daniels, N., Betancourt, T.S., Wood, R., Prosser, L.A., 2012. Decision 
maker priorities for providing antiretroviral therapy in HIV-infected South Africans: 
a qualitative assessment. AIDS Care 24 (6), 778–792. https://doi.org/10.1080/ 
09540121.2011.630366. 

Kivetz, R., Netzer, O., Srinivasan, V., 2004. Alternative models for capturing the 
compromise effect. J. Mar. Res. 41 (3), 237–257. https://doi.org/10.1509/ 
jmkr.41.3.237.35990. 

Krueger, R., Vij, A., Rashidi, T.H., 2018. A dirichlet process mixture model of discrete 
choice. ArXiv preprint ArXiv:1801.06296.  

Krütli, P., Rosemann, T., Törnblom, K.Y., Smieszek, T., 2016. How to fairly allocate 
scarce medical resources: ethical argumentation under scrutiny by health 
professionals and lay people. In: Lubell, Y. (Ed.), PLoS One 11 (7), e0159086. 
https://doi.org/10.1371/journal.pone.0159086. 

Kumar, V., 2017. Moral vindications. Cognition 167, 124–134. https://doi.org/10.1016/ 
j.cognition.2017.05.005. 

Lai, X., Fu, H., Li, J., Sha, Z., 2019. Understanding drivers’ route choice behaviours in the 
urban network with machine learning models. IET Intell. Transp. Syst. 13 (3), 
427–434. https://doi.org/10.1049/iet-its.2018.5190. 

Laventhal, N., Verhagen, A.A.E., Hansen, T.W.R., et al., 2017. International variations in 
application of the best-interest standard across the age spectrum. J. Perinatol. 37 (2), 
208–213. https://doi.org/10.1038/jp.2016.168. 

Lechner, M., Okasa, G., 2020. Random forest estimation of the ordered choice model. 
ArXiv preprint ArXiv:1907.02436.  

Lederrey, G., Lurkin, V., Hillel, T., Bierlaire, M., 2021. Estimation of discrete choice 
models with hybrid stochastic adaptive batch size algorithms. J Choice Model 38, 
100226. https://doi.org/10.1016/j.jocm.2020.100226. 

Lee, D., Derrible, S., Pereira, F.C., 2018. Comparison of four types of artificial neural 
network and a multinomial logit model for travel mode choice modeling. Transp Res 
Rec J Transp Res Board 2672 (49), 101–112. https://doi.org/10.1177/ 
0361198118796971. 

Lee, D., Mulrow, J., Haboucha, C.J., Derrible, S., Shiftan, Y., 2019. Attitudes on 
autonomous vehicle adoption using interpretable gradient boosting machine. Transp 
Res Rec J Transp Res Board 2673 (11), 865–878. https://doi.org/10.1177/ 
0361198119857953. 

Leong, W., Hensher, D.A., 2012. Embedding decision heuristics in discrete choice 
models: a review. Transport Rev. 32 (3), 313–331. https://doi.org/10.1080/ 
01441647.2012.671195. 

Lerbæk, B., Aagaard, J., Andersen, M.B., Buus, N., 2015. Moral decision-making among 
assertive community treatment (act) case managers: a focus group study. Issues 
Ment. Health Nurs. 36 (9), 659–668. https://doi.org/10.3109/ 
01612840.2015.1022843. 
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