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Distributed Aperiodic Time-Triggered
and Event-Triggered Consensus:

A Scalability Viewpoint

Dongdong Yue ,Member, IEEE, Simone Baldi , Senior Member, IEEE, and Jinde Cao , Fellow, IEEE

Abstract—We revisit distributed sampled-data consensus
problems from a scalability point of view. Existing solutions in
the literature for estimating the maximum sampling interval that
preserves stability rely on the Lyapunov functional method. With
this method, the overall closed-loop system (i.e. the overall
network of agents) is treated as a time-delayed system. Here, a
critical point is the scalability of the resulting stability conditions:
in fact, the size of the LMIs to be solved depends on the size of the
network. In contrast with this method, an easy-to-use and
scalable method is presented, with stability conditions that are
independent on the size of the network. It is shown that the
proposed method can handle linear and Lipschitz nonlinear
multiagent systems with both aperiodic time-triggered and event-
triggered control in a unified way. Numerical examples show the
efficiency of the proposed approach and the tightness of the
estimated maximum sampling interval.

Index Terms—Distributed control, consensus, sampled-data
control, Lipschitz nonlinear multiagent systems.

I. INTRODUCTION

SAMPLED-data control is an active research topic in the

digital era. In the field of multiagent systems (MASs),

sampled-data control plays an important role in consensus

since, instead of assuming continuous communication among

the agents, communication at discrete time instants can be

allowed. For the stability analysis of sampled-data systems, a

representative method is the input-delay approach, which was

initially proposed for single systems [1], [2], and then

extended to MASs [3], [4], [5], [6], [7], [8], [9]. The input-

delay method uses the Lyapunov functional analysis, where

the maximum sampling interval is treated as a free parameter

so as to solve appropriate control gains. In other words, a

direct estimate of the maximum sampling interval is missing.

Another notable issue is that the size of the linear matrix

inequalities (LMIs) sufficient conditions usually depends line-

arly/polynomially on the size N of the network, e.g., OðNÞ
in [4], [9] and OðN2Þ in [8]. This is because the closed-loop

under consideration to apply the Lyapunov functional analysis

is the whole network of agents. The dependence of the result-

ing LMI conditions on the number of agents in the network

makes the approach not scalable. In other words, this depen-

dence limits the applications of the input-delay approach to

large network systems. Similar scalability issue also arises in

sampled-data control methods based on hybrid system theory,

e.g., [10], [11], [12] (the size of the LMIs is OðNÞ).
At the same time, a decomposition method was proposed for

first-order [13] and second-order MASs [14], and was recently

applied to higher-order linear MASs [15], [16]. The main idea

of the decomposition method is to transform the stability of the

whole closed-loop system into the stabilization of some subsys-

tems. As a result, a direct estimate of the maximum sampling

interval is available a priori in an algebraic form. A byproduct

is that the size of the LMIs to be solved is independent of the

size of the network [15], [16], thus alleviating the computation

burden and improving scalability. Nevertheless, such decom-

position-based analysis is not yet mature, e.g., whether this

framework can be adapted to nonlinear MASs is not clear, and

whether this framework can cover both aperiodic time-trig-

gered and event-triggered consensus control is also not clear.

As a branch stemming from sampled-data control, periodic

event-triggered control has become very popular in recent

years [17], [18], [19]. The key feature of periodic event-trig-

gered is that the data transmission and event monitoring are

only needed to be accomplished at (periodic) discrete sampling

instants, in contrast with traditional continuous-time event-trig-

gered mechanisms [20], [21]. This feature benefits control sys-

tems in at least two aspects, i.e., saving communication costs

(which is in line with sampled-data control) and excluding

Zeno behavior naturally (since the inter-event time is no less

than the sampling period). In the field of MASs, several peri-

odic event-triggered consensus solutions have been proposed
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for linear MASs [22], [23] and Lipschitz nonlinear MASs [24]

based on the Lyapunov functional analysis, which is not scal-

able as discussed before: in fact, the size of the LMI conditions

in [22], [23], [24] are of OðNÞ. Differently, the work in [25]

can be seen as a generalization of the decomposition idea

in [15] from sampled-data control to periodic event-triggered

control, while the results are limited to linear MASs. Besides,

although periodic sampling may be satisfactory in some cases,

it is usually required to use aperiodic sampling patterns to meet

different operation conditions or for economical reasons [8].

For instance, smaller sampling period can be chosen at the

beginning for better transient behavior, and larger sampling

period can be chosen at the steady consensus state to save more

energy. The solution for aperiodic sampling consensus in the

literature is usually based on some refined Lyapunov func-

tional [8], [26], [27], which is again not scalable. Moreover,

designing aperiodic event-triggered consensus along this line

has not been reported yet, and remains an open problem.

Motivated by the above discussions, this paper addresses dis-

tributed sampled-data leaderless consensus of linear and Lip-

schitz nonlinear MASs from a scalability point of view. The

main contributions of this paper are summarized as follows:

1) We present a unified design for distributed aperiodic sam-

pled-data consensus, and its extensions to the event-trig-

gered setting by consistently generalizing the decomposition

idea [13], [14], [15], [16]. To distinguish, the former is

referred to as distributed aperiodic time-triggered (DATT)

consensus, and the latter is referred to as distributed aperi-

odic event-triggered (DAET) consensus.

2) For both consensus protocols, an upper bound of the

maximum sampling interval as well as a lower bound of

the coupling gain between the agents are explicitly

given, providing an insight on the interplay between

agent-level stabilization and network-level stability.

3) Differently from most existing literature (e.g., [4], [8], [9],

[10], [11], [12], [22], [23], [24], [26], [27]), the size of the

LMI condition for both protocols is independent of the size

N of the network, but is ofOðnÞ where n is the dimension

of a single agent, thus is scalable and easy-to-use.

4) As compared to [13], [14], [15], [16], the proposed

method is applicable not only to linear agents but also

to Lipschitz nonlinear ones. Besides, a novel DAET

consensus control is developed, again applicable to

both linear and Lipschitz nonlinear cases.

Notations: Denote N, Rþ, Rn as the sets of natural num-

bers, positive real scalars, n-dimensional real vectors, respec-

tively. Let k � k be the 2-norm (resp. induced 2-norm) of a

vector (resp. a matrix), and k � kF be the Frobenius norm of a

matrix. If A is p-squared, denote �1ðAÞ and �pðAÞ as its mini-

mum and maximum singular value respectively, i.e., �pðAÞ ¼
kAk in this case. If A is further positive semi-definite, let

�2ðAÞ be its minimum nonzero eigenvalue. The matrix

inequality A > 0means that A is positive definite. The opera-

tor colð�; �Þ denotes the column vectorization, and � is the

Kronecker product. A signal sðtÞ 2 L1 if it is essentially

bounded, i.e., ess supt�0jsðtÞj < 1, where “ess sup” denotes

essential supremum.

II. PRELIMINARIES AND PROBLEM FORMULATION

An undirected graph (or simply graph) G consists of an

agent set V and an edge set E. Square matrices associated with

G are introduced as follows. The adjacency matrix A is such

that Aij ¼ 1 if there is an edge between agent i and agent j,
and Aij ¼ 0 otherwise. The degree matrix D is diagonal with

the i-th diagonal element Dii being the cardinality of the

neighbors of i. The Laplacian matrix L is defined as L ¼
D�A. Self-loops are excluded. The graph is connected if

there is a path between any pair of agents [28].

Consider N agents interacting over a graph G. The relative

error signal that can be accessed by agent i is defined as

diðtÞ ,
PN

j¼1 AijðxiðtÞ � xjðtÞÞ. It is well know that the signal

di can be used for feedback to achieve distributed consen-

sus [28], [29], [30]: traditionally, such signal is assumed to be

acquired via continuous communications between agent i and
its neighbors. As continuous communication is unpractical, in

this work we will consider more practical alternatives. We first

consider the sampled sequence of diðtÞ:

diðtsÞ ,
XN
j¼1

AijðxiðtsÞ � xjðtsÞÞ; (1)

where fts 2 ½0;1Þjs 2 N; t0 ¼ 0g is the sampling time

sequence of the communication. Let Ts , tsþ1 � ts � h for

some h 2 Rþ be the rest time. Note that the sampling is syn-

chronous among the agents, while not necessarily periodic [16],

i.e., the sampling belongs to the class of synchronous nonuni-

form sampling (SNS) according to [31]. Since the samples

depend on the rest time Ts, we refer to a consensus design that

uses diðtsÞ in (1) for feedback as Distributed Aperiodic Time-

Triggered (DATT) consensus.

As a step further, consider involving an extra ‘rest’ mecha-

nism to save even more costs for communication and control

updates, on top of (1). To this purpose, let us define

d̂iðtsÞ ,
XN
j¼1

Aijðx̂iðtsÞ � x̂jðtsÞÞ; (2)

where x̂iðtsÞ is the latest broadcasted sampled state of agent i,
and x̂jðtsÞ is the latest received sampled state from neighbor j.
For each i 2 V and each sampling instant ts, agent i evaluates
an event Ei, and broadcasts its current sampled state xiðtsÞ to
its neighbors (and its own controller) immediately only if Ei

is triggered. In other words, x̂iðtsÞ ¼ xiðtsÞ if Ei is triggered,

and x̂iðtsÞ ¼ x̂iðts�1Þ otherwise. Naturally, we refer to a con-

trol design that uses d̂iðtsÞ in (2) for feedback as Distributed

Aperiodic Event-Triggered (DAET) consensus. Note that the

triggered time sequence in DAET constitutes a subsequence

of the sampling time sequence.

Remark 1: It should be highlighted, in the first place, that

DAET control is intrinsically Zeno-free: this is because the

minimum inter-event time corresponds to the minimum sam-

pling interval, which is already no less than some h 2 Rþ.
Introducing aperiodicity in sampled-data consensus is not

new [8], [26], [27]. However, sufficient conditions provided in
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the literature do not satisfy the scalability requirements. A

recent work [16] has considered DATT control with scalable

estimation of the maximum sampling interval, but the results

only apply to special classes of linear MASs. Besides, the

authors are not aware of any DAET approach along this line.

In this paper, we aim to solve the following problems:

Q1: Design a DATT consensus controller, and estimate the

maximum sampling interval in a scalable fashion, i.e., provide

sufficient conditions whose size does not depend on the num-

ber of agents N in the network.

Q2: Design a DAET consensus controller and estimate the

maximum sampling interval in a scalable fashion.

To close this section, we introduce an assumption followed

by two technical lemmas.

Assumption 1: The communication graph G is connected.

Lemma 1 ([28]): Under Assumption 1, the Laplacian

matrix L has an eigenvalue 0 with 1N as a corresponding

eigenvector, and all the other eigenvalues have positive real

parts. Moreover, �2ðLÞ ¼ minx6¼0;1T
N
x¼0

xTLx
xT x

.

Lemma 2 ([16]): Consider a continuous function W ðtÞ :
½0;1Þ ! ½0;1Þ and a timing sequence fts 2 ½0;1Þjs 2 Ng
satisfying Ts , tsþ1 � ts � h for some h 2 Rþ. If W ðtÞ is dif-
ferentiable over every interval ½ts; tsþ1Þ and

_W ðtÞ � �bs
1W ðtÞ þ bs

2WðtsÞ; 8t 2 ½ts; tsþ1Þ;
with scalars bs

1 > bs
2 > 0, then W ðtÞ decays to zero, i.e.,

limt!1 WðtÞ ¼ 0. Here, the superscript s indicates that bs
1;b

s
2

need not to be uniform among different sampling intervals.

III. DISTRIBUTED APERIODIC TIME-TRIGGERED CONSENSUS:

LINEAR AND LIPSCHITZ NONLINEAR CASES

In this section, we study the following DATT consensus

controller

uiðtÞ ¼ cKdiðtsÞ; t 2 ½ts; tsþ1Þ; (3)

where diðtsÞ is as in (1), c 2 Rþ is the coupling gain of the

agents and K is a constant gain matrix. We start with the lin-

ear case.

A. DATT: Linear Case

Consider the linear agents

_xiðtÞ ¼ AxiðtÞ þ BuiðtÞ; i 2 V , f1; 2; . . . ; Ng; (4)

where xi 2 Rn is the state of agent i, and ui 2 Rm is its con-

trol input to be designed. Let the pair ðA;BÞ be stabilizable,

which is necessary and sufficient for the existence of a solu-

tion P > 0 to the following LMI, for some m1;m2 2 Rþ:

AP þ PAT � m1BBT þ m2P < 0: (5)

The following scalable result holds for controller (3).

Theorem 1: Under Assumption 1, denote

c ¼ m1

2�2ðLÞ ;
�T ¼

ffiffiffiffiffi
a1

a2

r

with

a1 ¼ m2�1ðP Þ
2�nðP Þ ; a2 ¼ �21�

2
2�

2
nðP Þ

2m2

;

�1 ¼ 2c�NðLÞ�nðP�1BBTP�1Þ;
�2 ¼ �nðAÞ þ c�NðLÞ�nðBBTP�1Þ:

Consider the feedback gain K ¼ �BTP�1, the coupling gain

c � c, and the sampling interval Ts < �T , 8s. Then, the MAS

(4) reaches consensus under the DATT controller (3).

Proof: Let ei ¼ xi � �x where �x ¼ 1
N

PN
j¼1 xj, x ¼ colðx1;

x2; . . . ; xNÞ, e ¼ colðe1; e2; . . . ; eNÞ. Then, e ¼ ðX� InÞx
withX ¼ IN � 1

N 1N1
T
N . Under Assumption 1, it is easy to verify

thatLX ¼ XL ¼ L, and e ¼ 0 amounts to the consensus of xi.

By (4) and (3), the closed-loop dynamics of x is

_x ¼ ðIN � AÞxþ ðcL �BKÞxðtsÞ; t 2 ½ts; tsþ1Þ:
Denote ~eðtÞ ¼ eðtsÞ � eðtÞ for t 2 ½ts; tsþ1Þ. Then, the dynam-

ics of e is

_e¼ ðIN �AÞeþ ðcL �BKÞeðtsÞ
¼ ðIN � Aþ cL � BKÞeþ ðcL � BKÞ~e;

t 2 ½ts; tsþ1Þ: (6)

It is clear that e ¼ 0 iff all xi reach consensus. During any

sampling interval t 2 ½ts; tsþ1Þ, consider the candidate Lyapu-
nov function

V1ðeðtÞÞ ¼ eT ðtÞðIN � P�1ÞeðtÞ: (7)

Then, it is clear that

kek2
�nðP Þ � V1 � kek2

�1ðP Þ : (8)

Along the trajectory of (6) and using K ¼ �BTP�1, the

time derivative of V1 is

_V1 ¼ 2eT ðIN � P�1A� cL � P�1BBTP�1Þe
� 2ceT ðL � P�1BBTP�1Þ~e:

By Lemma 1, there exists a unitary matrix U ¼ ½ 1ffiffiffi
N

p ; ~U �
such that UTLU ¼ L , diagð0; �2ðLÞ; . . . ; �NðLÞÞ. Let ê ¼
colðê1; . . . ; êNÞ ¼ ðUT � P�1Þe, then ê1 ¼ ð 1

T
Nffiffiffi
N

p � P�1Þe ¼ 0.

Note that c � m1
2�2ðLÞ , we have

_V1 ¼ êT ðIN � ðAP þ PAT Þ � 2cL� BBT Þê
� 2ceT ðL � P�1BBTP�1Þ~e

¼
XN
i¼2

êTi ðAP þ PAT � 2c�iðLÞBBT Þêi

� 2ceT ðL � P�1BBTP�1Þ~e
� �m2V1 þ �1kekk~ek � � m2

2�nðP Þ kek
2 þ �nðP Þ�21

2m2

k~ek2 (9)

where the first inequality uses (5), compatibility of matrix

norm, and the definition of kêk, while the last inequality uses

(8) and Young’s inequality.
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For any t 2 ½ts; tsþ1Þ, applying the mean value theorem to e
over period ½ts; t�, there must exist a ts 2 ðts; tÞ � ½ts; tsþ1Þ,
such that eðtÞ � eðtsÞ ¼ _eðtsÞðt� tsÞ. Then,

k~eðtÞk ¼ keðtsÞ � eðtÞk � k _eðtsÞkðt� tsÞ � Tsk _eðtsÞk:
(10)

Further, note by (6) and (8) that, 8t 2 ½ts; tsþ1Þ,

k _eðtÞk ��nðAÞkek þ c�NðLÞ�nðBBTP�1ÞkeðtsÞk
��nðAÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�nðP Þ

p ffiffiffiffiffiffiffiffiffiffiffi
V1ðtÞ

p
þ c�NðLÞ�nðBBTP�1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�nðP Þ

p ffiffiffiffiffiffiffiffiffiffiffiffi
V1ðtsÞ

p
� �2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�nðP Þ

p ffiffiffiffiffiffiffiffiffiffiffi
V s
1 ðtÞ

q
; (11)

where V s
1 ðtÞ ¼ maxt2½ts;t�V1ðtÞ. It follows from (8)-(11) that

_V1ðtÞ � � m2

2�nðP Þ keðtÞk
2 þ �nðP Þ�21

2m2

T 2
s k _eðtsÞk2

�� a1V1ðtÞ þ a2T
2
s V

s
1 ðtÞ: (12)

Next, we claim that

V s
1 ðtÞ ¼ V1ðtsÞ 8t 2 ½ts; tsþ1Þ: (13)

We prove the statement by contradiction. If (13) is not true,

there must exist a t0 2 ½ts; tsþ1Þ such that V1ðt0Þ > V1ðtsÞ.
Note by (9) that _V1ðtsÞ � � m2

2�nðP Þ keðtsÞk2. Two cases will be

considered:

Case 1: eðtsÞ ¼ 0. It follows by (6) that eðtÞ 	 0, 8t � ts,
and there exists no such t0 2 ½ts; tsþ1Þ with V1ðt0Þ > V1ðtsÞ,
leading to a contradiction. In fact, in this case, the consensus

problem is solved.

Case 2: eðtsÞ 6¼ 0. There holds _V1ðtsÞ � 0, implying that V1

will decrease over a possibly short time interval from ts. On
the one hand, the continuity of V1 guarantees that there must

exist another t00 2 ðts; t0Þ such that: V1ðtsÞ ¼ V1ðt00Þ; V1ðtÞ �
V1ðt00Þ, 8t 2 ½ts; t00�; and _V1ðt00Þ > 0. On the other hand, pro-

vided Ts <
ffiffiffiffi
a1
a2

q
, (12) guarantees that _V1ðt00Þ � �a1V1ðt00Þ þ

a2T
2
s V1ðt00Þ < 0, which is a contradiction. Thus, the statement

(13) holds true.

Now, by (12) and (13), we conclude that

_V1ðtÞ � � a1V1ðtÞ þ a2T
2
s V1ðtsÞ 8t 2 ½ts; tsþ1Þ:

It follows from Lemma 2 and 0 < Ts <
ffiffiffiffi
a1
a2

q
that limt!1

V1ðtÞ ¼ 0, i.e., limt!1 eðtÞ ¼ 0. This completes the proof. &

Remark 2: Theorem 1 requires only two agent-level stabili-

zation LMIs ((5) and P > 0, both with dimension n): thus,
the framework is scalable to large networks. Note that [16]

has recently proposed scalable LMI conditions in leader-fol-

lowing networks of linear agents. Differently, Theorem 1 sol-

ves the leaderless case by carefully addressing the semi-

definiteness of the Laplacian matrix. Besides, in the following

we will show that the proposed method can be naturally gener-

alized along two directions, i.e., the case with Lipschitz non-

linear agents (Section III-B) and the case with event-triggered

communication mechanism (Section IV).

B. DATT: Lipschitz Nonlinear Case

In this subsection, we consider the case of Lipschitz nonlin-

ear MASs, that is

_xiðtÞ ¼ AxiðtÞ þ fðxiÞ þBuiðtÞ; i 2 V; (14)

where the nonlinear function fð�Þ is f-Lipschitz with f 2 Rþ,
i.e.,

kfðxÞ � fðyÞk � fkx� yk; 8x; y 2 Rn: (15)

Let us first solve the following LMI

AQþQAT � n1BBT þ n2Qþ n3In Q

Q �f�2n3In

� �
< 0

(16)

to get a Q > 0 and n1; n2; n3 2 Rþ. The following scalable

result holds for the DATT controller (3).

Theorem 2: Under Assumption 1, denote

c0 ¼ n1

2�2ðLÞ ;
�T 0 ¼

ffiffiffiffiffi
a0
1

a0
2

s
with

a0
1¼

n2�1ðQÞ
2�nðQÞ ; a0

2 ¼
�21�

2
2�

2
nðQÞ

2n2
;

�01 ¼ 2c�NðLÞ�nðQ�1BBTQ�1Þ;
�02 ¼ �nðAÞ þ 2

ffiffiffiffiffi
N

p
fþ c�NðLÞ�nðBBTQ�1Þ:

Consider the feedback gain K ¼ �BTQ�1, the coupling gain

c � c0, and the sampling interval Ts < �T 0, 8s. Then, the MAS

(14) reaches consensus under the DATT controller (3).

Proof: The same notations as in the proof of Theorem 1

will be inherited when no conflict arises. Based on (14) and

(3), the closed-loop dynamics of e can be obtained as

_e ¼ ðIN �AÞeþ ðX� InÞF ðxÞ þ ðcL � BKÞeðtsÞ
¼ ðIN �Aþ cL �BKÞeþ ðX� InÞF ðxÞ

þ ðcL � BKÞ~e; t 2 ½ts; tsþ1Þ (17)

where F ðxÞ ¼ colðfðx1Þ; fðx2Þ; . . . ; fðxNÞÞ.
During any sampling interval t 2 ½ts; tsþ1Þ, consider the

candidate Lyapunov function

V2ðeðtÞÞ ¼ eT ðtÞðIN �Q�1ÞeðtÞ:

Then, we have

kek2
�nðQÞ � V2 � kek2

�1ðQÞ : (18)

Along the trajectory of (6) and using K ¼ �BTQ�1, the

time derivative of V2 is

_V2 ¼ 2eT ðIN �Q�1A� cL �Q�1BBTQ�1Þe
þ2eT ðX�Q�1ÞF ðxÞ � 2ceT ðL �Q�1BBTQ�1Þ~e: (19)
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Note that

2eT ðX�Q�1ÞF ðxÞ

¼ 2
XN
i¼1

eTi Q
�1ðfðxiÞ � fð�xÞ þ fð�xÞ � 1

N

XN
j¼1

fðxjÞÞ

� 2
XN
i¼1

fkQ�1eikkeik

� eT ðIN � ðn�1
3 f2 þ n3ðQ�1Þ2ÞÞe (20)

where the first inequality uses (15) and the fact that ð1N �
InÞe ¼ 0, while the last inequality uses Young’s inequality.

Similarly to (9), let us denote �e ¼ colð�e1; . . . ; �eNÞ ¼ ðUT�
Q�1Þe, then �e1 ¼ ð 1

T
Nffiffiffi
N

p �Q�1Þe ¼ 0. Noting that c � n1
2�2ðLÞ , it

follows from (19)-(20) that

_V2 ¼ �eT ðIN � ðAQþQAT Þ � 2cL� BBT Þ�e
þ �eT ðIN � ðn�1

2 f2Q2 þ n2InÞÞ�e
� 2ceT ðL �Q�1BBTQ�1Þ~e

¼
XN
i¼2

�ei AQþQAT � 2c�iðLÞBBT þ n�1
3 f2Q2

�
þ n3InÞ�ei � 2ceT ðL �Q�1BBTQ�1Þ~e

� �n2V2 þ �01kekk~ek

� � n2

2�nðQÞ kek
2 þ �nðQÞ�021

2n2
k~ek2 (21)

where the LMI (16) and Schur complement [32] have been

used to obtain the first inequality.

Note that (10) still holds. Differently, it follows from (17)

and (18) that, 8t 2 ½ts; tsþ1Þ,

k _eðtÞk � �nðAÞkek þ kðX� InÞF ðxÞk
þ c�NðLÞ�nðBBTQ�1ÞkeðtsÞk: (22)

Clearly, we need to establish an upper bound of the nonlin-

ear term kðX� InÞF ðxÞk in (22). For notational convenience,

let us denote CðxÞ ¼ ðX� InÞF ðxÞ, and define h ¼ ðUT

�InÞe according to the unitary matrix U as before. If we parti-

tion the state of CðxÞ as CðxÞ ¼ colðc1ðxÞ; . . . ;cNðxÞÞ
where cið�Þ : RNn ! Rn, then

ciðxÞ ¼ fðxiÞ � 1

N

XN
j¼1

fðxjÞ ¼ 1

N

XN
j¼1

ðfðxiÞ � fðxjÞÞ:

By the triangular inequality of norms and the Lipschitz condi-

tion (15), there holds

kciðxÞk � 1

N

XN
j¼1

kfðxiÞ � fðxjÞk � f

N

XN
j¼1

kxi � xjk (23)

where f is the Lipschitz coefficient in (15). Note that

xi � xj ¼ ei � ej ¼ ððri � rjÞ � InÞh
where ri denotes the i-th row of U . Moreover, since U is uni-

tary, krik ¼ 1, 8i. Then, it follows from (23) that

kciðxÞk � f

N

XN
j¼1

ðkrik þ krjkÞkhk ¼ 2fkhk:

Thus, we have

kðX� InÞF ðxÞk ¼ kCðxÞk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

kciðxÞk2
vuut

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

4f2khk2
vuut ¼ 2

ffiffiffiffiffi
N

p
fkhk ¼ 2

ffiffiffiffiffi
N

p
fkek:

(24)

Now, based on (22) and (24),

k _eðtÞk ��nðAÞkek þ 2
ffiffiffiffiffi
N

p
fkek

þ c�NðLÞ�nðBBTQ�1ÞkeðtsÞk
� ð�nðAÞ þ 2

ffiffiffiffiffi
N

p
fÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�nðQÞ

p ffiffiffiffiffiffiffiffiffiffiffi
V2ðtÞ

p
þ c�NðLÞ�nðBBTQ�1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�nðQÞ

p ffiffiffiffiffiffiffiffiffiffiffiffi
V2ðtsÞ

p
� �02

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�nðQÞ

p ffiffiffiffiffiffiffiffiffiffiffi
V s
2 ðtÞ

q
; (25)

where V s
2 ðtÞ ¼ maxt2½ts;t�V2ðtÞ. Then, it follows from (18),

(21), (10) and (25) that

_V2ðtÞ � � n2

2�nðQÞ keðtÞk
2 þ �nðQÞ�021

2n2
T 2
s k _eðtsÞk2

�� a0
1V2ðtÞ þ a0

2T
2
s V

s
2 ðtÞ:

Following similar steps as in the proof of Theorem 1, we con-

clude that

_V2ðtÞ � � a0
1V2ðtÞ þ a0

2T
2
s V2ðtsÞ 8t 2 ½ts; tsþ1Þ:

Then, it follows from Lemma 2 and 0 < Ts <

ffiffiffiffi
a0
1

a0
2

r
that

limt!1 V2ðtÞ ¼ 0, i.e., limt!1 eðtÞ ¼ 0. &

Several remarks are readily presented.

Remark 3: Based on Finsler’s lemma [32], the feasibility of

(16) is equivalent to the existence of a matrix E and n3
such that ðA� BEÞQþQðA� BEÞT þ n3In þ n�1

3 f2Q2 <
0, provided B has full rank. In the case of n2 ¼ 1, the feasibil-
ity of (16) is dual to the existence of an observer for a single

f-Lipschitz nonlinear system [33], [34].

Remark 4: Distributed periodic time-triggered consensus of

Lipschitz nonlinear MASs has been addressed via the Lyapu-

nov functional method in the literature: there, significantly

more and larger LMIs conditions (linear/polynomial on N)

are required, see e.g., [4], [8], [9]. Here, a different and sim-

pler Lyapunov method has been adopted by directly analyzing

the piecewise continuous closed-loop dynamics. Only two
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LMIs ((16) of dimension 2n and Q > 0 of dimension n) are
required, which enables great scalability in large networks.

Remark 5: It is not hard to see that the derived maximum

sampling interval (in Theorem 1 and 2) is positively related to
�2ðLÞ
�N ðLÞ . This implies that, roughly speaking, denser communi-

cation graph allows larger sampling interval, which is consis-

tent with intuition, and also confirms the results in [15]. It

should be mentioned that the estimation requires some global

knowledge, i.e., the eigenvalues of the Laplacian matrix, and

the agent cardinality in the nonlinear case. In fact, such knowl-

edge is widely needed in sampled-data based consensus solu-

tions, whether the stability analysis is based on Lyapunov

functional method [3], [4], [5], [6], [7], [8], [9], or the decom-

position idea [15], [16]. In practice, if not a priori available,

this knowledge can be reconstructed in a distributed way by

the agents themselves, see e.g. [35], [36].

IV. DISTRIBUTED APERIODIC EVENT-TRIGGERED

CONSENSUS: LINEAR AND LIPSCHITZ NONLINEAR CASES

In this section, we show how the proposed DATT consensus

in Section III can be naturally generalized into an event-based

setting, i.e., being DAET. Consider the following controller

uiðtÞ ¼ cKd̂iðtsÞ; t 2 ½ts; tsþ1Þ; (26)

where d̂iðtsÞ is defined as in (2). In DAET, each agent i 2 V
maintains an event detector defined as

Eiðts; �iðtsÞÞ : k�iðtsÞk2 � HiðtsÞ or diðtsÞ ¼ 0 (27)

where �iðtsÞ ¼ x̂iðtsÞ � xiðtsÞ, and HiðtÞ is a continuous

threshold function that satisfies:

HiðtÞ 2 L1; HiðtÞ � 0 for all t � 0; lim
t!1HiðtÞ ¼ 0: (28)

As we discussed before, agent i broadcasts its current sampled

state xiðtsÞ to its neighbors (and its own controller) only if Ei

is triggered.

Before giving the main results of this section, we first gener-

alize Lemma 2 as follows.

Lemma 3: Consider a continuous functionW ðtÞ : ½0;1Þ!
½0;1Þ and a timing sequence fts 2 ½0;1Þjs 2 Ng satisfying

Ts , tsþ1 � ts � h for some h 2 Rþ. Suppose W ðtÞ is differ-
entiable over every interval ½ts; tsþ1Þ and

_W ðtÞ � �bs
1WðtÞ þ bs

2W ðtsÞ þ Y ðtsÞ; 8t 2 ½ts; tsþ1Þ;

with scalars bs
1 > bs

2 > 0. Here, Y ðtÞ is a continuous func-

tion that satisfies:

Y ðtÞ 2 L1; Y ðtÞ � 0 for all t � 0; lim
t!1Y ðtÞ ¼ 0:

Then WðtÞ decays to zero, i.e., limt!1 W ðtÞ ¼ 0. Here, the
superscript s indicates that bs

1;b
s
2 need not to be uniform

among different sampling intervals.

Proof: See Appendix. &

A. DAET: Linear Case

Consider the linearMAS (4) under the scalable LMI condition

(5).We have the following result for the DAET controller (26).

Theorem 3: Under Assumption 1, denote

c ¼ m1

2�2ðLÞ ;
�Te ¼ 1

2

ffiffiffiffiffi
a1

a2

r

with a1, a2 the same as in Theorem 1. Consider the feedback

gainK ¼ �BTP�1, the coupling gain c � c, and the sampling

interval Ts < �Te, 8s. Then, the MAS (4) reaches consensus

under the DAET controller (26).

Proof: The same notations as in the proof of Theorem 1

will be inherited when no conflict arise. Denote êðtsÞ ¼
ðX� InÞx̂ðtsÞ. Then, the dynamics of the consensus error sys-

tem e follows

_e ¼ ðIN � AÞeþ ðcL � BKÞêðtsÞ
¼ ðIN � Aþ cL � BKÞe

þ ðcL � BKÞð~eþ �ðtsÞÞ; t 2 ½ts; tsþ1Þ: (29)

where �ðtsÞ ¼ colð�1ðtsÞ; . . . ; �NðtsÞÞ. During any interval t 2
½ts; tsþ1Þ, consider the candidate Lyapunov function V1 (7).

Following similar procedure to get (9), we have

_V1 � � m2

2�nðP Þ kek
2 þ �nðP Þ�21

2m2

k~eþ �ðtsÞk2 (30)

provided that c � c. By the first half of the event condition

(27), there holds k�iðtsÞk2 � HiðtsÞ. Thus,

_V1 � � m2

2�nðP Þ kek
2 þ �nðP Þ�21

m2

k~ek2 þ �nðP Þ�21
m2

XN
i¼1

HiðtsÞ:

(31)

Since k~eþ �ðtsÞk � k~ek þ k�ðtsÞk, we can follow a similar

procedure that used to get (11), leading to

k _eðtÞk � �2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
�nðP Þ

p ffiffiffiffiffiffiffiffiffiffiffi
V s
1 ðtÞ

q

þ c�NðLÞ�nðBBTP�1Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

HiðtsÞ
vuut ; (32)

Note that (10) still holds, which allows to write

_V1 �� m2

2�nðP Þ kek
2 þ �nðP Þ�21

m2

T 2
s

2�22�nðP ÞV s
1 ðtÞ þ 2c2�2

NðLÞ�2
nðBBTP�1Þ

XN
i¼1

HiðtsÞ
 !

þ �nðP Þ�21
m2

XN
i¼1

HiðtsÞ

� � a1V1ðtÞ þ 4a2T
2
s V

s
1 ðtÞ þ z

XN
i¼1

HiðtsÞ (33)

where z ¼ 4�2
N
ðLÞ�2nðBBTP�1ÞT2

s

�2
2

a2.
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Next, we claim that there exists a s
 2 N, such that

V s
1 ðtÞ ¼ V1ðtsÞ 8t 2 ½ts; tsþ1Þ; 8s > s
 (34)

We prove the statement by contradiction. If (34) is not true, then

8s0 2 N, one can always find a s1 > s0, such that there exists a
t0 2 ½ts1 ; ts1þ1Þwith V1ðt0Þ > V1ðts1Þ. Note by (31) that

_V1ðts1Þ � � m2

2�nðP Þ keðts1Þk
2 þ �nðP Þ�21

m2

XN
i¼1

Hiðts1Þ: (35)

We consider the following two cases.

Case 1: eðts1Þ ¼ 0. There holds diðts1Þ ¼ ðL � InÞeðts1Þ ¼
0. It follows by the second half of the event condition (27) and

(29) that eðtÞ 	 0, 8t � ts1 , and there exists no such t0 with
V1ðt0Þ > V1ðts1Þ, leading to a contradiction. In fact, in this

case, the consensus problem is solved, the event will be trig-

gered for any agent at any sampled instant, i.e., the DAET

control degenerates to the DATT control.

Case 2: eðts1Þ 6¼ 0. It is clear that the function
PN

i¼1 Hið�Þ
also satisfies the condition (28) (as the number of the agents

are finite). Then for �1 ¼ m2
2

4�2nðP Þ�2
1

keðts1Þk2 > 0, there exists a

s2 2 N, such that 8s > s2, there holds
PN

i¼1 HiðtsÞ < �1.

Let s0 > s2, then s1 > s2. It follows from (35) that _V1ðts1Þ �
� m2

4�nðP Þ keðts1Þk2 < 0, implying that V1 will decrease over a

possibly short time interval from ts1 .

On the one hand, the continuity of V1 guarantees that there

must exist another t00 2 ðts1 ; t0Þ such that: V1ðts1Þ ¼ V1ðt00Þ;
V1ðtÞ � V1ðt00Þ, 8t 2 ½ts1 ; t00�; and _V1ðt00Þ � q > 0 for some q.

On the other hand, provided Ts < 1
2

ffiffiffiffi
a1
a2

q
, (33) guarantees

that _V1ðt00Þ � �a1V1ðt00Þ þ 4a2 T 2
s V1ðt00Þ þ z

PN
i¼1 Hiðts1Þ <

z
PN

i¼1 Hiðts1Þ. Similarly, there exists a s3 2 N, such that

8s > s3, there holds
PN

i¼1 HiðtsÞ < q
z
. Let s0 > s3, then

s1 > s3, which implies that _V1ðt00Þ < q, leading to a

contradiction.

Combing the above two cases, the statement (34) holds true.

Now, we know that there exists a s
 2 N, such that 8s > s
,

_V1 �� a1V1 þ 4a2T
2
s V1ðtsÞ þ z

XN
i¼1

HiðtsÞ 8t 2 ½ts; tsþ1Þ:

Applying Lemma 3 from the sampling instant s
 guarantees the
convergence of V1ðtÞ to zero, i.e., the agents reach consensus. &

B. DAET: Lipschitz Nonlinear Case

Consider the Lipschitz nonlinear MAS (14) under the scal-

able LMI condition (16). We have the following result for the

DAET controller (26).

Theorem 4: Under Assumption 1, denote

c0 ¼ n1

2�2ðLÞ ;
�T 0
e ¼

1

2

ffiffiffiffiffi
a0
1

a0
2

s

with a0
1, a

0
2 the same as in Theorem 2. Consider the feedback

gain K ¼ �BTQ�1, the coupling gain c � c0, and the sam-

pling interval Ts < �T 0
e, 8s. Then, the MAS (14) reaches con-

sensus under the DAET controller (26).

Proof: The proof can be performed by combing the proof

of Theorem 2 with that of Theorem 3. The details are omitted

to avoid repetition. &

Remark 6: Note that the estimate of the maximum sam-

pling interval in the DAET case is half the estimate in the

DATT case. This is essentially due to the need to apply

extra norm inequalities in (30) and (32). Apart from this,

the main difference between the proofs of Theorem 1 and

Theorem 3 is the following: the Lyapunov function is non-

increasing during ½ts; tsþ1Þ and 8s in the DATT case, while

it is non-increasing during ½ts; tsþ1Þ and 8s > s
 for some

s
 in the DAET case, i.e., only when sufficient samplings

are taken. This means that the DAET control allows the

consensus error to grow temporarily (during the sampling

intervals), while suppressing it more and more as the thresh-

old functions decay to zero.

Remark 7: The design of the proposed DAET involves a

class of L1 signals as threshold functions, which is inspired

by [37]. Yet, our analysis is completely different from [37]

since DAET is based on discrete-time communication. The

main idea of the proof of Theorem 3 (and the proof of

Lemma 3) is to generalize the scalable result of Theorem 1

with basic �� d language in mathematical analysis. In prac-

tice, candidates of HiðtÞ in (28) include exponentially

decaying functions or convergent and bounded functions

such as 1
tþ1 , etc. Generally speaking, the faster the threshold

functions decay to zero, the better the convergence, at the

price that more events will be triggered. Finally, we remark

that the agents are allowed to choose their own threshold

function HiðtÞ.
Remark 8: The proof of Theorem 3 shows that as the agents

reach consensus, the DAET control may degenerate to the

DATT control to maintain consensus, which is reasonable. In

fact, many event-based consensus controller in the literature can-

not guarantee the Zeno-free property as the agents reach consen-

sus (as t ! 1) see e.g. [37], [38], [39]. From this perspective,

the proposed DAET control naturally excludes Zeno behavior

and also tries best to do this (with an estimation of the maximum

sampling interval), which is extremely desired in practice.

V. DISCUSSIONS

(On extensions to switching graphs.) All the main results in

this paper including Theorems 1-4 can be extended to MASs

with switching connected graphs after some minor modifica-

tions. For instance, we have the following corollary based

upon Theorem 1:

Corollary 1: Suppose the communication graph is switch-

ing over a finite set of connected graphs fGj; j ¼ 1; . . . ; lg.
Denote

c ¼ m1

2minf�2ðLjÞg ;
�T ¼

ffiffiffiffiffi
a1

a2

r

1518 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 10, NO. 3, MAY/JUNE 2023

Authorized licensed use limited to: TU Delft Library. Downloaded on May 16,2023 at 06:22:25 UTC from IEEE Xplore.  Restrictions apply. 



with

a1¼ m2�1ðP Þ
2�nðP Þ ; a2 ¼ �21�

2
2�

2
nðP Þ

2m2

;

�1 ¼ 2cmaxf�NðLjÞg�nðP�1BBTP�1Þ;
�2 ¼ �nðAÞ þ cmaxf�NðLjÞg�nðBBTP�1Þ:

Consider the feedback gain K ¼ �BTP�1, the coupling gain

c � c, and the sampling interval Ts < �T , 8s. Then, the MAS

(4) reaches consensus under the DATT controller (3).

Similar corollaries can be written down also for Theorems

2-4. In fact, the extension relies on the fact that the Lyapunov

candidate functions are independent of the graph Laplacian

matrix L. More details can be found in e.g. [16], [40].

(On extensions to directed graphs.) All the results in this

work are for leaderless consensus with undirected graphs.

Extension to directed graphs would be possible, provided we

consider a leader-following setting along a similar analysis

as [16]: however, we have preferred to consider the leaderless

consensus setting, which is essentially more complex due to

the lack of a reference leader in the network, as pointed out in

e.g. [41].

(On the parameters of the LMI conditions.) The proposed

DATT and DAET control, along with the estimations of the

maximum sampling interval, rely on agent-lever stabilization

via LMI conditions. Note that different LMI parameters

(m1;m2 in (5) and n1; n2; n3 in (16)) would lead to different con-
trol gains, and thereby different estimations of the maximum

sampling interval. In the linear case, we can write �T ¼
m2

�1�2�nðP Þ
ffiffiffiffiffiffiffiffiffiffi
�1ðP Þ
�nðP Þ

q
. Then, increasing m2 appropriately may lead to

a larger �T , but increasing m2 too much would require a larger

m1 by (5), and then larger �1; �2, finally leading to a smaller �T .
Thanks to the explicit relations derived in Theorem 1-4, these

parameters can be easily optimized via line search, grid search

or other intelligent optimization algorithms. Similar arguments

also apply to the nonlinear case where only one extra parameter

n3 has been introduced to address the nonlinearity.

(On ‘continuously’ monitoring in DAET.) The events (27) in

DAET control indicates that each agent i needs to

‘continuously’ (at every sampling instant, so not truly in a

continuous-time fashion) monitor its neighboring states to

evaluate diðtsÞ. This problem widely exists in continuous

event-triggered consensus [37], [39], and also in periodic

event-triggered consensus [25]. A possible solution to relax

this requirement is to generalize the idea of self-triggered con-

trol in continuous-time case [37], [39] to fit the proposed

framework, which will be addressed in our future work.

VI. NUMERICAL EXAMPLES

We will first present two examples for the linear case and

Lipschitz nonlinear case, respectively. In each example, the

communication graph is a Gilbert random graph GðN; pÞ with
node number N and link probability p 2 ð0; 1Þ [42]. Then, a
third example is provided for comparison purpose. For numer-

ical simulations, Runge-Kutta method with constant step size

0.01 (which can be seen as the lower bound h of the sampling

intervals) is used, and the initial states of the agents are

selected randomly according to a Gaussian distribution with

standard deviation 5.

Example 1: Consider a group of 20 agents interacting over

a Gilbert graph Gð20; 0:5Þ. The dynamics of the agents are sec-

ond-order oscillators where

A ¼ 0 1

�1 0

� �
; B ¼ 0

1

� �
:

Let m1 ¼ 200, m2 ¼ 20, solving the LMI (5) gives

P ¼ 163:6887 �40:0000

�40:0000 163:6887

� �
;

resulting in the feedback gain K ¼ ð�0:0016;�0:0065Þ. The
graph G has �2ðLÞ ¼ 5:8327 and �NðLÞ ¼ 17:6704. Follow-
ing Theorem 1, one gets c ¼ 17:1446 and �T ¼ 0:9328 for the

DATT controller (3). Let c ¼ c and Ts ¼ 0:9. Then, the norms

of the consensus errors eiðtÞ ¼ xiðtÞ � 1
N

PN
j¼1 xjðtÞ are

shown in Fig. 1(left). Note that choosing Ts ¼ 1 > �T pre-

vents the agents from reaching consensus, as shown in Fig. 1

(right). This indicates that the estimated maximum sampling

interval �T is quite tight.

By Theorem 3, we have �Te ¼ 0:4664 for the DAET control-

ler (26) with the same parameters. Let Ts ¼ 0:4 and

HiðtÞ ¼ 5 exp½�0:1t�. The states of the agents are shown in

Fig. 2, and the triggered instants are shown in Fig. 3(only the

agents with even index are shown to make the graph more

readable).

Example 2: The Chua’s circuit network serves widely for

testing chaos synchronization and cooperative control, see e.g.

[5], [43], [44]. Let us consider a network of 100 Chua’s circuit

systems, interacting over a Gilbert graph Gð100; 0:2Þ. The

dynamics of each circuit system is described as (14) with

A ¼
0:5598 �1:3018 0

1 �1 1

0 0:0135 0:0297

0
BB@

1
CCA; B ¼ I3;

and fðxiÞ ¼ ð0:442ðjxi1 þ 1j � jxi1 � 1jÞ; 0; 0ÞT . The Lip-

schitz coefficient is f ¼ 2:9889 [5].
Let n1 ¼ 1000, n2 ¼ 396, n3 ¼ 175, solving the LMI (16)

gives

Fig. 1. Example 1: The consensus error keiðtÞk of 20 networked oscillators
with DATT control under sampling period Ts ¼ 0:9 (left), and Ts ¼ 1 (right).

YUE et al.: DISTRIBUTED APERIODIC TIME-TRIGGERED AND EVENT-TRIGGERED CONSENSUS: A SCALABILITY VIEWPOINT 1519

Authorized licensed use limited to: TU Delft Library. Downloaded on May 16,2023 at 06:22:25 UTC from IEEE Xplore.  Restrictions apply. 



Q ¼
68:5121 �1:5524 0:5079

�1:5524 65:8175 3:1387

0:5079 3:1387 70:4035

0
B@

1
CA;

resulting in the feedback gain

K ¼
�0:0146 �0:0004 0:0001

�0:0004 �0:0152 0:0007

0:0001 0:0007 �0:0142

0
B@

1
CA:

The graph G has �2ðLÞ ¼ 11:0831 and �NðLÞ ¼ 32:5336. Fol-
lowing Theorem 2, one get c0 ¼ 45:1137 and �T 0 ¼ 0:0841 for

the DATT controller (3). Let c ¼ c0 and Ts ¼ 0:08. Then, the
norms of keiðtÞk are shown in Fig. 4(left). Again, the esti-

mated maximum sampling interval is quite tight since choos-

ing Ts ¼ 0:09 > �T 0 prevents the circuit systems from

reaching consensus, as shown in Fig. 4 (right).

From Theorem 4, we have �Te ¼ 0:0421 for the DAET con-

troller (26) with the same parameters. Let Ts ¼ 0:04 and

HiðtÞ ¼ exp½�t�. The evolution of the states of the agents is

shown in Fig. 5, and the triggered instants of the agents with

index 10; 20; . . . ; 100 is shown in Fig. 6.
Example 3: For comparison purpose, let us consider 4

Chua’s circuit systems above interacting over a graph G with

edge set E ¼ fE12; E23; E34; E41; E24g, same as [9]. In this case,

�2ðLÞ ¼ 2 and �NðLÞ ¼ 4. By Remark 5, it should be expected

that a larger �T 0 may be allowed as compared with Example 2.

Let n1 ¼ 600, n2 ¼ 220, n3 ¼ 95, resulting in c0 ¼ 150 and

Fig. 2. Example 1: The states xiðtÞ of 20 networked oscillators with DAET
control under sampling period Ts ¼ 0:4.

Fig. 3. Example 1: The triggered instants of the agents with even index.

Fig. 4. Example 2: The consensus error keiðtÞk of 100 networked Chua’s cir-
cuit systems with DATT control under sampling period Ts ¼ 0:08 (left), and
Ts ¼ 0:09 (right).

Fig. 5. Example 2: The states xiðtÞ of 100 networked Chua’s circuit systems
with DAET control under sampling period Ts ¼ 0:04.

Fig. 6. Example 2: The triggered instants of the agents with index
10; 20; . . . ; 100.
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�T 0 ¼ 0:1190. The simulations under DATT control with c ¼
150, and Ts ¼ 0:11 and 0.12 respectively, are shown in Fig. 7.

It should be noted that even though a larger �T 0 ¼ 0:33 has

been obtained in [9] for exponential consensus, the estimation is

based on much weaker nonlinearities by assuming f ¼ 0:884.
Besides, as mentioned earlier, the input-delay method used

therein may not be scalable to large networks, such as the above

Example 2. More specifically, a total number of 2 N LMIs are

needed with the dimension of decision variables being 12n2 þ
mn in [9, Theorem 1], while only 2 LMIs are needed with the

dimension of decision variables being n2 þ 3 in the proposed

Theorem 2 (Q > 0 and n1; n2; n3 2 Rþ).
To verify Corollary 1, assume the graph is randomly switch-

ing between the original graph G and the ring graph: this may

model a randomly cyber-attack to the specific communication

link E24. While this would not bring differences of our control

strategy as both graphs share the same minimum and maximum

eigenvalues. For comparisons between DATT and DAET, we

first show the DATT consensus error with Ts ¼ 0:11 in Fig. 8

(left), where the communication are triggered 91 times for each

agent during the simulation interval (see Fig. 9). For DAET, to

show the effectiveness of aperiodicity sampling, let Ts ¼ 0:02
when t � 5, and Ts ¼ 0:05 thereafter. Let HiðtÞ ¼ 3 sin 2ðtÞ

ðtþ0:01Þ2 .
The evolution of the consensus errors eiðtÞ is shown in Fig. 8

(right). The triggered instants of the agents with DAET is shown

in Fig. 10. Interestingly, even though DAET has a smaller sam-

pling interval, the events are triggered with a total number of 69,

74, 75, 72 for the four agents during the simulation interval,

without sacrificing the convergence rate: the settling time are

nearly the same. This implies that DAET has the potential of fur-

ther reducing costs of communication and control updates.

Finally, to show the impact of heterogeneous threshold func-

tions, let us modify HiðtÞ ¼ 3 cos 2ðtÞ
ðtþ0:01Þ4 for agent i ¼ f1; 3g in the

above DAET case. Under the same other conditions, the events

are triggered with a total number of 149, 73, 148, 76 for the four

agents (Fig. 11), and the consensus errors are shown in Fig. 12.

As compared with Fig. 8 (right), it can be seen that the heteroge-

neity of the threshold functions leads to larger transient consen-

sus errors, even though there are more events triggered in the

network. This is interesting and actually reasonable since the

agents are not in a same rhythm, i.e., their willingness to commu-

nicate often disagrees with each other.

VII. CONCLUSION

Distributed aperiodic time-triggered and event-triggered

(DATT and DAET, respectively) consensus of linear and

Lipschitz nonlinear leaderless multiagent systems (MASs)

Fig. 7. Example 3: The consensus error keiðtÞk of 4 networked Chua’s cir-
cuit systems with DATT control under sampling period Ts ¼ 0:11 (left), and
Ts ¼ 0:12 (right).

Fig. 8. Example 3 (switching graphs): The consensus error eiðtÞ with DATT
control under sampling period Ts ¼ 0:11 (left), and with DAET control under
Ts ¼ 0:02 when t � 5 and Ts ¼ 0:05 thereafter (right).

Fig. 9. Example 3 (switching graphs): The triggered instants of the agents
with DATT control.

Fig. 10. Example 3 (switching graphs): The triggered instants of the agents
with DAET control.

Fig. 11. Example 3 (switching graphs): The triggered instants of the agents
with DAET control and heterogeneous threshold functions.
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has been studied. First, we established an explicit upper

bound of the maximum sampling interval through an alge-

braic relation involving the Laplacian eigenvalues, stabiliz-

ing gain, and Lipschitz coefficient (for the nonlinear case)

for DATT control. Then, we generalized the DATT control

to DAET control by leveraging a class of L1 signals. The

appealing feature of the proposed method is the scalability

to large networks in the sense that the size of the LMIs to

be solved is independent of the agent cardinality.

There are several future research directions. First, one

may further generalize the framework by considering other

types of nonlinear dynamics, e.g., one-sided Lipschitz

MASs [41]. In this case, it may need extra analysis on

establishing an upper bound of the nonlinear term kðX�
InÞF ðxÞk in (22). Another interesting topic is to introduce

coding-decoding communication protocols (see e.g. [45],

[46]) in current sampled-data based control framework, so

as to model a more realistic digital communication

environment.

APPENDIX

PROOF OF LEMMA 3

Define ~W ðtÞ ¼ W ðtÞ � bs
2

bs
1
W ðtsÞ � 1

bs
1
Y ðtsÞ, t 2 ½ts; tsþ1Þ.

Then, we have

_~WðtÞ � �bs
1
~W ðtÞ; 8t 2 ½ts; tsþ1Þ;

which guarantees that

_~W ðtÞ � ~W ðtsÞ exp½�bs
1ðt� tsÞ�; 8t 2 ½ts; tsþ1Þ:

Back to the originalW ðtÞ, the above equation indicates that

_W ðtÞ � W ðtsÞ exp½�bs
1ðt� tsÞ�

þ ðbs
2WðtsÞ þ Y ðtsÞÞ

Z t

ts

exp½�bs
1ðt� tÞ� dt

¼ W ðtsÞ bs
2

bs
1

ð1� exp½�bs
1ðt� tsÞ�Þ þ exp½�bs

1ðt� tsÞ�
� �

þ Y ðtsÞ
Z t

ts

exp½�bs
1ðt� tÞ� dt 8t 2 ½ts; tsþ1Þ:

Then, due to the continuity ofW ðtÞ, there holds

W ðtsþ1Þ ¼ lim
t!t�

sþ1

W ðtÞ � %sW ðtsÞ þ &sY ðtsÞ;

where %s ¼ bs
2

bs
1
ð1� exp½�bs

1Ts�Þ þ exp½�bs
1Ts�, and &s ¼R tsþ1

ts
exp½�bs

1ðtsþ1 � tÞ� dt. Now, provided Ts � h > 0
and bs

1 > bs
2 > 0, it is clear that 0 < %s < 1, and 0 <

&s < 1
bs
1
. Note that W ðtÞ and Y ðtÞ are both nonnegative, we

have

W ðtsþ1Þ � %sW ðtsÞ þ &sY ðtsÞ < W ðtsÞ þ 1

bs
1

Y ðtsÞ:

Since ts ! 1 as s ! 1, the condition limt!1 Y ðtÞ ¼ 0
guarantees that 8" > 0 and 8p 2 N, 9 s
 2 N, such that

8s > s
, there holds Y ðtsÞ <
bs
1
p ". Thus,

W ðtsþ1Þ < WðtsÞ þ "

p
8s > s
 (36)

which implies that

jW ðtsþpÞ �W ðtsÞj < " 8s > s
:

The above analysis is the Cauchy’s convergence criterion for

the seriesW ðtsÞ, which proves the existence of a limitW ð1Þ.
Taking the limit of s to infinity in (36) gives

W ð1Þ < W ð1Þ þ "

p
:

As " can be arbitrarily small and p arbitrarily large, we con-

clude thatW ð1Þ ¼ 0. The proof is completed.
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