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#### Abstract

Increased levels of user control in learning systems is commonly cited as good AI development practice. However, the evidence as to the effect of perceived control over trust in these systems is mixed. This study investigated the relationship between different trust dimensions and perceived control in postgraduate student burnout support chatbots, and modelled the moderating factors therein. We present an in-between subject controlled experiment using simulated therapy-goal learning to study the effect of perceived control (as manipulated by feedback incorporation) on perceived agent benevolence, competence, and trust. Our results showed that perceived control was moderately correlated with benevolence ( $r=0.448, B F_{10}=7.150$ ), and weakly correlated with competence and trust.


## CCS CONCEPTS

## - Human-centered computing $\rightarrow$ Empirical studies in HCI.

## KEYWORDS

trust modelling, percieved control, human-in-the-loop, chatbots
ACM Reference Format:
Chadha Degachi, Mohammed Al Owayyed, and Dr. Myrthe Tielman. 2023. Trust and Perceived Control in Burnout Support Chatbots. In Extended Abstracts of the 2023 CHI Conference on Human Factors in Computing Systems (CHI EA '23), April 23-28, 2023, Hamburg, Germany. ACM, New York, NY, USA, 10 pages. https://doi.org/10.1145/3544549.3585780

## 1 INTRODUCTION

eHealth solutions have appeared in recent years hoping to bridge the gap between individuals and mental health services, reaching a population not currently served by in-person support. Unlike traditional approaches, eHealth solutions offer greater scalability, lower cost, anonymity, and resource equity [ 6,62 ]. With rising trends in mental health issues among university students [35, 39, 46] such systems have become vital, especially given the outbreak of the COVID-19 virus and subsequent pandemic [4, 56]. Among these rising mental health issues is burnout [ $3,47,58$ ], a psychological syndrome in which an individual suffers emotional exhaustion, depersonalization, and reduced personal accomplishment [37]. eHealth systems do have their drawbacks however, they tend to suffer from attrition, i.e., the loss of user engagement over time

[^0][ $7,12,45]$. One method of increasing engagement is the use of chatbots [45]. Chatbots have a long history in mental health care, where they can mimic the support of healthcare professionals, thereby fostering a stronger sense of accountability in users, and promoting engagement [41, 45].

We investigated trust in post-graduate student burnout support chatbots. Trust is a key aspect not only of human-chatbot interactions, but also of human-therapist interactions [34, 49]. In the field of human-computer interaction (HCI), its most common dimensions are benevolence (the confidence that one's wellbeing will be protected by the trustee $[19,26]$ ) and competence (confidence in the trustee's skill level $[19,26])$. Improvement along those dimensions creates more positive interactions with technology [38], while maintaining steady relationships with intelligent systems [63].

Many factors influence trust, thus, though we focused on perceived control as manipulated by feedback incorporation in this study, we also modelled possible moderating factors in the trustcontrol relationship. The evidence as to the exact effect of control over an interaction with an intelligent system is mixed. In some cases, allowing users to correct mistakes made by the system was seen to improve user trust [ $20,54,55]$, but in others, the opposite is true [24]. Nonetheless, allowing the user some degree of control over intelligent systems remains a recommended 'best-practice' in industry standards [1, 17, 18]. Such discord further motivates the development of a more nuanced understanding of perceived control. Given this, we propose the following research questions:
(1) RQ1: How does allowing the user to feedback the agent's predictions affect their perception of its benevolence?
(2) RQ2: How does allowing the user to feedback the agent's predictions affect their perception of its competence?
(3) RQ3: What factors moderate the relationship between different trust dimensions and perceived control?
To answer these questions, we designed a prototype of a therapy-goal-generating empathetic chatbot. While the chatbot was presented to participants as able to learn goals from conversation, goal formulation was simulated using an abbreviated clinical burnout inventory. We chose goals as the locus of exercising control as goal-setting and goal-alignment are vital activities when establishing trust in client-therapist relationships [25, 43], as well as when motivating and sustaining behavioural change in users [36]. Users exercised control over the chatbot by accepting, rejecting, or correcting the goals it recommended.

## 2 RELATED WORK

Lee and See [32] define trust in automation as "[the belief] that an agent will help achieve an individual's goal in a situation characterized by uncertainty and vulnerability". Along with benevolence and competence [26], further dimensions such as reliability and utility [23] emerge in human-computer trust. As for perceived control, we
define it as the perception of directly altering system behaviour, models, or outcomes. This definition derives from human-in-theloop machine learning (IML). In IML, users influence model behaviour, most commonly by labelling data points presented to, or selected by, them [59]. The effect of this feedback incorporation technique on perceived control, and by extension trust, is not extensively studied, and studies that address this issue contradict in their findings.

Gutzwiller and Reeder [20] and Smith et al. [54] investigated this relationship in unmanned vehicles and topic modelling respectively, concluding that control via feedback incorporation was positively correlated with trust. In the first study, researchers found that participants not only trusted and preferred the IML regardless of interaction level, but were also able to recognize them as such when compared to other systems. In [54], researchers noted that participants seemed to even overtrust the system. On the other hand, using a simulated face detection model, Honeycutt et al. [24] found correcting the system to be negatively correlated with trust and perception of accuracy, regardless of whether the model improved in accuracy after feedback. Nonetheless, the authors still pointed out that users have shown a higher willingness to use imperfect systems when they were able to correct them [11]. We further note that users may also value systems more if they participated in their training [42]. Moreover, in human teams, feedback provision and incorporation improves the perceived fairness of team decisions and trust in the decision-making process [29, 61]. Of these studies, both Honeycutt et al. [24] and Smith et al. [54] choose to select non-expert end-users as their participant pool, contrasting their choice with the more common choice of developers or annotators. Similarly, we were also motivated to involve the real-world use case of student burnout, especially as it allowed us to incorporate the elements of vulnerability into the system-user interaction that are vital to trust formation.

Comparison across these studies is somewhat hindered as they do not employ the same scale for measuring trust, nor do they employ granular measures of trust as we have. However, Honeycutt et al. [24] do invoke themes of competence in their discussion, speculating whether the negative impact on trust was due to the action of system correcting embedding system mistakes more deeply in the users' memory than its successes. Thus, within the context of the postgraduate student population, we propose the following hypotheses:
(1) H1: Increased perceived control has a positive correlation with perceived benevolence.
(2) H2: Increased perceived control has a negative correlation with perceived competence.

Studies have modelled trust in HCI more completely by considering the moderating factors that affect its relationship to other variables, e.g. avatar familiarity with the "uncanny valley" effect [57]. To our knowledge, the perceived control and trust relationship has not been likewise studied. We instead look into factors known to affect trust, and investigate them as suspected moderators. Humanness, the unconscious attribution of human characteristics to artificial agents, has been linked to willingness to establish common ground with agents [8], and human-agent trust [14]. Closeness, the sense of social intimacy with another, is a part of therapeutic
alliance and may be linked to user engagement [30]. Similarly, usability and trust have been linked across domains [50,51]. Lastly, Attitude towards AI [52], an emerging concept distinct from technology acceptance [9], but which also likely affects trust in a similar capacity [44].

## 3 METHODOLOGY

This study investigated the relationship between perceived control and different dimensions of trust in burnout support chatbots, as well as its moderating factors, using a simulated therapy-goal learning chatbot and feedback incorporation. We follow an in-between subject controlled experiment to avoid biasing the user's impression of the bot.

### 3.1 Participants

Over two weeks, 109 participants were recruited for this experiment using 'snowball' recruitment. The inclusion criteria demanded participants be over 18 , currently attending a university, or a recent graduate, and comfortably proficient with the English Language. Of those participants, 35 submitted the study questionnaire for analysis, completing the study. Participants who started the questionnaire but did not submit were ignored in our analysis. Participants were not screened for clinical burnout, but assumed to experience some level of stress in their day-to-day life as students. Our sample pool consisted of $63.33 \%$ female participants, $33.33 \%$ male, and $3.33 \%$ otherwise identifying. Of those, $36.67 \%$ were undergraduate students, $30 \%$ postgraduates, and $33.33 \%$ recent graduates. Only $10 \%$ of participants reported their technical skills to be below average on a five-point scale.

### 3.2 Measures

Two measures form the core of this study; the Human-Computer Trust scale [19] measuring the aforementioned trust dimensions (benevolence, competence, perceived risk, and general trust), and the Yu [64] scale for measuring perceived control. Gulati et al. [19] propose a twelve item, five-point Likert scale measure, while the Yu [64] scale consists of five bipolar items (1: Favours item on the left, 7: Favours item on the right). Items measuring perceived risk in Gulati et al. [19] were excluded from this study. Our suspected moderating factors are measured as follows:

- Usability, via the UMUX-LITE [33], which is a two-item, seven-point, Likert scale.
- Humanness or Mindless Anthropomorphism from Kim and Sundar [28] measuring the unconscious attribution of human characteristics to artificial agents, such as likability. This scale consists of a four-item, ten-point (very poorly to very well) survey.
- Closeness via the Inclusion-of-the-Other-in-the-Self (IOS) [2] scale, a single-item, pictorial, measure. The IOS depicts seven sets of circles of varying degrees of overlap, correlating to degrees of relationship intimacy.
- Attitude Towards AI, via two, five-point Likert scale, items. We borrow these items from the twenty item questionnaire proposed by Schepman and Rodway [52].


### 3.3 Procedure

First, all participants filled out informed consent forms and demographic data surveys. Next, attitude towards AI systems data was collected. Participants were then randomly split into control and experimental groups, where they had one conversation with the chatbot prototype as it suggested three therapeutic goals to them. The control group was unable to correct the chatbot when it was mistaken, only accept or reject them, while the experimental group was. The bot proposed goals to users in the following pattern: irrelevant goal, most relevant goal, irrelevant goal. Goal relevancy was calculated based on the user's answers to an abbreviated version of the Oldenburg Burnout Inventory [10] and was not learned from conversation as presented to the user. The system thus showed some signs of improvement after it has been corrected, but did not give the impression that it could learn perfectly from one piece of feedback. During the post-test, participants completed all remaining measures and answered short-answer questions regarding their experience. The task lasted $25-35$ minutes. All data were collected via an online survey hosted on Qualtrics. Study procedures were approved by the TU Delft Human Research Ethics Committee (application number: 2005).

The chatbot was developed specifically for this experiment using the framework Rasa ${ }^{1}$ and trained on conversation samples created by the primary author. We note that during data collection, we enacted a change to the chatbot's behaviour. The conversational branches were pruned so that the model classified intention more consistently. Issues with intent misclassification persisted after this change, but seemed to be less severe. Before this change we had recruited 19 participants (Control: 4, Experiment: 15), the remaining participants were recruited afterwards. We expect this change made it more likely for participants to have been able to complete the requisite bot interaction before moving on to the post-test survey, but would not have affected their perception of system usability, since the issue was not eliminated.
2
Oh, it seems I have made a
mistake! What goal did you have
mistake! What goal did you have
in mind:
M : That must be frustrating!
M : Ok, based on our conversation, I think you
want to work on being a tidier person, does that
sound right to you?
User: Actually, I had something else in mind
being more aware and
present
taking more time to read
M : Oh, it seems I have made a mistake! What goal did you have in mind? [button: being more read] read]
the likelihood of our models, and, to some extent, adapt to our small sample size [40, 48].

### 4.1 Does feedback incorporation affect perceived control?

The first step of our analysis was a manipulation check. By comparing perceived control across our experimental and control groups, we verified whether withholding the ability to feedback goals affected participants' sense of control. Users who had trouble completing the conversational flow with the bot, and therefore only saw one or no goal(s) throughout the interaction, were excluded because they did not interact with the goal suggestion feature enough. Of our 35 participants, this excluded 11, for a total of 24 responses, with a further response excluded for missing data. However, it is worth noting that users may have underreported how many goals they saw throughout the conversation, but as we did not log conversations we cannot correct for this. We split our data on experimental group, so that we had 12 participants in control, and 11 in experiment. We then compared the two group's mean perceived control using an independent samples Bayesian $t$-test with the default prior $=0.707$ which returned a Bayes Factor $\left(B F_{10}\right)$ of 0.985 . With a $B F_{10}=0.985$, observing the data we do is 0.985 time more likely to occur under our model (where perceived control was higher in the experimental group) than the alternative, null, model. Thus, the relationship was anecdotal [27].

### 4.2 How does perceived control affect trust?

Since the relationship between the experimental group and perceived control was anecdotal, we did not study differences in trust between the participant groups. Thus, we cannot claim any change in trust levels was a result of feedback incorporation. However, since we are interested in perceived control in general, whether it arises from technical issues, design choices, or our experiment, we should investigate the effects of this variable on trust. Thus, the previously excluded users were reintegrated into the analysis pool from this point onwards. We used Bayesian correlation to investigate the relationship of perceived control with benevolence, competence, and general trust directly, with a prior width of $\frac{1}{3}$ [53]. For prior distribution, we used a Cauchy distribution centred around $d=0.45$ [53], since based on prior literature [20, 24], we expected to observe a medium-size Cohen's $d$ effect. Of our 35 participants, two were excluded for missing data. The correlation analysis showed moderate [27] evidence for an influence of perceived control over benevolence with $r=0.448, B F_{10}=7.150$. Evidence for this relationship remained in the moderate range across all priors (see Figure 2). The exact effect size in this relationship was fairly uncertain; bound with $95 \%$ confidence between $0.082-0.630$. Meanwhile, competence ( $r=0.291, B F_{10}=1.232$ ) and general trust ( $r=0.222, B F_{10}=0.749$ ) only exhibited anecdotal evidence towards a correlation with perceived control. Thus, our data offers support towards H1, but not H2.


Figure 2: Bayesian Pearson Correlations: Perceived Control \& Benevolence

### 4.3 Do other factors moderate the trust-perceived-control relationship?

To answer RQ3, we studied the effects of moderating factors on the relationship between perceived control and each trust dimension using Bayesian linear regression. One such moderation model (benevolence-perceived-control) is seen in Equation 1. This analysis was performed using a beta binomial model prior of $a=3, b=3$ [53] [5].

$$
\begin{array}{r}
\text { benevolence }=\beta_{0} \cdot \text { control }+\beta_{1} \cdot \text { closeness }+\beta_{2} \cdot \text { humanness } \\
+\beta_{3} \cdot \text { attitude }+\beta_{4} \cdot \text { usuability }+\beta_{5} \cdot(\text { control } * \text { closeness }) \\
+\beta_{6} \cdot(\text { control } * \text { humanness })+\beta_{7} \cdot(\text { control } * \text { attitude }) \tag{1}
\end{array}
$$

$$
+\beta_{8} \cdot(\text { control } * \text { usuability })+\epsilon_{i}
$$

Usability, humanness, and closeness had little moderating effect on the relationship between perceived control and benevolence, all exhibiting less likelihood to be included in a predictive model of benevolence than perceived control $\left(B F_{\text {inclusion }}<0.745\right)$. Meanwhile, the interaction effect of perceived control and attitude towards AI exhibited a higher likelihood of inclusion than perceived control alone $\left(B F_{\text {inclusion }}=1.117>0.745\right)$. This interaction was also the only one which was included within the top five predictive models of benevolence (See highlight in Table 1).

Interestingly, the top benevolence model relied on closeness alone as a predictor, with posterior odds of $P(M \mid$ Data $)=0.084$. However, the model (highlighted in Table 1) which does contain perceived control (as well as humanness and attitude towards AI), though of lower posterior odds, has 3.093 times the likelihood of co-occurring with our observed data, than a model containing only closeness [60]. If we use frequentist multiple linear regression to compare these two models, we see that the latter achieves higher $R^{2}(0.645>0.361)$ and adjusted $R^{2}(0.588>0.341)$, as well as lower root mean squared error (RMSE) $(0.610<0.812)$. Thus, the model containing perceived control, humanness, and attitude towards AI is a better fit over our data [21].

We repeat this analysis with general trust and competence as our dependent variables. No moderating effects emerged. In the case of competence, the best predicting model combined closeness and usability $\left(P(M)=0.011, P(M \mid\right.$ data $)=0.238, B F_{M}=28.524, B F_{10}=$ $\left.1, R^{2}=0.654\right)$. As for general trust, it was best predicted by combining attitude towards AI and usability $(P(M)=0.011, P(M \mid$ data $)=$ $\left.0.147, B F_{M}=15.707, B F_{10}=1.580, R^{2}=0.586\right)$. The model of competence achieved an $R^{2}=0.591$, an adjusted $R^{2}=0.564$, and an
$R M S E=0.666$. As for trust, the model achieved an $R^{2}=0.570$, an adjusted $R^{2}=0.543$, and an $R M S E=0.685$.

### 4.4 How do users feel about providing feedback?

Of our 35 participants, 31 answered the questions on perceived changes in accuracy, and 29 addressed the importance of goal correcting capability. We qualitatively analysed the first third of these responses to create our initial codebook, then refined and finalized it with the remaining responses [16]. Selective coding was used to cluster granular codes.
4.4.1 Did users think their feedback improved the system? Of the 25 participants who indicated whether they felt the chatbot's recommendations improved throughout the conversation when answering this question, $52 \%$ said Yes, $44 \%$ No, and $4 \%$ were Neutral. Thus, more users felt their feedback was effectively incorporated into the chatbot than not, citing factors such as supportiveness, adaptation, and competence ("Yes, M came up with [the] right conclusions"). On the other hand, some participants (45.5\%) who disagreed also cited competence as a key influence over their perception of model accuracy. Similarly, the remaining neutral responses referenced both competence and adaptation, such that participants felt the system did adapt to their responses but did not prioritize its recommendations well. Participants who did not address the question of accuracy fluctuations in their answers instead discussed technical issues they encountered, including failing to understand user input.
4.4.2 Did users want to provide feedback? In terms of the capacity to edit goals, $76.9 \%$ ( 20 out of 26 ) of participants wished for, or appreciated, this feature, while $19.2 \%$ were not interested, and $3.8 \%$ were neutral. Of the participants who were not interested in goal correcting, only one explicitly discusses this feature as "[...] too much trouble". Otherwise, participants desired this opportunity for increased autonomy "Yes, it would make it more customisable and relevant to me" and possibly for improved chatbot performance.

## 5 DISCUSSION

The goal of our first two research questions, RQ1 and RQ2, was to investigate whether providing feedback to an intelligent system would affect a user's perceived benevolence, competence, and general trust. We expected that participants who were able to correct the goals proposed to them by the chatbot, instead of simply accepting or rejecting them, would feel a greater sense of system benevolence ( $\mathbf{H} \mathbf{1}$ ), but have a lower perception of its competence (H2). In RQ3, we aimed to model the moderating factors which affect the trust-perceived-control relationship. In this study, our manipulation of perceived control via goal correcting and feedback incorporation was ineffective. Given the sense of confusion among participants in the feedback received, we expect this was due to perceived control being too strongly affected by other aspects of the system, such as intent misclassification, to be manipulated through goal correcting. However, by divorcing the method through which we achieve variance in perceived control from said variance, we were still able to address our hypotheses. The downside in this case is that we are limited in our ability to compare to previous studies we found who, in all but one case (Smith et al. [54]), did not actually measure perceived control. Thus, such studies analyse the

Table 1: Comparison of the 5 best models of the benevolence-perceived control relationship

| Models | $\mathrm{P}(\mathrm{M})$ | $\mathrm{P}(\mathrm{M} \mid$ data $)$ | $\mathrm{BF}_{M}$ | $\mathrm{BF}_{10}$ | $\mathrm{R}^{2}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Closeness | 0.027 | 0.084 | 3.302 | 1.000 | 0.428 |
| Closeness + Attitude | 0.011 | 0.053 | 5.089 | 1.568 | 0.511 |
| Humanness + Closeness | 0.011 | 0.048 | 4.595 | 1.423 | 0.506 |
| Per. Cont. + Humanness + Attitude | 0.005 | 0.043 | 10.006 | 3.093 | 0.633 |
| + Per. Cont. * Attitude | 0.006 | 0.042 | 7.224 | 2.240 | 0.576 |
| Humanness + Closeness + Attitude | 0.0 |  |  |  |  |

relationship between a tangential, but not identical, independent variable (feedback incorporation) and trust [20, 24], where we study perceived control and trust.

### 5.1 How does perceived control affect trust?

We observed that perceived control was moderately, positively, correlated with benevolence with a Pearson's $r=0.448$ [27], and anecdotally correlated with general trust and competence. This result lends support for hypothesis H1 that increased control would cooccur with increased benevolence, though not $\mathbf{H} 2$. One possibility is that the relationship between perceived control and benevolence is the sole reason studies have seen a positive correlation between trust and interactivity in learning systems. While incorporating user feedback into a system may or may not communicate ability on behalf of said system, it does communicate a certain sense of fairness within the human-agent team, similar to that in human teams [29, 61], an element which is closely related to benevolence [22]. On the other hand, perceived control could exhibit a stronger relationship with general trust and competence given a larger dataset. In fact, we expect this would be the case since if only benevolence is tied to control via feedback incorporation, then it does not follow that trust should decrease with feedback as was seen in Honeycutt et al. [24].

### 5.2 Do other factors moderate the trust-perceived-control relationship?

Attitude towards AI was as a key moderator in our analysis, answering RQ3. It was the only factor which influenced benevolence and moderated the relationship between benevolence and perceived control. We can see how such a connection came to be; if a user mistrusts intelligent systems, gestures of benevolence such as feedback solicitation may be viewed as manipulative. If a user is overly positive towards automation, they may place too much emphasis on interactivity and attribute unearned benevolence to the agent, leading to misaligned trust. This is an important finding as attitude towards AI can be understudied in trust modelling compared to acceptance of technology [9].

Surprisingly, closeness emerged as an important predictor of perceived competence. Possibly, users who felt closer to the agent were more likely to overlook mistakes or technical issues during the interaction. Such a relationship is another example of misaligned trust. The user may overestimate the system's capability due to an overly intimate reading of their relationship, or underestimate it because they do not feel close enough. While this is already an issue as over- and under- trust can lead to inappropriate use
of intelligent systems [31, 32], it is also an issue because it may encourage developers to maliciously drive up user-agent closeness without improving actual system capability.

### 5.3 How do users feel about providing feedback?

In both our study and Honeycutt et al. [24], users are confident that their feedback was incorporated into the model. Honeycutt et al. [24] interpret this perception of feedback usage as following from the capacity to provide feedback. We suspect the same, simply allowing the users to reject goals likely impacted their sense of model adaption over time. Similarly, we see a strong desire for feedback incorporation among the users. Though our results indicated goal correcting did not have a strong effect on users' perceived control, it seems that users' nonetheless valued this feature greatly. Since users associated feedback incorporation with concepts of autonomy, and customization, it follows that it should be so valued, and their inclusion would be a justified design strategy [17, 18].

## 6 LIMITATIONS

Firstly, the small sample size, and limited demographic, restricted our ability to generalize our findings to other populations. When investigating a medium size effect using an in-between subject design frequentist power analysis [13] and Bayesian sample-size literature [15] indicate a population in the range of $154<n<216$ would be best, a population larger than recruited in this study. Second, we note the subjectivity in detecting chatbot mistakes in this setting. Though we may have formulated them as irrelevant or relevant, goal recommendations were not always be read thus by the user. Therefore, not every user, even controlling for the number of goals seen, observed the same ratio of hits and misses in their interaction. Since we chose to perform most of our analysis directly on the correlations of perceived control and trust, this variance was not as concerning as it would have otherwise been. Lastly, the nondeterministic nature of our chatbot was an uncontrolled source of mistrust at points. Users had to handle issues of misunderstanding, without researcher involvement, which could have affected their view of the system. As user-agent conversations were not recorded, we could only estimate when these failures occurred based on the answers to our survey.

## 7 CONCLUSIONS

In this study, we found increased perceived control in burnout support chatbots to positively impact perceived agent benevolence, while perceived competence and general trust in the agent were not likewise affected. We had hoped to study these variables through
the use of feedback incorporation, but effects of this manipulation were non-significant. Though this might have affected our capacity to comment on feedback incorporation and interactivity as a design choice, our users also made clear these features were desired. We also produced multifactor models of different trust components, highlighting attitude towards AI and closeness as two key influences. Through these models, we pinpointed several points in user-agent interactions where misaligned trust could occur. Thus, we propose that the role of perceived control should be a more prominent aspect of future Human-AI interaction studies, and emphasize the need to understand the mechanics of trust in interactive learning more thoroughly.
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## A APPENDIX: MODIFIED QUESTIONNAIRE: PERCEIVED CONTROL

This scale was developed to measure control in intelligent-systemuser interaction. Where Yu [64] used the consistency of interaction rhythm in mixed initiative chatbots to manipulate sense of control, we used feedback incorporation. Therefore, the statement $I$ was controlling the pace was rewritten as I was controlling M's understanding of me. Moreover, while the original version used the statement The software intended to challenge me to convey feelings of frustration with an inconsistent system, we used $M$ intended to complete its own task to better align with the kind of impression a negative interaction with a supposedly adaptive system would invoke.

- How did you feel during the task?
- $M$ adapted to me (1) - I adapted to $M(7)$.
- I was controlling M's understanding of me (1) - M was controlling its understanding of me (7).
- $M$ intended to help me (1) - $M$ intended to complete its own task (7).
- I felt relaxed during this interaction (1) - I felt stressed during this interaction (7).
- I felt confident using this system (1) - I felt unconfident using this system (7).


## B APPENDIX: SELECTED ITEMS

 QUESTIONNAIRE: ATTITUDE TOWARDS AI- How interested are you in using artificially intelligent systems in your daily life? Not interested at all (1) Extremely interested (5)
- How do you feel about the use of artificially intelligent systems becoming more common? Extremely negative (1) Extremely positive (5)


## C APPENDIX: OPEN ANSWER QUESTIONNAIRE

- Do you think M's goal recommendations improved over the course of your conversation? Why?
- Did you feel the ability to change the suggested goals was important to you? Why?
- What affected your sense of trust in $M$ the most?


## D APPENDIX: CODEBOOK

Table 2: Experiment Study Codebook with Descriptions and Examples

| Code | Description | Examples | Category | Count |
| :---: | :---: | :---: | :---: | :---: |
| supportiveness | Includes references to mental health support capacity such as sense of care. Many emotion words are seen in this code (warm, calm, hope, cold, abrupt). Can be high or low. | As a bot it is unable to judge and I don't feel the pressure of talking to a real person | Function | 15 |
| competence | Relates to correctness of behaviour and technical capability as a system and a chatbot. Dimensional, can be high or low. Different from ease-of-use-disorientation scale in that it does not focus on technical bugs. | Yes, because the bot does not necessarily understand what I'm saying, so it's very useful to be able to correct it | Function | 27 |
| benevolence | Relates to friendliness, good-intention, and care afforded the user by the system. Dimensional, can be high or low. Different from supportiveness as it is not intrinsically tied to system functions. | The responses were professional and friendly | UX | 7 |
| ease-of-use | References to speed, directness, ease-of-use, or conciseness as perceived by the user. Not dimensional. Low ease-of-use is in disorientation. | No because [goal correcting]'s too much trouble | Function | 1 |
| disorientation | Technical or conceptual difficulties creating unclear expectations for users. Can be in regard to the prototype itself or to the study design. Not dimensional. Low disorientation is in ease-of-use. | She didn't understand my goal at first, so I had to go over the same conversation again | Function | 14 |
| autonomy | References to editing, choosing, personalizing or controlling aspects of the systems whether desired, praised, or unhelpful. Can be high or low. | Yes, [goal correcting] gave a freedom of choice, the control is in my hands | UX | 14 |
|  |  |  |  | continu |


| adaptation | References to changing behaviour on the part of M over the course of the interaction. Dimensional. Can be high (adaptive) or low (failure to adapt). | Yes, it went from completely generic to somewhat personalized | Function | 9 |
| :---: | :---: | :---: | :---: | :---: |
| attitude to AI | References to users' preexisting conceptions and expectations of AI. Dimensional. Can be high (positive attitude) or low (negative attitude). | Personally, I do not trust a system like $M$ very much. Not because I consider it to be hostile in some way (though I might if this was provided by an insurance company), but because it is rather transparently a chatbot. I don't generally trust systems like these because they can break easily. | UX | 3 |
| appropriateness | Includes references to M's capacity to understand, and respect, relationship boundaries. Similarly, the suitability of the prototype to its purpose and context. Can be low (inappropriate) or high (well suited). | "[...]. Also, when burnt out, the last thing I want to do is add the additional stress of learning a new language." | UX | 4 |
| no improvement | The participant explicitly states they perceived no improvement in chatbot recommendation accuracy. | No, I did not understand why things where suggested | Function | 11 |
| neutral on improvement | The participant explicitly states they don't know whether the chatbot recommendation accuracy improved. | Hard to say. The goals were definitely taking the stock answers into account, but it weighted the desire to learn new things over feeling unable to cope with studies and suggested learning a new language on top of study pressures. I think it could have prioritised getting on top of studies instead of trying to add something else to the pile | Function | 1 |
| improvement | The participant explicitly states they perceived an improvement in chatbot recommendation accuracy. | Yes, $M$ understood my needs better | Function | 13 |
|  |  |  |  |  |


| explainability | Relates to the understanding of M's motivations, internal workings, and reasoning. Largely expressed as the desire to understand or the inability to understand. | I dont know what information is in M and what the recommendations are based on. | UX | 3 |
| :---: | :---: | :---: | :---: | :---: |
| usefulness | References to the usefulness of the prototype and its tools to the user. Can be low (useless) or high (useful) | Asking for another suggestion would have been useful, definitely. [...]. | Function | 5 |
| neutral on correcting | The participant explicitly states they are neutral on the incorporation of ting in their experience with M. | This may have been helpful just to get a better idea of the scope of goals M has to recommend, rather than going through them one by one, but i personally didn't mind [...]. | Function | 1 |
| no correcting | The participant explicitly states goal correcting was not or would not be important to their experience with M. | No because [goal correcting]'s too much trouble | Function | 5 |
| want correcting | The participant explicitly states goal correcting was or would be important to their experience with $M$. | Yes, [the goals] would make it more customisable and relevant to me | Function | 20 |
| external context | References to the context in which the prototype is used, in this case a research study. | [What most affected my trust in M was that] It has academic support. | UX | 2 |
| privacy | Includes explicit references to data privacy concerns by participants. | [...] M itself didn't assure me that our conversation would be private. If we removed the context of this being a study that would definitely affect my sense of trust for it | UX | 1 |
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