
 
 

Delft University of Technology

Tacit Knowledge Elicitation for Shop-floor Workers with an Intelligent Assistant

Kernan Freire, Samuel; Wang, Chaofan; Ruiz-Arenas, Santiago; Niforatos, Evangelos

DOI
10.1145/3544549.3585755
Publication date
2023
Document Version
Final published version
Published in
CHI 2023 - Extended Abstracts of the 2023 CHI Conference on Human Factors in Computing Systems

Citation (APA)
Kernan Freire, S., Wang, C., Ruiz-Arenas, S., & Niforatos, E. (2023). Tacit Knowledge Elicitation for Shop-
floor Workers with an Intelligent Assistant. In CHI 2023 - Extended Abstracts of the 2023 CHI Conference
on Human Factors in Computing Systems Article 266 (Conference on Human Factors in Computing
Systems - Proceedings). Association for Computing Machinery (ACM).
https://doi.org/10.1145/3544549.3585755
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3544549.3585755
https://doi.org/10.1145/3544549.3585755


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Tacit Knowledge Elicitation for Shop-floor Workers with an 
Intelligent Assistant 

S. Kernan Freire
Delft University of Technology 

Delft, The Netherlands 
s.kernanfreire@tudelft.nl

S. Ruiz-Arenas
Universidad EAFIT 
Medellin, Colombia 
sruizare@eaft.edu.co 

ABSTRACT 
Many industries face the challenge of capturing workers’ knowl-
edge to share it, particularly tacit knowledge. The operation of com-
plex systems such as a manufacturing line is knowledge-intensive. 
Considering this knowledge’s breadth and dynamic nature, existing 
knowledge-sharing solutions are inefcient and resource intensive. 
Conversational user interfaces are an efcient way to convey infor-
mation that mimics how humans share knowledge; however, we 
know little about how to design them specifcally for knowledge 
sharing, especially regarding tacit knowledge. In this work, we 
present an intelligent assistant that we have developed to support 
the elicitation of tacit knowledge from workers through systematic 
refection. The system can interact with workers by voice or text 
and generate visualizations of shop foor data to support refective 
prompts. 

CCS CONCEPTS 
•Human-centered computing → Empirical studies in HCI;
Interactive systems and tools; Natural language interfaces.

KEYWORDS 
intelligent assistant, chatbots, tacit knowledge, systematic refec-
tion, industry 5.0, human-centered AI, knowledge sharing 
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1 INTRODUCTION 
Efective knowledge management can signifcantly impact frm 
performance [12]. Tacit knowledge, which can be classifed into 
cognitive and technical dimensions, plays a crucial role in this 
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process. Whereas the technical dimension is the people’s know-
how (i.e., technical skills), the cognitive dimension includes the 
mental models, beliefs, and values that infuence how people per-
ceive the world [28], and the cognitive dimension resides in mem-
ory/cognitive processes; It is associated with hunches and intu-
ition [38]. While it is relatively straightforward to describe explicit 
knowledge, tacit knowledge is difcult to express or codify and is 
often acquired through experience and practice [32]. Tacit knowl-
edge is not homogeneous; It has explicit components that can be 
articulated and codifed [15]. Nonaka and Takeuchi [32] make a 
distinction between expressible tacit knowledge and inexpressible 
tacit knowledge. The expressible part of the know-how includes 
recipes and formulas, rules of thumb, and tricks of the trade, among 
others [28]. The inexpressible part is associated with movement 
skills and physical experiences that someone cannot easily explain 
or replicate based on a verbal description [28]. On the shop foor, 
tacit knowledge is critical for the efcient and efective operation 
of manufacturing processes [18, 31]. This knowledge includes the 
skills, routines, and practices workers use to perform their tasks and 
an understanding of the equipment and their workfows. Studies in 
the manufacturing industry have shown that sharing codifed tacit 
knowledge improves task performance (e.g., [14]). 

One of the main difculties associated with the transfer of tacit 
knowledge is that people are unaware that they have it; Identifying 
relevant knowledge is a signifcant challenge. Therefore, the ability 
to convert tacit knowledge into explicit knowledge that can be 
shared is precious for a company [32]. Tacit knowledge is often 
shared informally among workers and is passed down through 
generations of employees. An immense volume of research has 
explored how to support this natural process (e.g., [31] as well 
as methods to codify the knowledge so that it can be shared at 
scale and asynchronously (e.g., [14]. These methods to codify tacit 
knowledge typically involve a skilled analyst to perform interviews, 
observations, or thought mapping. To reduce the burden on workers 
and analysts, recent work has explored using assistance systems 
to support this process [17]; however, they still require a human 
analyst and signifcant time investments. 

Intelligent assistants (IA), a type of assistance system that imple-
ments artifcial intelligence to increase human task performance 
at work [25], are becoming increasingly popular in the home and 
at businesses. Whereas the most iconic IAs are consumer-facing 
(e.g., Alexa, Google Assistant, or customer service chatbots), they 
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are increasingly being used in a professional setting (e.g., medical 
decision support or cognitive assistance on the shop foor (e.g., 
[21]). Some of the benefts that (voice-enabled) IAs provide include 
hand and gaze-free interaction, quickly accessing information, pro-
cessing a large volume of information from their user (as natural 
language), and can help to visualize and analyze data in real-time. 
Furthermore, IAs can represent and process domain knowledge and 
learn new knowledge through machine learning [25]. 

Many of the techniques for tacit knowledge sharing involve some 
form of refection [17, 38]. Refection helps to elicit tacit skills, en-
abling knowledge externalization [3]. Systematic refection is also 
essential for any professional to continuously learn [8]. Indeed, con-
tinuous learning is where a company can improve its competitive 
advantage [24]. As such, we propose using an IA to facilitate short 
systematic refections on the shop foor to elicit tacit knowledge and 
promote continuous learning. An IA can support efcient, system-
atic refection by using data from the production line to visualize a 
worker’s actions and system behavior for a specifc activity (e.g., 
a production batch). Then, it can process the worker’s refections 
using natural language processing (NLP) to store and reuse the 
knowledge. The only existing system for sharing tacit knowledge 
on the shop foor requires a human analyst to perform activities 
that include interviewing and observing shop foor workers [17]. 
To our knowledge, no system supports systematic refection on the 
shop foor for continuous learning and tacit knowledge elicitation. 
We will focus on the technical dimension of tacit knowledge. More 
specifcally, we aim to capture expressible tacit knowledge by elic-
iting heuristics, rules of thumb, and processes from experts and 
workers on the shop foor. Likewise, we aim to contribute to identi-
fying non-expressible tacit knowledge from a technical perspective 
(i.e., know-what and know-how) by supporting workers to refect 
on their work performance. This project stage does not explore the 
cognitive dimension, including intuition, hunches, and predictions. 

In this paper, we focus on IA-supported systematic refection; 
however, this builds on several existing capabilities of our IA. Exist-
ing capabilities include the following: collect event reports; collect 
and share production settings; provide standard work instructions; 
and ofer recommendations to issue handling based on acquired 
knowledge. Previously, we focused on acquiring explicit knowledge 
directly (e.g., what are the best settings for a product) and used 
knowledge graph analytics to identify the tacit knowledge. We aim 
to use systematic refection to support workers in making their 
tacit knowledge explicit and helping them learn. 

2 BACKGROUND 
The importance of worker knowledge on the shop foor has been 
widely acknowledged [31]. Agile manufacturing is characterized 
by a fexible production environment that can adapt to customer 
demand, for example, by using the same production line to produce 
numerous discrete products, such as diferent models of cars. How-
ever, it is also applied in process manufacturing, such as chemicals. 
Process manufacturing involves the creation of products by adding 
ingredients according to a formula or recipe. The IA we developed 
has been designed in collaboration with a detergent production 
company that produces detergents in batches according to client 
orders before reconfguring the production line for another order. 

In this context, shop foor workers must continuously adjust pa-
rameters and fx issues to ensure that they produce at high speed 
while minimizing stoppages. However, as every product is unique, 
and numerous external factors afect production (e.g., raw material 
quality), workers need to adjust strategically. As such, their work 
is highly knowledge-intensive and dynamic. The sheer frequency 
of issues and adjustments means that any intervention introduced 
must minimize the cognitive and temporal impact on their work. 

Like in other industries, manufacturing faces challenges in shar-
ing knowledge between workers, especially tacit knowledge. In-
herently, tacit knowledge is implicit, making it more difcult for 
individuals and companies to acquire and disseminate it [18]. Al-
though several defnitions of tacit knowledge state that it cannot be 
expressed verbally, Nonaka and Takeuchi [32] suggest that it can 
be divided into inexpressible and expressible types. We know that 
tacit knowledge can be converted into explicit knowledge and exists 
on a continuum [33]. However, storing it in a repository without 
considering the social context is not sufcient [32]. 

Researchers have manually acquired tacit knowledge through nu-
merous techniques, such as expert interviews, human-motion cap-
ture, video, and concept maps [3, 5, 16]. There are also several verbal 
techniques to make tacit knowledge explicit, such as refective prac-
tices [36], thinking aloud [9], and collegial verbalization [10]. In 
contrast to self-refection and thinking aloud (about one’s actions), 
collegial verbalization involves refection on the recorded actions 
of a colleague, which Erlandsson and Jansson [10] claim to make 
the process more efective. In addition to the potential to make tacit 
knowledge explicit to share with others, using systematic refection 
can facilitate continuous learning [8]. However, the typical way 
of performing these activities takes time and often requires a sec-
ond (human) party to facilitate. In general, the process of eliciting, 
capturing, and sharing tacit knowledge is resource intensive [16]. 
Even recent attempts to incorporate assistance systems still rely 
on skilled analysts to perform several tasks (e.g., interviews and 
observations) [17]. Whereas this resource-intensive process might 
be worth conducting in an environment where knowledge is rela-
tively static, it is less viable in an environment where knowledge is 
dynamic (e.g., due to new product introductions or adjustments to 
an agile production line). Indeed, Ellis et al. [8] observe that further 
research is needed to determine how systematic refection can be 
integrated into a busy work environment. 

In recent years, continuous learning in the workplace has gained 
increasing interest. With rapid technological advances, many re-
searchers have explored how to facilitate learning through re-
fection using new technologies. For example, Müller et al. [29] 
used context data from wearables to support learning through self-
refection in a care home and voluntary crisis workers, and Kociel-
nik et al. [23] created visualizations of people’s experiences using 
physiological sensor data combined with personal calendar data to 
support self-refection in an academic and educational setting. In 
general, less experienced employees can gain valuable insights from 
the experiences and viewpoints of more experienced colleagues. 
On the other hand, more experienced workers may fnd that in-
dividual refection yields better results for them [37]. In the past 
few years, researchers have explored using conversational agents 
to support refection and workplace learning [13, 22, 34, 41]. For 
example, Kocielnik et al. [22] developed a multimodal (text and 
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voice) conversational agent for workplace refection. They noted 
that using voice interaction instead of a busy chat modality may 
allow people to take a step back and refect on their work. Other 
work has shown that reporting by voice to an IA results in reports 
with more information, including valuable explanations, than writ-
ing on paper [19]. These studies demonstrate that conversational 
interaction is an exciting technique for supporting self-refection 
in the workplace. 

While manufacturing automation has tended to replace humans, 
we now expect intelligent systems to collaborate with human in-
telligence [30]. Worker assistance systems support manufacturing 
operators in completing tasks without replacing them, overruling, 
or posing any danger to the operator [26]. There are diferent levels 
of collaboration in decision-making: assisted, verifed, and dele-
gated. Delegated and verifed decision-making can be performed 
when data is highly structured, the task can be standardized, and 
the decision-making process is not a threat to human life or the 
environment. In contrast, assisted decision-making is implemented 
when highly fragmented data from various sources is needed, a 
high level of expertise is required, and critical consequences may 
result from the decision-making [25]. Our IA falls into the latter 
category, as the production of detergents uses dangerous chemicals 
under high pressure. Therefore, it is also essential to consider the 
quality of the knowledge the IA acquires. 

Industrial applications of Intelligent Assistants, similar to Alexa, 
Google Assistant, or Siri, are an emerging research topic. Several 
IAs using a conversational interface have emerged in diferent 
research communities with other names (e.g., intelligent (personal) 
assistants, digital assistants, software robots, or chatbots). IAs can 
have signifcant benefts, such as central access to information 
systems and ubiquitous decision support [2, 21, 39]. Intelligent 
(robot) systems can support decision-making by analyzing shop 
foor data, identifying production issues, and evaluating operation 
performance [1, 35]. In general, a growing body of work shows 
the positive impact that IAs can have on the shop foor, especially 
when integrated with live shop foor data. 

Live data from the shop foor can be used in many situations, 
such as assisting with machine troubleshooting, adjusting product 
formulations, or evaluating shift performance. The simplest form 
of analysis would be to look at raw data; however, extracting more 
value from the data using additional processes, such as descriptive 
statistics, machine learning, and visualizations are possible. Data 
visualization can also be an efective tool for self-refection, as 
it allows people to explore and understand their own behavior 
and thought patterns. Furthermore, it can provide memory cues 
to facilitate refection on a busy 8-hour shift. By creating visual 
representations of data, people can quickly identify patterns and 
trends in their work, and gain insight into areas that may require 
improvement. For example, visualizing data on production rates, 
downtime, and quality control can help workers understand how 
their actions impact overall performance and identify areas where 
they can make changes to improve efciency and reduce costs. Data 
visualization can also be used to set goals, monitor progress, and 
measure success. Whereas data visualization has frequently been 
used to support learning and refection, we are unaware of any 
research exploring using it together with an IA on the shop foor. 

Implementing an IA for learning and knowledge sharing will face 
numerous technical and human challenges. For example, workers 
may intentionally withhold knowledge to avoid being replaced 
or reduce their perceived value [6]. Human autonomy is another 
challenge, as intelligent assistants can prevent people from keeping 
control of their decisions and actions and lead to incompetence in 
task performance [25]. Intrusiveness and privacy are two of the 
most reported challenges in implementing intelligent assistants 
for workers [11]. The matter of knowledge quality is also of great 
concern for the factories involved, as it is possible for workers to 
share bad practices. Finally, it will be challenging to implement a 
self-refection activity that fts the busy work environment like the 
shop foor [8]. 

3 SYSTEMATIC REFLECTION SUPPORTED BY 
AN INTELLIGENT ASSISTANT 

3.1 Development 
The development of the IA for systematic refection was carried 
out in close collaboration with factory partners; It builds on several 
existing features such as collecting issue descriptions and provid-
ing recommendations as described in previous literature [20, 21]. 
The development involved conducting semi-structured interviews, 
collecting requirements from workers and management, observa-
tion, user evaluations, and integrating the IA with the factory’s 
IT systems. The factory workers also helped us develop a simu-
lated production environment and validated its accuracy (see 3.5 for 
more information). Together, we decided to focus on eliciting (tacit) 
knowledge related to optimizing production parameters and resolv-
ing unplanned stoppages as this would greatly impact production. 
The shift leaders had observed a signifcant diference in knowl-
edge between workers on the shop foor on this task. This could 
be attributed to the highly dynamic nature of the knowledge of 
the optimization process as new products are introduced, machine 
behavior is dynamic (e.g., as parts wear down), and the formulas 
and raw ingredient quality can change. 

3.2 Factory Context 
As Matthew and Sternberg [27] states, refection is the key to expe-
riential learning. In the hectic environment of a shop foor, workers 
do not have much time to refect on their work. In a factory that 
operates 24/7, shop foor workers typically work in shifts of 8 hours, 
which is also the case for the detergent factories with which we col-
laborated. Workers have periods of high-intensity work, punctuated 
by periods of waiting. During an observational study we conducted 
across three shifts, we recorded over 100 issues the worker faced 
and several periods of unplanned downtime (sometimes taking over 
an hour), which are opportune moments for refection. Currently, 
workers must summarize their shift and indicate any problems in a 
text box for the next shift to read. However, previous research in 
the manufacturing context has shown that these types of reports 
are often missing, incomplete, or written in a way that inhibits 
future use (e.g., inconsistent use of terminology) [7, 40]. 
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3.3 User Interaction 
Upon product batch and shift completion, the IA automatically 
prompts users to start a refection session (see Figure 1). Alterna-
tively, users can start a session at their discretion, for example, 
during a lengthy production line stoppage. At frst, the IA will sum-
marize the worker’s performance relative to previous batches/shifts 
in natural language. Then, the IA will use the shop foor data to 
visualize the entire batch (or shift) for the worker (see Figure 2). 

Hi! I noticed that you just finished a 
batch.

You performed 33% higher than the 
historical average for this product.

Please take a look at this recap of 
the batch and let me know how 
contributed to the performance

Figure 1: A refective prompt the IA could give at the end of 
a batch 

The visualization includes general performance indicators such 
as average speed, the number of stops, parameter adjustments, 
machine state, and product quality indicators. Then, the IA will ask 
them to refect on the activity by asking, "How did you contribute 
to the performance observed in the activity?" [8]. Then, the IA will 
ask the worker to identify some critical moments. If no moments 
are indicated by the worker, the IA will use a pseudo-algorithmic 
approach to select some moments itself (e.g., a period of relatively 
high or low performance). Next, the IA will present visualizations of 
these moments (see Figure 2) and ask for more detailed refections, 
such as "Why did you do X or decide Y?" [8]. 

At both levels, these questions aim to prompt self-refection that 
results in specifc explanations [8] such that tacit knowledge can 
become explicit. The IA has been trained to identify references to 
specifc named entities, such as machine components, their states, 
and worker actions. It can connect any explanation to the associated 
nodes in a knowledge graph with the contextual information it 
can automatically acquire from its live data access. This facilitates 
sharing of acquired knowledge when a similar situation arises. 

3.4 Design Principles and Features 
As discussed in the background section, several challenges must 
be overcome to successfully deploy an Intelligent Agent for self-
refection and knowledge sharing in a factory. These challenges 
include user acceptance; privacy; limits to human memory and 
self-awareness; the risk of capturing bad practices and; handling 
dynamically changing knowledge. The aspects related to user accep-
tance can be broken down into perceived benefts, perceived ease 

Figure 2: Visualizing simulated shop foor data enables work-
ers to review parameter adjustments and assess their impact 
on the production line. The circles indicate diferent types 
of user interactions (e.g., changing a parameter) and the blue 
dots indicate the weights of individual canisters of detergent 

of use, integration into daily operations, and user experience [4]. 
The following paragraphs outline the IA’s features and how they 
address these challenges. 

The IA receives real-time data for two main purposes: to sup-
port refection by generating (memory) cues through descriptive 
statistics and visualizations and to provide context awareness. Con-
text awareness enables the IA to have shorter and more reliable 
interactions with workers, thus improving its perceived ease of 
use. For example, it can suggest user prompts by detecting which 
machines the workers recently stood next to or what product is 
being produced. 

The IA uses natural language processing to extract relevant enti-
ties and knowledge (e.g., machine names, solutions, and strategies) 
from the workers’ refections and populate a Neo4j1 knowledge 
graph. This process leverages the capabilities of state-of-the-art 
Large Language Models (LLM), such as gpt-3.5-turbo2, to process 
unstructured text. However, if the IA cannot extract key informa-
tion (e.g., which machine component the user referenced), it will 
ask for it directly. We are also exploring how to use LLMs to gener-
ate follow-up refection prompts to support multi-turn refection 
interactions. 

Before we introduced the features described in this paper (sup-
porting systematic refection), the IA could already perform several 
tasks that workers perceived as benefcial, for example, they could 
look up standard work instructions and share production settings 
1https://neo4j.com/—last accessed March 14, 2023 
2https://platform.openai.com/docs/guides/chat—last accessed March 14, 2023 
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and issue solutions. As such, the workers already perceived the IA 
as potentially benefcial. We expect them to see the value of system-
atic refection for tacit knowledge sharing, as they can also beneft 
from the explicit knowledge that emerges from it. For example, if 
they face a similar problem in several months but forget how they 
had previously solved it. However, further evaluation is necessary 
to assess their acceptance of the features described in this paper. 

Currently, the IA supports a user rating system for the knowledge 
it shares. Once the IA is deployed at the factory, we will explore 
techniques to check for inconsistencies in its knowledge base or 
during refection. Factory knowledge managers, such as expert 
workers, will check knowledge with a poor rating or inconsistencies. 
These knowledge managers will also be used to assess the quality 
of the knowledge shared with the IA before approving it. These 
measures help maintain the quality and relevance of the knowledge 
base in a manageable way. 

3.5 Evaluation Setup 
Before introducing the IA in the wild, we will test it in a simulated 
production environment. This allows us to develop and evaluate 
it in a safe, controlled environment. The simulation is based on 
the production environment in a partner factory. We modeled the 
behavior of several production machines, including the machine 
that flls cans with detergent. The machine’s behavior depends on 
the detergent being produced and several other factors, such as 
the level of the bufer tank, the air bubbles in the pipes, and the 
machine parameters adjusted by the workers (see Figure 3a) and 
weights of the produced cans (see Figure 3b). The partners’ factories 
employees have validated and approved the simulation accuracy. 

4 RESEARCH PLAN AND DISCUSSION 
We plan on conducting user studies in the lab in conjunction with 
studies in-situ, at the factory. We will compare four conditions, 
namely, (1) unsupported refection with free-text entry into a text 
box (the current situation at the factory), (2) refection supported 
by natural language prompts only, (3) refection supported by natu-
ral language prompts and tables (in a chat interface), and fnally, 
(4) refection supported by natural language prompts and graph-
ical data visualizations. We will conduct a between-groups user 
study (n>40) in the lab to measure the efect of using the IA for 
systematic refection on tacit knowledge sharing, workload, and 
user experience. Then, we will conduct a within-group study at 
the factory with a smaller group of participants (n = 10). After the 
user study at the factory, we will organize focus group sessions and 
semi-structured interviews to explore further improvements and 
barriers to implementation. 

We aim to answer the following research questions (RQ): 
RQ1 Can systematic refection supported by an IA and data visual-

ization result in tacit knowledge elicitation on the shop foor? 
We think that our interventions will result in tacit knowl-
edge sharing on the shop foor; however, we expect to face 
knowledge quality issues due to the limitations of NLP com-
pared to a human analyst. We will recruit factory knowl-
edge managers to code the responses to measure the va-
lidity and quality of the elicited knowledge. Previous work 
has shown that systematic refection is a valid technique 

(a) (b) 

Figure 3: (a) The simulated user interface for the flling ma-
chine and (b) the simulated weight checker interface. 

for eliciting tacit knowledge [8]. Furthermore, conversa-
tion agents can support refection and learning while on 
the job [13, 22, 34, 41]; however, they still face reliability is-
sues. Hoerner et al. [17] have shown that assistance systems 
can support sharing tacit knowledge on the shop foor but 
still rely largely on human analysts. We expect our knowl-
edge base to be more up-to-date and require less efort to 
populate as human analysts are unnecessary. However, we 
do not expect to achieve the same level of knowledge quality. 

RQ2 How do diferent IA-facilitated systematic refection techniques 
afect user acceptance, user experience, and tacit knowledge 
elicitation on the shop foor? 
The techniques in question are the following: textbox (base-
line); natural language prompts only; natural language prompts 
with text-based data visualization; and natural language 
prompts with graphical data visualizations. We think that 
graphical data visualizations will result in more efective self-
refection, as demonstrated by Kocielnik et al. [23], Müller 
et al. [29] but may require additional interaction steps (i.e., 
the worker will need to look at another user interface). Ulti-
mately, we will likely face a trade-of, so we want to under-
stand exactly how much value the graphical visualizations 
bring and at what cost. 

RQ3 What are the barriers to using IA-facilitated systematic refec-
tion on the shop foor? 
One possible challenge is that employees may be resistant 
to the idea of self-refection, as it may be seen as intrusive or 
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unnecessary. In a practical sense, user acceptance might be 
challenging as it might not instantly provide tangible value 
to the workers (perceived beneft [4]) and it requires they 
take time out of their busy schedule. Furthermore, ensuring 
that the tool is used consistently and efectively across the 
organization may be difcult. Additionally, there may be 
concerns about privacy and how the information collected 
through the tool is used and stored. We believe that involv-
ing the shop-foor workers throughout the development and 
evaluation process will help mitigate some of the above con-
cerns; however, it will remain a sensitive topic as worker 
knowledge is highly valuable to them and the management. 

4.1 Ethical Considerations 
Using an Intelligent Assistant (IA) to support systematic refection 
on the shop foor raises several ethical considerations. One concern 
is the privacy and security of the knowledge collected by the IA. 
It is important to ensure that the knowledge is collected, stored, 
and used in a way that complies with relevant regulations and 
laws, such as the General Data Protection Regulation (GDPR) in 
the European Union. Additionally, it is important to be transparent 
with employees about how the knowledge is being used and to 
obtain their informed consent before collecting it. 

Another ethical consideration is the impact of the IA on the 
workforce. It is important to consider how the IA may afect the 
dynamics and relationships among employees, such as by creating 
divisions between those who are more willing to use the IA and 
those who are not. Furthermore, the IA may impose a high cognitive 
load or distract workers from their other responsibilities when 
asking them to refect, especially when initiated at a poor time. 
Additionally, it is important to consider the potential for bias in the 
knowledge acquired, analyzed, and shared by the IA. Compared 
to a human analyst, the IA may be less capable of validating the 
quality of the acquired knowledge. 

The study described in this paper has been approved by a Human 
Research Ethics Committee. 

5 CONCLUSION 
In this paper, we have presented the development of an Intelligent 
Assistant (IA) that supports systematic refection on the shop foor. 
The IA is designed to help workers make their tacit knowledge 
explicit and to assist with learning. The development of the IA was 
conducted in close collaboration with factory partners and focused 
on optimizing production parameters. The IA can process highly 
dynamic knowledge and is designed for reliable and efcient user 
interaction. However, it is important to consider the ethical impli-
cations of introducing an IA in the workplace, including privacy 
and security, impact on the workers, and the potential for bias. 
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