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Abstract. This work assessed the accuracy of the SU2 flow solver in predict-
ing the isentropic expansion of Siloxane MM through the converging-diverging
nozzle test section of the Organic Rankine Cycle Hybrid Integrated Device
(ORCHID) [9]. The expansion is modeled using compressible Euler equations,
and assuming adiabatic flow, while the fluid thermodynamic properties are esti-
mated using the Peng-Robinson equation of state. The boundary conditions for
the experiment and simulations correspond to a stagnation temperature and pres-
sure of T̄0 = 253.7 ◦C and P̄0 = 18.36 bar. At these inlet conditions the
compressibility factor of the fluid is Z0 = 0.58. The back pressure was equal to
P̄b = 2.21 bar. The Mach number along the centreline, and static pressure along
the nozzle surface were used as the system response quantities for the validation
exercise. The studied SU2 model provides valid predictions for Mach number and
static pressure. The largest deviation observed in the Mach number comparison
between the simulation and experiment is in the uniform flow region of the nozzle
and is equal to EMach = 0.045. Regarding the pressure trend, the largest discrep-
ancy occurs in the kernel region and is equal to Epressure = 9 kPa. At the same
time, the simulated Mach number and static pressure reach a maximum absolute
uncertainty of ±0.015 and of ±20 kPa, respectively. For both quantities, these
values are reached in the region close to the throat. All the uncertainties calcu-
lated for the simulated pressure profile were larger than those of the experiments.
The static pressure is particularly sensitive to the geometrical uncertainties of the
nozzle profile, especially inside the kernel region. A proper characterisation of
the nozzle geometry was therefore required to perform a meaningful validation
of the fluid dynamic solver. The developed infrastructure can be used in the future
for the validation of SU2 in different operating conditions and flow cases.

Keywords: Validation · CFD · error identification and uncertainty estimation

1 Introduction

The organic Rankine cycle (ORC) turbogenerator based on high-speed turbomachinery
is a promising technology for waste heat recovery. The design optimization of the tur-
bine is key to achieve high conversion efficiency. However, the design of these machines
is complicated by the occurrence of highly non ideal supersonic flows. At the same time,
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the predictive capability of fluid dynamic solvers has not yet been rigorously assessed
for these kinds of flows. As an effort in this direction, the present study focuses on
the validation of the open-source CFD software SU2. Differently from the validation
methodology adopted by [8], a novel mixed-uncertainty approach is employed to study
the propagation of critical point properties, boundary conditions and geometric uncer-
tainties through the computational model. The uncertainties related to the critical point
properties of the fluid are considered epistemic uncertainties, while those associated
with the boundary conditions of the experiment, as well as geometric uncertainties of
the nozzle profile, constitute the aleatory uncertainties. These were propagated through
the model using stochastic collocation. In particular, the uncertainties related to the
manufacturing tolerances are modeled as in [6]. Regarding the experimental data, those
pertaining to an experiment carried out in the ORCHID facility [9] and consisting of
a supersonic expansion of the organic fluid hexamethyldisiloxane (MM) were consid-
ered. The validation exercise accounts also for the numerical uncertainties due to the
discretization error, which were calculated using Richardson extrapolation.

The paper is structured as follows. Section 2 reports the SU2 NICFD model and
the proposed uncertainty quantification and validation framework. The focus is set on
the characterization and treatment of the relevant uncertainties within the validation
experiment to achieve a meaningful comparison between experimental and numerical
data. The results of the proposed validation workflow are presented in Sect. 4, where
pressures and Mach number from the simulations are compared against the recorded
experimental data. Finally, Sect. 5 reports relevant conclusions, and possible improve-
ments that would allow for a more robust validation of the solver.

2 Model Definition and Validation Methodology

2.1 Validation Experiment

The test case considered in this work for the validation of SU2 is the expansion process
of a dense vapour (siloxane MM) occurring in a planar converging-diverging nozzle.
The measured quantities are the static pressure along the nozzle profile, and the Mach
number along the nozzle mid-plane. The operating conditions targeted in the exper-
iments are those corresponding to the design point of the nozzle. Notably, the total
conditions at the inlet are T0 = 252 ◦C, P0 = 18.4 bar, while the back pressure is
2.1 bar. The nozzle throat is 20mm by 7.5mm (W x H), see [10] for more details about
the nozzle geometry and experiment.

2.2 CFD Model

The flow in the nozzle is modeled as inviscid and two-dimensional to reduce the com-
putational cost of the uncertainty quantification study. This assumption is justified also
by the work of [9] and [3], where the results obtained for viscous versus inviscid, 2D
versus 3D flow models of the nozzle are compared. The simulations performed in this
work were carried out with the open-source SU2 solver Economon et al. [7] previously
extended and verified for simulating NICFD flows by Pini et al. [14].
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The calculation of the thermodynamic properties of the fluid requires the selection
of a suitable equation of state. In this case, the polytropic (constant cp) cubic Peng-
Robinson equation of state available in SU2 was selected. The variation of cp along
the expansion process was found to be limited for the considered thermodynamic con-
ditions. Thus, the use of a non-polytropic model was discarded to reduce the compu-
tational cost of the simulations. More specifically, the specific heat ratio was set to
γ = 1.0265. Inlet/outlet Riemann boundary conditions were imposed in the simula-
tions. For the convective fluxes the upwind Roe scheme generalized for non-ideal gases
is employed together with a MUSCL reconstruction to achieve second order accuracy.
The spatial gradients required by the MUSCL scheme are computed using weighted
least squares. The Venkatakrishnan limiter is set to 0.3. More details regarding the
solver configuration for NICFD can be found in [16].

A grid convergence study based on the methods given in [1,4] was performed to
determine the optimum unstructured mesh distribution. The results of this study, which
are reported in [3], showed that about forty thousands elements were required to keep
a reasonable balance between numerical uncertainty and computational cost. The CFD
simulations were performed on a server class AMD Opteron 6234 (2.4 Ghz, 48 cores)
with 192 GB of memory.

3 Model Uncertainties

The model input uncertainties included in this study pertain to: the total inlet condi-
tions (T0, P0), the critical properties used in the thermodynamic model (Pcr, Tcr) to
determine the parameters of the cubic equation of state, and the nozzle geometry. The
uncertainty associated with the critical point properties is treated as epistemic, while
the other uncertainty sources are assumed aleatory.

The average and standard deviation of the normal distribution associated to the
total inlet conditions are computed from the values measured inside the settling cham-
ber of the ORCHID nozzle test section [10]. The average and the probability dis-
tribution functions of the total conditions (T0, P0) derived from the experiment are
N (526.85, 0.3295) K, N (18.36, 0.01145) bar. The only value set as deterministic is
the nozzle back pressure, fixed at a value of P b = 2.21 bar.

The intervals assigned to the critical point temperature and pressure are chosen
based on the minimum and maximum experimental data reported in the literature. The
corresponding intervals are Tcr = [518.5, 521.6] K and Pcr = [18.9, 19.27] bar. The
lower bounds were determined by taking the minimum value of critical pressure [5] and
temperature [12] and subtracting to these values the expanded uncertainty (two times
the standard deviation) calculated considering the experimental data in the literature. An
equivalent procedure was used to calculate the upper bound. No probability distribution
is assigned to epistemic uncertainties.

The possible errors during the manufacturing of the nozzle profile are included in
the UQ study using a modified version of the model proposed in [6]. The adapted model
describes the deviation in the normal direction of the manufactured nozzle profile with
respect to the nominal one, Δ, by means of a Gauss Random field. A Gauss Random
field is completely defined by its average and covariance function, which is approxi-
mated by a Karhunen-Loève expansion, as
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Δ(s, ω) = Δ̄(s, ω) + C(s, x) = Δ̄(s, ω) +
∞∑

i=1

√
λiΦi(s)Zi(ω), (1)

where s is the profile surface parametrization coordinate, being s = 0 at the nozzle
inlet and s = 1 at the outlet. The terms λi and Φi(s) are the eigenvalues and eigenfunc-
tions of the covariance function C(s, x) respectively, while Zi(ω) are the coefficients
of the expansion which are defined by standard normal distributions, N (0, 1). The cal-
culation of λi and Φi(s) is done by solving the Fredholm integral of the second kind
using the Nÿstrom method [13].

∫ 1

0

C(s, x)Φi(x)dx = λiΦi(s) (2)

The integral in the previous equation is calculated using the algorithm described
in [2] and considering a Gaussian quadrature with 500 points. The covariance in this
model is defined as

C(s1, s2) = σ2 · ρ(s1, s2), (3)

where σ is the tolerance of the manufacturing process and ρ(s1, s2) is the correlation
function that is modeled with the following squared exponential

ρ(s1, s2) = exp

(
−|s1 − s2|2
L(s1) · L(s2)

)
(4) L(s) = L0 + (LT − L0) · exp

(
−|s − sthroat|2

ω2

)
. (5)

The parameters L0, LT and ω are normalized using the total nozzle surface length.
Their values, that were set equal to 0.25, 0.025 and 0.25, respectively, in this study, are
generally the result of a fitting procedure based on repeated measurements of the shape
of the component of interest. This was, however, beyond the scope of the present work.
The nozzle profiles were measured only once with a ball point probe [17]. The constants
in 5 were then calibrated based on the limited data available and qualitative considera-
tions based on the work in [6]. The tolerance, σ, was, instead, set to be 1.5 × 10−5 m
based on the accuracy of the ball point probe used to measure the nozzle profiles.

The number of terms used for the truncated Karhunen-Loève expansion, Eq. 1, is
chosen according to the cumulative energy, ε, as done in [15]. The cumulative energy is
defined as ε(n) = (

∑n
i=1 λi)/(

∑N
i=1 λi), where N is the total number of points used

for the numerical integration of Eq. 2 and λi sorted in descending order. A cumula-
tive energy of 0.95 resulted in 9 eigenmodes to build the Karhunen-Loève expansion,
which implies that the number of uncertainties associated to the manufacturing toler-
ances is nine. These uncertainties are introduced by means of the coefficients Zi(ω) in
Eq. 1, which are random variables normally distributed with mean 0 and variance 1,
i.e., N (0, 1). Therefore, this UQ study is comprised of 11 aleatory uncertainties and 2
epistemic uncertainties.

The validation method accounts also for the numerical uncertainties due to the dis-
cretization error. These were computed using a Richardson extrapolation algorithm by
resorting on the implementation in the tool ReFRESCO [11]. Numerical and model

input uncertainties are combined as σsim =
√

σ2
num + σ2

input [1].
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3.1 Computational Framework for CFD Solver Validation

Figure 1 shows the simulation workflow of the SU2 DakOta Quantification of Uncer-
tainty (SU2DOQU) framework. It is a python tool built to couple the open-source suite
Dakota for uncertainty quantification with the CFD solver SU2.

Fig. 1. SU2DOQU, Dakota and SU2 workflow (left) and flow diagram of the “Interval-valued”
probability approach (right).

SU2DOQU implements two nested loops for treating both epistemic and aleatory
uncertainties. The outer loop embeds an “Interval-valued” probability method for the
epistemic uncertainties. No probability is assigned to these uncertainty sources, but a
finite set of critical pressure and temperature pairs is selected from the defined intervals
with a Latin hypercube sampling (LHS) method. For each pair of critical properties,
the input aleatory uncertainties are propagated with a stochastic collocation method to
calculate the cumulative probability of the chosen response quantities. The associated
response functions are built by interpolation of the model predictions under different
sets of sampled uncertain parameters. The interpolant used is value-based and thus the
interpolation basis consist of the Lagrange interpolants. For a univariate case, where
only one input uncertainty ξ is analyzed, the response functions are defined as

R(ξ) =
N∑

i=1

R(ξi)Li(ξ) (6) where, Li(ξ) =
N∏

j �=i

(ξ − ξj)
(ξi − ξj)

.
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Here, N is the number of collocation points where the model response is evalu-
ated, i.e., the number of sampled input uncertainties combinations. These combinations
are generated using a method derived from tensor product quadrature, which uses ten-
sor product of one-dimensional quadrature rules. However, for problems with a high
number of input uncertainties this method results too computationally expensive. The
Smolyak sparse matrices approach allows for the reduction in the number of collocation
points by selecting only certain parameters combinations while keeping the accuracy of
the tensor product quadrature approach. The level of the collocation points in the sparse
grid matrix was set to be 3.

The ensemble of the cumulative density functions (CDFs) for the whole set of
critical properties pairs is used to identify the maximum and minimum values of the
response quantities. The final uncertainty bands of the simulations are built based on
the obtained CDFs distribution. The lower bound is estimated by calculating the aver-
age of the CDF identifying the lowest values for the response quantity of interest and
subtracting to this average twice the standard deviation of the corresponding CDF. An
analogous procedure is adopted for the upper bound of the uncertainty bands.

4 Results

The static pressure at the nozzle wall (pressure taps locations are reported in [10]) and
the Mach number along the centerline of the nozzle are the response quantities of inter-
est. For each combination of critical point properties, a total of 2979 simulations were
required to build the CDFs of the response functions with the stochastic collocation
method. Figure 2 shows a family of CDFs corresponding to the sampled critical prop-
erties (ten pairs) for two exemplary quantities, namely the static pressure and the Mach
number at the nozzle throat location. Similar trends were observed for other response
quantities characteristic of other locations in the nozzle. As an example, the uncertainty
band calculated for the static pressure at the nozzle throat, see Fig. 2a, is based on the
two CDFs that are on the opposite sides of the chart, depicted in orange and purple,
respectively. Notice that the CDFs are independent from each other and do not inter-
sect. An extrapolation of their trend allows then to identify the two pairs of critical point
properties that yield the maximum and minimum values for all the considered response
quantities. In particular, the two combinations of critical point properties are [Tcr, Pcr]
= [521.6K, 18.9 bar] and [Tcr, Pcr] = [518.5K, 19.27 bar]. The first pair is constituted
by the minimum of critical pressure and maximum value of critical temperature, while
the second pair is the other way around. The associated CDFs ensure that the computed
uncertainty bands always include the effect of any combination of critical point proper-
ties in the considered interval. For this reason, the uncertainty bands associated to the
simulation results have been computed considering only these two pairs.
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Fig. 2. CDFs corresponding to [518.72K, 19.1 bar] , [518.81K, 19.33 bar] , [519.82K, 18.92
bar] [520.53K, 19.24 bar] [521.18K, 19.01 bar] [521.41K, 19.19 bar] [519.29K,
19.13 bar] [519.63K, 19.35 bar] [518.81K, 19.42 bar] [520.14K, 18.97 bar] . (a)
Family of CDFs for the pressure value at the nozzle wall at x = 0.0424m from the inlet. (b)
Family of CDFs for the centerline Mach number at x = 0.0424m from the inlet.

Figure 3a shows the comparison between the calculated and measured static pres-
sures along the nozzle with the corresponding uncertainty bands. The static pressure P
is normalized with respect to the total pressure P0 at the nozzle inlet, while the axial
coordinate x is normalized with respect to the nozzle throat height Hth. The pressure
distribution is well captured by the simulations. The average value of the measurements
fall within the computed uncertainty bands except for a slight deviation at four locations
within the kernel region of the nozzle (T09, T10, T13, T14). The maximum mismatch
is observed at pressure tap T10 where the difference between the measured and simu-
lated pressure is around 9 kPa. Possible causes of this deviation are a larger uncertainty
in the throat size than that predicted by the manufacturing uncertainty model due to
thermal effects, see [10], or 3D flow effects triggered by the boundary layer growth on
the nozzle walls. Moreover, there is uncertainty related to the value of the nozzle back
pressure, assumed fixed in the simulations. As shown also by the Mach distribution
along the nozzle, in Fig. 3b, the flow is slightly over-expanded as proven by the two
weak oblique shocks occurring in the final part of the channel. This effect is not quanti-
fied in the UQ study. Notice also that the uncertainty band width represents at most 1%
of the average simulated pressure values, while that associated to the measurement is
only 0.1%. This is the reason why the uncertainty bands of the pressure measurements
are not visible in the Fig. 3a. The maximum uncertainty associated with the calculated
pressure,±20 kPa, is found close to the throat, due to high sensitivity of throat location
to manufacturing uncertainties.

Regarding the Mach distribution, the largest discrepancies are found in the straight
part of the nozzle. Notably, the Mach number reduction due to the oblique shocks
appears to be stronger in the experimental results. The reason thereof can be attributed
again to the uncertainty associated to the nozzle back pressure. A maximum deviation
of around 0.045 between the simulated and experimental Mach number is observed in
correspondence of the first shock. Similarly to the uncertainty in the pressure profile, the
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largest uncertainty band in the simulated Mach number, that is around 0.015, is found
close to the throat due to the uncertainty in the throat location caused by manufacturing
inaccuracies.

Fig. 3. Comparison between simulation ( ) and experimental results (x). The simulation uncer-
tainty was computed and the limits of the uncertainty band correspond to [Xmax + 2σsim, Xmin −
2σsim], where Xmax and Xmin are the maximum and minimum average values of each response
quantity corresponding to the different combinations of critical point properties. (a) Static pres-
sure along the nozzle wall. Upper and lower wall pressure taps data is compared to the nozzle
wall pressure of the simulation. The centerline compressibility factor ( - - ) is shown together
with a zoomed-in section of the kernel region. (b) Centerline Mach number in the diverging part
of the nozzle. A comparison with the schlieren image taken during the experiment is also shown.

5 Conclusions

In this paper, experimental pressure and Mach number data from a non-ideal isen-
tropic supersonic expansion have been compared against the numerical results from
the open-source fluid dynamic solver SU2 using an in-house uncertainty quantification
framework for aleatory and epistemic uncertainties called SU2DOQU. A good match
between the experimental and numerical Mach number and pressure trends was found.
The maximum deviation in the pressure distribution is about 1% and occurs in the ker-
nel region. The reason can be attributed to small differences in the area distribution
and expansion ratio of the nozzle between experiment and simulations. This mismatch
could be reduced by measuring the nozzle area distribution during the experiment and
better characterizing the outlet static pressure of the nozzle. Similar considerations hold
for the Mach number distribution, though the maximum deviation is found to occur in
the straight final part of the nozzle, where two weak oblique shock waves appear. Future
work will target a more comprehensive validation campaign involving experiments in
other non-ideal thermodynamic conditions and the possible use of more accurate CFD
models and fluid equations of state.
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