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Summary

Aortic aneurysm, a balloon-like enlargement of the healthy artery, is a cardiovascular
disease with one of the highest mortality rates. These numbers are due to the usual late
diagnosis of the aneurysm, which is often asymptomatic until a fatal event occurs. Such an
event can progress to aortic dissection or rupture. Due to the urgent nature of a rupture, we
require early detection of asymptomatic aneurysms and proper evaluation of the rupture
risk. The clinical guidelines suggest a close follow-up of the luminal size evolution, with
advice for surgery based on threshold values. The thresholds are based on the annual
maximum arterial diameter or growth rate. However, these guidelines are lacking in many
cases.

Therefore, we need to define new biomarkers that consider factors other than the
luminal diameter, for example, hemodynamics. The presence of an aneurysm causes an
abnormal flow that might affect its pathogenesis. Currently, we use imaging techniques to
assess the aortic flow, such as 4D-flow magnetic resonance imaging (4D-flow MRI). 4D-flow
MRI can provide hemodynamic information of the whole aorta in 3D space and time.
However, the scan time currently limits its resolution. Since high spatiotemporal resolution
is necessary to capture hemodynamic effects on aneurysm pathogenesis adequately, we
need to implement a new method to assess the aortic flow.

We could base the new diagnostic method on computational fluid dynamics (CFD).
Progress in computational power allows for solving complex flows, geometries, and species
transport using CFD. However, the anatomy of the aorta, its mechanobiological properties,
and the flow are complex and vary from patient to patient. The system’s patient-specific
nature should always be reflected as close as possible. To do this, CFD can be coupled
with 4D-flow MRI to obtain the necessary information, such as aortic morphology and
initial flow properties. Nevertheless, the intricate nature of the flow within the aorta
and its mechanobiological properties bring an additional layer of complexity to the CFD
simulations. We must define appropriate models for many of these physiological features
must be modeled appropriately, to represent the flow in the aorta and aneurysm adequately.
In this thesis, we attempt to unravel some modeling approaches to simulate the flow and
movement of the aortic wall and species transport in arteries.

First, in chapter 2, we try to understand the level of uncertainty in simulations, in terms
of wall shear stress (WSS), due to minor morphological variations originating from the
segmentation of a 4D-flow MRI scan. To perform statistical analysis, we evaluated four
different segmentations (scan, rescan, intraobserver, and interobserver) for ten volunteers.
We introduced three different ways of analysis: (1) 0D analysis - average of examined data
in a specific section of the aorta (a common approach in a clinical setting); (2) 1D analysis
- average alongside the centerline; (3) 2D analysis - direct comparison of surface data
(voxel-to-voxel). We found that the agreement between the different segmentations highly
depends on the chosen analysis method. While the segmentations agreed well (correlation
between 0.78 to 1.00) for the 0D analysis, the correlation between different segmentations
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was much lower for the 1D and 2D analysis. This relationship was evident in the exact
locality of WSS minima/maxima. Hence, the interpretation of 4D-flow MRI-based CFD
results should be taken with caution, especially when the detailed distribution of WSS is
the point of interest.

In chapter 3, we assessed the most suitable method to model the turbulent nature
of the aortic flow, focusing on local disturbances. For this study, we have considered
three different turbulence models (𝑘 − 𝜖, shear stress transport - SST, and Reynolds stress
model - RSM). We analyzed the turbulent flow in two different geometries, representing an
aortic coarctation (CoA), a 180◦ tube with obstruction (phantom), and a patient-specific
morphology with narrowing in the descending thoracic aorta. Based on a direct comparison
of the simulated flow andWSS to 4D-flowMRI data in the phantom, we have concluded that
RSM represents the flow, turbulent kinetic energy, and WSS best. Because of this, we have
proceeded to perform the patient-specific simulations with RSM. The direct comparison of
in-vivo 4D-flow MRI and CFD with RSM showed that 4D-flow MRI is a good technique for
analyzing the global distribution of relative WSS. However, if the exact values of WSS and
more detailed analysis are required, CFD using RSM is the preferred method.

In chapter 4, we investigated a novel, robust approach to simulate the motion of the
aorta throughout a cardiac cycle. We based the model for the aortic motion on Radial
Basis Function (RBF) interpolation of segmentations from 4D-flow MRI. The simulations
and subsequent validation utilizing 4D-flow MRI were performed for two cases: a healthy
control and a patient with a big root thoracic aortic aneurysm (TAA). For both, our sim-
ulations revealed that the movement was most pronounced in the ascending aorta and
that it agreed well with the measurements. Additionally, we observed that the variation
in flow and related parameters was highest in this region as well when compared to the
simulations based on a rigid wall assumption. Given the significant differences between
static and dynamic simulations, we advocate for this robust method to simulate aortic wall
motion in further research.

Chapter 5 explored a model for joined transport of species (oxygen - O2 and nitric oxide
- NO) in the aorta and aortic wall. Both of these species have been hypothesized to play a
role in the pathogenesis of aneurysms. Therefore, elucidating their distribution and effects
in the presence of thoracic aortic aneurysms is of critical significance. Therefore, we have
compared the flow and mass transfer of O2 and NO in two morphologies: a healthy control
and a patient with TAA. Both O2 and NO showed a non-uniform distribution in the lumen
and the wall. For NO, this behavior was especially dominant in the wall within TAA. Here,
the concentration highly varied between the aortic in- and outseam. This variation can
have a significant effect on the progression of TAA. On the other hand, we found several
locations with lumen-side resistance in the mass transfer of O2 due to aberrant flow. This
limitation in mass transport could lead to hypoxia in the aortic wall, which can potentially
cause the genesis of an aneurysm. Hence, we proposed NO to be a predictive biomarker for
the diagnosis of TAA and O2 as a potential biomarker for predicting the genesis of TAA.

Since aneurysms are not limited to the aorta, we showed an application of the developed
methods in a different part of the circulatory system - the brain, in chapter 6. Here, the
circle of Willis (CoW) distributes the blood from the main vessels to the entire brain. Finally,
as previously shown for the aorta, we outlined a similar approach for modeling O2 mass
transfer and identified several locations with a severe lack of O2 mass transfer toward the
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wall, resulting in hypoxia. As prolonged hypoxia can cause the onset of an aneurysm and
other diseases, we emphasized the importance of studying the distribution of O2 in the
cerebrovascular system and hypoxia as a potential trigger for various arterial pathologies.

Finally, in the concluding chapter of this thesis, we presented recommendations for
essential future advancements in modeling and simulations of diseased arteries, particularly
concerning applying these methods in clinical settings. With this thesis, we demonstrated
how blood flow in various aortic pathologies can be modeled for both research and clinical
purposes. We emphasized the critical importance of the patient-specific nature of the
simulations, underscoring the necessity for the seamless integration of imaging, specifically
4D-flow MRI, with CFD. Through the synergistic use of these two techniques, we can
enhance our understanding of the pathogenesis of aneurysms.
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Samenvatting

Aorta-aneurysma, een ballonachtige vergroting van de gezonde arterie, is een hart- en
vaatziekte met een van de hoogste sterftecijfers. Deze aantallen zijn te wijten aan de
vaak late diagnose van het aneurysma, dat vaak asymptomatisch is totdat zich een fatale
gebeurtenis voordoet. Een dergelijke gebeurtenis kan zich ontwikkelen tot aortadissectie
of ruptuur. Vanwege de urgente aard van een ruptuur hebben we een vroege detectie
van asymptomatische aneurysma’s en een goede evaluatie van het ruptuurrisico nodig.
De klinische richtlijnen suggereren een nauwgezette opvolging van de luminale grootte
ontwikkeling, met advies voor chirurgie op basis van drempelwaarden. Deze drempelwaar-
den zijn gebaseerd op de jaarlijkse maximale arteriële diameter of groeisnelheid. Deze
richtlijnen zijn echter voor veel gevallen ontoereikend.

Daarom moeten we nieuwe biomarkers definiëren die rekening houden met andere
factoren dan de luminale diameter, bijvoorbeeld hemodynamica. De aanwezigheid van
een aneurysma veroorzaakt een abnormale stroom die de pathogenese kan beïnvloeden.
Momenteel gebruiken we beeldvormende technieken om de aortastroom te beoordelen,
zoals 4D-flow magnetische resonantie beeldvorming (4D-flow MRI). 4D-flow MRI kan
hemodynamische informatie verschaffen van de gehele aorta in 3D-ruimte en tijd. De
scantijd beperkt momenteel echter de resolutie. Aangezien een hoge spatiotemporele
resolutie nodig is om hemodynamische effecten op de pathogenese van aneurysma’s
adequaat vast te leggen, moeten we een nieuwe methode ontwikkelen om de aortastroom
te beoordelen.

We zouden de nieuwe diagnostische methode kunnen baseren op computational fluid
dynamics (CFD). Vooruitgang in rekenkracht maakt het mogelijk om complexe stromen,
geometrieën en soortentransport op te lossen met behulp van CFD. De anatomie van
de aorta, de mechanobiologische eigenschappen en de stroming zijn echter complex en
variëren van patiënt tot patiënt. Het patiëntspecifieke karakter van het systeem moet
altijd zo goed mogelijk worden weergegeven. Om dit te doen, kan CFD worden gekoppeld
aan 4D-flow MRI om de nodige informatie te verkrijgen, zoals aortamorfologie en initiële
stroomeigenschappen. Desalniettemin zorgen de ingewikkelde aard van de stroming in
de aorta en de mechanobiologische eigenschappen ervan voor een extra laag complexiteit
in de CFD-simulaties. We moeten geschikte modellen definiëren, want veel van deze
fysiologische kenmerken moeten op de juiste manier worden gemodelleerd om de stroom
in de aorta en het aneurysma adequaat weer te geven. In dit proefschrift proberen we enkele
modelleringsbenaderingen te ontrafelen om de stroming en beweging van de aortawand
en soortentransport in slagaders te simuleren.

Ten eerste proberen we in hoofdstuk 2 het niveau van onzekerheid in simulaties te
begrijpen, in termen van wandschuifspanning (WSS), als gevolg van kleine morfologische
variaties die voortkomen uit de segmentatie van een 4D-flow MRI-scan. Om statistische
analyses uit te voeren, evalueerden we vier verschillende segmentaties (scan, rescan, intra-
observer en interobserver) voor tien vrijwilligers. We introduceerden drie verschillende
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manieren van analyse: (1) 0D-analyse - gemiddelde van onderzochte gegevens in een speci-
fiek deel van de aorta (een gebruikelijke benadering in een klinische setting); (2) 1D-analyse
- gemiddelde langs de hartlijn; (3) 2D-analyse - directe vergelijking van oppervlaktege-
gevens (voxel-naar-voxel). We ontdekten dat de overeenkomst tussen de verschillende
segmentaties sterk afhangt van de gekozen analysemethode. Terwijl de segmentaties goed
overeenkwamen (correlatie tussen 0,78 en 1,00) voor de 0D-analyse, was de correlatie tus-
sen de verschillende segmentaties veel lager voor de 1D- en 2D-analyse. Deze relatie was
duidelijk in de exacte plaats van WSS minima/maxima. Daarom moet de interpretatie van
4D-flow MRI-gebaseerde CFD-resultaten met de nodige voorzichtigheid worden genomen,
vooral wanneer de gedetailleerde distributie van WSS van belang is.

In hoofdstuk 3 hebben we onderzocht wat de de meest geschikte methode is om de
turbulente aard van de aortastroom te modelleren, met de nadruk op lokale verstoringen.
Voor deze studie hebben we drie verschillende turbulentiemodellen overwogen (𝑘 −𝜖, shear
stress transport - SST, en Reynolds stress model - RSM). We analyseerden de turbulente
stroming in twee verschillende geometrieën, die een aorta coarctatie (CoA), een 180◦ buis
met obstructie (fantoom) en een patiëntspecifieke morfologie met vernauwing in de dalende
thoracale aorta. Op basis van een directe vergelijking van de gesimuleerde stroming en
WSS met 4D-flow MRI-gegevens in het fantoom, hebben we geconcludeerd dat RSM de
stroming, turbulente kinetische energie en WSS het beste vertegenwoordigt. Daarom zijn
we overgegaan tot het uitvoeren van de patiëntspecifieke simulaties met RSM. De directe
vergelijking van in-vivo 4D-flow MRI en CFD met RSM toonde aan dat 4D-flow MRI een
goede techniek is voor het analyseren van de globale distributie van relatieve WSS. Als
echter de exacte waarden van WSS en een gedetailleerde analyse vereist zijn, heeft CFD
met RSM de voorkeur.

In hoofdstuk 4 hebben we een nieuwe, robuuste benadering onderzocht om de beweging
van de aorta gedurende een hartcyclus te simuleren. We baseerden het model voor de
aortabeweging op Radial Basis Function (RBF)-interpolatie van segmentaties van 4D-
flow MRI. De simulaties en de daaropvolgende validatie met behulp van 4D-flow MRI
werden uitgevoerd voor twee gevallen: een gezonde vrijwilliger en een patiënt met een
grote aneurysma van de thoracale aorta (TAA). Voor beiden toonden onze simulaties aan
dat de beweging het meest uitgesproken was in de aorta ascendens en dat deze goed
overeenkwam met de metingen. Bovendien hebben we vastgesteld dat de variatie in
stroming en gerelateerde parameters ook in deze regio het hoogst was in vergelijking met
de simulaties op basis van een rigide wandaanname. Gezien de significante verschillen
tussen statische en dynamische simulaties, pleiten we voor deze robuuste methode om
aortawandbewegingen te simuleren in verder onderzoek.

Hoofdstuk 5 verkende een model voor gecombineerd transport van stoffen (zuurstof
- O2 en stikstofmonoxide - NO) in de aorta en de aortawand. Van beide soorten wordt
verondersteld dat ze een rol spelen bij de pathogenese van aneurysma’s. Daarom is het
ophelderen van hun verspreiding en effecten in de aanwezigheid van thoracale aorta-
aneurysma’s van cruciaal belang. Hierom hebben we de stroom en massaoverdracht van O2
en NO in twee morfologieën vergeleken: een gezonde vrijwilliger en een patiënt met TAA.
Zowel O2 als NO vertoonden een niet-uniforme verdeling in het lumen en de wand. Voor
NO was dit gedrag vooral dominant in de wand binnen TAA. Hier varieerde de concentratie
sterk tussen de binnen- en buitennaad van de aorta. Deze variatie kan een significant
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effect hebben op de progressie van TAA. Aan de andere kant hebben we verschillende
locaties gevonden met weerstand aan de lumenzijde in de massaoverdracht van O2 als
gevolg van afwijkende stroming. Deze beperking in massatransport kan leiden tot hypoxie
in de aortawand, wat mogelijk het ontstaan van een aneurysma kan veroorzaken. Daarom
stellen we NO voor als voorspellende biomarker voor de diagnose van TAA en O2 als
potentiële biomarker voor het voorspellen van het ontstaan van TAA.

Aangezien aneurysma’s niet beperkt zijn tot de aorta, hebben we in hoofdstuk 6 een
toepassing van de ontwikkelde methoden in een ander deel van de bloedsomloop, de
hersenen, laten zien. Hier verdeelt de cirkel van Willis (CoW) het bloed van de hoofdvaten
naar de hele hersenen. Ten slotte schetsten we, zoals eerder getoond voor de aorta, een
vergelijkbare benadering voor het modelleren van O2-massaoverdracht en identificeerden
we verschillende locaties met een ernstig gebrek aan O2-massaoverdracht naar de wand,
resulterend in hypoxie. Aangezien langdurige hypoxie het ontstaan van een aneurysma en
andere ziekten kan veroorzaken, benadrukten we het belang van het bestuderen van de
verdeling van O2 in het cerebrovasculaire systeem en hypoxie als een mogelijke trigger
voor verschillende arteriële pathologieën.

Ten slotte hebben we in het afsluitende hoofdstuk van dit proefschrift aanbevelingen
gepresenteerd voor essentiële toekomstige vorderingen in het modelleren en simuleren
van zieke slagaders, in het bijzonder met betrekking tot de toepassing van deze methoden
in klinische settings. Met dit proefschrift hebben we laten zien hoe de bloedstroom in
verschillende aortapathologieën kan worden gemodelleerd voor zowel onderzoeks- als
klinische doeleinden. We benadrukten het cruciale belang van de patiëntspecifieke aard van
de simulaties, en onderstreepten de noodzaak van de naadloze integratie van beeldvorming,
met name 4D-flowMRI, met CFD. Door het synergetische gebruik van deze twee technieken
kunnen we ons begrip van de pathogenese van aneurysma’s vergroten.
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Introduction

1.1 Motivation and Background
According to the World Health Organization, cardiovascular diseases (CVD) are the leading
cause of death in the world, accounting for 32% of the deaths worldwide in 2019 [1]. Among
other CVD, the aortic aneurysm has one of the highest mortality rates. An aortic aneurysm
(AA) is a balloon-like enlargement of the aorta. It is a life-threatening condition since it
can lead to dissection or rupture. Additionally, they are often asymptomatic, until one of
these fatal events occurs, causing the high mortality rates of this pathology. The incidence
of an aneurysm is 5.3 per 100,000 patients/year [2] (for thoracic aortic aneurysm (TAA)),
and between 55-112 per 100,000 patients/year, [3] (for abdominal aortic aneurysm (AAA),
that is strongly dependent on age and sex). Almost 70% of patients do not survive a rupture
[4, 5]. In total, ruptured AA causes 4-5% of all sudden deaths [6]. These significant numbers
have drawn the attention of experts from various fields to understand these pathologies
better.

Asymptomatic AA is mainly detected incidentally, e.g., during another exam that
includes the chest or abdomen. If detected, the patient undergoes a high-risk surgery, or
physicians closely monitor the aneurysm. According to the current clinical guidelines, AA
is monitored by continuous measurement of its diameter and subsequent evaluation of the
growth rate (in mm/year) [7]. However, evaluating the progress of AA development solely
based on morphometric biomarkers has several limitations (low sensitivity and specificity).
Therefore, we need to define new biomarkers, that consider additional factors. These new
biomarkers should improve the early detection of aneurysms and advance the clinical
assessment of its rupture risk, to prevent the fatal event to occur.

To define new biomarkers, we need to understand the aspects behind the genesis
and progression of AA. For this, the research focus is shifting toward the understanding
of blood flow within the aorta. Abnormal flow patterns can lead to various changes in
local properties, e.g. increased wall stiffening, as previously shown for patients with
Marfan syndrome and TAA, using 4D-flow magnetic resonance imaging (4D-flow MRI) [8].
However, 4D-flow MRI has a spatiotemporal limitation that prevents us from examining
the flow in great detail. To go beyond the current limitations of clinically used imaging
techniques, we can assess the flow using a numerical approach. The flow within the
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aorta can be modeled using image-based computational fluid dynamics (CFD) with initial
conditions based on 4D-flowMRI. Using this non-invasive approach, we can obtain detailed
information on aberrant local flow, wall shear stress (WSS), and regional transmural blood
pressure. These parameters can help define new, more accurate biomarkers to predict
aneurysm formation, growth, and rupture.

In this chapter, we first discuss the biological background, which is essential to under-
stand before defining patient-specific blood flow models in the aorta. Here, we will explain
the importance and function of the circulatory system. We will discuss the structure of the
arterial wall and the anatomy of the aorta. Next, we will discuss different pathologies of
the aorta, especially the AA. For AA, we will focus on the current clinical guidelines for its
assessment and treatment. After the biological background, we focus on a literature review
concerning modeling the aorta and AA. Here we will discuss the modeling approaches
for the geometry and boundary conditions, fluid properties and turbulence modeling, and
aortic wall modeling - focusing on aortic wall movement and modeling of species transport
within the cardiovascular system. Finally, we will briefly discuss the current definition of
biomarkers that focus on flow assessment.

1.2 The Cardiovascular System
The human cardiovascular system (CVS), visualized in Fig. 1.1, is a closed-loop system that
consists of two primary circuits: the small and large heart circulation. The small circulation
circulates blood between the heart and lungs, while the large circulation circulates blood
between the heart and the rest of the body. The circulatory system has several different
functions. First, and most important, is the transport of oxygen to the whole body and
removal of CO2 Via the blood, it distributes nutrients from the digestive system to the
liver and from the liver to organs. It also removes waste products through the kidneys
(urine production) and skin (sweat production). It distributes hormones from the endocrine
glands (endocrine glands) and heat, thereby controlling thermoregulation. By doing this,
the circulatory system creates and maintains a stable internal environment [9].

In the center of the CVS is the heart. Heart acts as a constantly operating pump,
assuring continuous blood distribution to the whole body. It lies on the body center line,
two-thirds to the left of the midline and one-third to the right. Its weight is around 300-350
g in men and around 250-300 g in women [9]. Clinically, the heart has left and right parts,
with an atrium and a ventricle on each side. The right and left hearts work together to
achieve small (pulmonary) and large (body or systemic) circulation.

First, we will start with pulmonary circulation. As shown in Fig. 1.1, in the right heart,
deoxygenated blood (from the upper and lower vena cava) leaves the right atrium through
the tricuspid valve to the right ventricle. The right ventricle pumps blood at low pressure
(approximately 20 mmHg) [9]. From here, it flows through the pulmonary valve and the
pulmonary artery to the lungs, where the gas exchange occurs. Following the flow from the
lungs, oxygenated blood passes through four pulmonary veins to the atrium. Next, it leaves
through the mitral (or bicuspid) valve into the left ventricle. By continuous contraction
during the systole, the left ventricle pumps blood under high pressure (at about 120 mmHg).
Finally, from the left ventricle, the blood leaves through the aortic valve into the ascending
aorta and branches into the whole body (forming systemic circulation) [9, 11].

Heart contracts (systole) and relaxes (diastole) 60 to 90 times perminute. This movement
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Figure 1.1: Visualization of the human cardiovascular system (hand-drawn, based on [10]).

forms a cardiac cycle. In one day, the heart pumps approximately 7,000 liters of blood via
blood vessels [9, 11]. Blood vessels form an enclosed system through which blood flows.
Based on their function, we can categorize vessels into three main groups: arteries, veins,
and capillaries.

Arteries are the blood vessels that carry oxygenated blood from the heart to the target
tissues [9], except for the pulmonary artery. The most powerful artery of the body is
the aorta (visualized in Fig. 1.3). Aorta originates from the heart’s left ventricle as the
ascending thoracic aorta. From here, it arcs and turns to the spine (aortic arch). In the most
common configuration, three arteries branch from the arch of the aorta toward the head
(so-called supra-aortic arteries): the brachiocephalic trunk, the left common carotid artery,
and the left subclavian artery. Next, the aortic arch continues downward as the descending
thoracic aorta, and then as the abdominal aorta, from which smaller and smaller arteries
emerge [9, 11].

Veins are the blood vessels that carry deoxygenated blood from the tissue to the heart -
except for the pulmonary veins. The most prominent veins of the human body include the
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upper and lower vena cava. Due to the lack of pressure drop in the venous system, veins
contain valves in specific locations that prevent venous reflux (i.e., backward flow of blood)
[9, 11]. Capillaries are microscopic vessels without muscular or external ligament layers.
Their primary role is the exchange of respiratory gases in the organs and tissues. Their
surface area in the body is more than 6,000 m2 [9].

The inner space of vessels, in which blood flows, is called the lumen [11], surrounded
by the arterial wall. The elastic nature of the vessel wall (especially for arteries) plays a
significant role in the blood flow, where their contraction during the diastole ensures a
continuous supply of blood to the whole body. The arterial vessel wall consists of three
main parts: tunica intima, tunica media, and tunica externa, Fig. 1.2

Tunica intima is the inner layer of the vessels. While this layer is relatively fragile
and can high shear stress can easily damage it, it has the ability to reproduce quickly.
Tunica intima consists of two parts. The first part is an endothelial layer, consisting of
endothelial cells in direct contact with blood and oriented in the direction of flow [12].
Second, a sub-endothelial layer that consists of collagen and fibroblast. The sub-endothelial
layer is surrounded by an internal elastic membrane which is the outermost layer for most
capillaries and the bridging level between the tunica intima and tunica media [13].

Tunica media is the most substantial layer of the arterial wall. It is formed mainly by
circular and spirally arranged muscle cells and elastic tissue (proteoglycans, elastic, and
collagen fibers). This layer’s physiological function and structure highly vary in different
parts of the cardiovascular system. In the great arteries, like the aorta, the primary function
of tunica media is to contract during the cycle (specifically during the diastole) to help
distribute the blood to the rest of the body [13]. Finally, a thin layer of elastic tissue
surrounds these muscle cells - an external elastic membrane connecting the tunica media
and tunica adventitia.

Tunica adventitia (or tunica externa) is the external layer of the arteries and vessels. It
consists of connective tissue containing fibroblasts, proteoglycans, longitudinally oriented
elastic, and collagen fibers. For great arteries (aorta and its branching vessels), vasa vasorum
surrounds the tunica adventitia (’vessels of the vessels’), a system of small capillaries. The
primary function of vasa vasorum is to supply oxygenated blood to the outermost layers of
the arterial wall. For mammals, the vasa vasorum reduces in the abdominal aorta (compared
to the thoracic aorta) [14], causing a limitation in oxygen supply for the arterial wall. The
lack of vasa vasorum in the abdominal aorta is hypothesized to be the reason for the high
prevalence of AAA [15]. Additionally, recently evidence was found that vasa-vasorum
was also absent in TAA [16]. These findings suggest a possible correlation between the
pathogenesis and progression of AA and chronic hypoxia [15].

The physiological properties of the vessel wall vary based on the specific vessel function
and size. For the aorta, each layer’s main parameters (i.e., porosity, permeability, and
thickness) are listed in Tab. 1.1.

1.3 Aorta
Aorta is the largest and longest artery in the human body, Fig. 1.3. In healthy adults, the
diameter of aorta usually does not exceed 40 mm and aorta gradually narrows downstream.
The aorta expands with age at an approximate rate of 0.9 mm every ten years in men
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Figure 1.2: Visualization of the wall structure of the arteries (a), veins (b), and capillaries (c), hand drawn.

Table 1.1: Physiological parameters of the aortic wall.

Porosity [-] Permeability [m2] Thickness [mm]
Endothelium 5.00e-04 3.20e-21 2.00e-03
Intima 0.983 2.20e-16 0.40
Media 0.258 2.00e-18 1.20
Adventitia 0.85 3.00e-19 0.60
Homogeneous wall 0.551 4.12e-17 2.20
Ref. [17–20] [18] [18, 21]

and 0.7 mm every ten years in women [7]. Except of age and gender, additional factors
influencing aortic diameter are body size and blood pressure [22–27]

The primary aortic function is to distribute oxygenated blood from the left ventricle to
the entire body through many branching arteries. In addition, the aorta fulfills several other
roles in CVS, such as the secondary pump during diastole (via the elastic properties of the
aortic wall) and the control of heart rate and systemic pressure (via the pressure-responsive
receptors in the ascending aorta) [7, 22].

Aorta consists of two main sections, thoracic and abdominal, divided by the diaphragm
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Figure 1.3: Visualization of healthy aorta with the main branching arteries (hand-drawn).

as visualized in Fig. 1.3. The ascending thoracic aorta originates from the left ventricle,
where small branching vessels supply blood to the heart (coronary arteries). Then, the
ascending aorta passes into the aortic arch. Here, the main branching arteries are the
brachiocephalic trunk (BT), which bifurcates into the right subclavian artery (RSA), right
common carotid artery (RCCA), the left common carotid artery (LCCA), and left subclavian
artery (LSA). These arteries distribute blood to the head and upper limbs. While this
particular configuration of the aortic arch is the most common (65-80% people) [28], several
variations exist, such as the bovine arch, where BT and LCCA have identical origin [29].
This configuration increases the risk of the formation of thoracic aorta aneurysm [30].

After the arch, the small branching arteries of the descending thoracic aorta supply
the respiratory tract, esophagus, pericardium, mediastinum, and intercostal arteries. After
the diaphragm, the abdominal aorta supplies blood to the lower limbs and all abdominal
and pelvic organs (among others) [9]. The main branching arteries in the abdominal aorta
are the celiac trunk (CT), left and right renal artery (L/RRA), left and right gonadal artery
(L/RGA), inferior mesenteric artery (IMA), and left and right common iliac artery (L/RCIA).
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1.3.1 Aortic Pathologies
Aorta may be affected by a wide range of pathologies: AA (shown in Fig. 1.4), aortic
dissection (AD), intramural hematoma, penetrating atherosclerotic ulcer, traumatic aortic
injury, pseudoaneurysm, as well as genetic diseases (e.g., Marfan syndrome) and congenital
abnormalities such as the coarctation of the aorta (CoA) [7]. This section will discuss AA
and its rupture, aortic dissection, and Marfan syndrome in more detail.

Figure 1.4: Visualization of different locations of aortic aneurysm (hand-drawn).

An aortic aneurysm is a severe vessel dilation with respect to its original diameter. AA
can develop in different locations of the aorta as shown in Fig. 1.4. Aneurysms are classified
based on location, with the highest prevalence for TAA and AAA.

Since aneurysm mainly grows asymptomatically and slowly (at a rate of 1 to 4mm
per year [31–33]), the diagnosis is usually incidental during another examination of the
thorax and abdomen. If a diagnosis of AA occurs, the assessment of the whole aorta
is highly encouraged due to the high prevalence of secondary aneurysms. Based on a
population study of 2000 patients with AAA, TAA is present in 27% of the cases [34]. The
risk assessment of AA progression or rupture is predominantly based on its diameter.
Therefore, based on this assessment, the clinical intervention occurs only if the diameter
exceeds a maximal threshold value or escalated growth per year. The threshold varies based
on other risk factors (e.g., patients with Marfan or other syndomes, age, sex, and others),
but in general, it lies between ≥40 mm (AAA) to ≥50 mm (TAA) [7]. The intervention of
AA is also advised if the growth rate (diameter change per year) exceeds 10 mm/year [7].
However, the diameter-based criteria to predict dissection and rupture may not be the
best indicator for proper clinical evaluation [35]. While the incidence of small aneurysm
rupture is low [36], a significant number of large aneurysms never rupture [37] either.
These inconsistencies highlight the need to go beyond the lumen assessment and explore
other risk factors, e.g., by hemodynamic analysis.
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Aortic dissection (AD) is the disruption of a tunica media resulting from intramural
hemorrhage, which leads to the separation of the layers of the aortic wall. Due to this, true
lumen (TL) and false lumen (FL) develop [38, 39]. This process may be followed by rupture
of the aorta (if adventitia breaches) or re-entry into the lumen of the aorta via a secondary
intimal rupture [7]. According to the location of FL, the AD is classified in Stanford A
dissection (with sub-types I and II, DeBakey classification) and Stanford B (DeBakey III),
with the FL located in the ascending or the descending thoracic aorta respectively [7, 38, 39].
The incidence of this pathology is higher for men and increases through life. The prognosis
is worse in women due to atypical symptoms and late diagnosis [7]. Patients with acute
type A dissection have a 50% mortality within the first 48 hours. The progress of type B
dissection is often without complications (progression or signs of rupture). Hence, the
patient can be stabilized only with pharmacotherapy and closely followed-up [7].

Marfan syndrome is a genetic disorder affecting the connecting tissue [40]. It develops
because of a gene mutation that controls the production of fibrillin (a protein that gives
the connective tissue in the body its strength and elasticity) [41]. It affects approximately
one in 4,000 people and is in 75% genetically inherited [42]. The usual signs are tall build
and disproportionately long limbs and fingers [41, 42]. In addition, patients with Marfan
syndrome usually have a lower life expectancy. TAA and dissection are one of the main
complications connected to this pathology due to the faulty connective tissue [41]. Because
of this, patients with Marfan syndrome are closely monitored for the possibility of aortic
pathologies and undergo several surgeries aiming to reconstruct the aorta [41, 42].

1.4 Assessment of Aortic Pathologies
As discussed above, once the diagnosis of AA occurs, it requires a serial assessment of its di-
ameter. The clinical guidelines suggest using non-invasive imaging methods to perform the
serial assessment. These are (among others) ultrasound (US) and its variants (transthoracic
echocardiography TTE, transoesophageal echocardiography - TOE), computed tomography
(CT), magnetic resonance imaging (MRI), or (invasive) aortography [7]. The advantages
and disadvantages of these methods are summarized in Tab. 1.2.

Table 1.2: Overview of (dis-)advantages of imaging methods with application in the aorta: transthoracic echocar-
diography (TTE), transoesophageal echocardiography (TOE), computed tomography (CT), magnetic resonance
imaging (MRI), and aortography; - means negative note and + means positive note; adapted from [7].

Advantages/disadvantages TTE TOE CT MRI Aortography
Ease of use +++ ++ +++ ++ +
Diagnostic reliability + +++ +++ +++ ++
Bedside/interventional use ++ ++ - - ++
Serial examination ++ + +++ +++ -
Aortic wall visualization + +++ +++ +++ -
Cost - - - - - - - - - -
Radiation 0 0 - - - - - -
Nephrotoxicity 0 0 - - - - - - - -

Until now, we have only mentioned conventionally used methods that aim to provide
morphometrical information about the aorta, especially its diameter. However, to define
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hemodynamical-based biomarkers, we have to be able to measure and visualize the aortic
flow. Over the last few decades, the progress in imaging techniques allowed for flow
acquisition using different techniques, for example, 2D phase contract MRI (2D PC-MRI)
or 4D-flow MRI, among others. However, acquiring data with a sufficient spatiotemporal
resolution is still challenging. Therefore, we cannot fully understand the flow’s nature and
the patient’s condition in detail. In this case, CFD can be a helpful addition to the clinical
practice by using patient-specific geometry and boundary conditions (flow measurements,
pressure, heart rate, and others). Coupling CFD with imaging data can provide high spatial
and temporal resolution of the velocity field and additional information such as local
pressure, trans-mural pressure, WSS, turbulent kinetic energy, and others, which can
assist clinicians. These parameters are complicated to obtain using conventional imaging
techniques.

A key aspect in accurate aortic modeling is the patient-specific information necessary as
input parameters: the geometry, movement of the aortic wall, and inlet respectively outlet
flow conditions, among others. The first two mentioned are usually acquired clinically
by using high spatial resolution imaging techniques such as CT or three-dimensional
MRI. Another variation of MRI - 2D PC-MRI, can provide detailed information about the
pulse-wave velocity and (bulk) velocity at specific locations within the aorta [8], and has
been widely utilized as a source of information for computational studies. However, while
this method provides a local understanding of hemodynamics, the entire velocity field,
pressure drop, and WSS are still missing. Additionally, due to the multiple scans necessary
to acquire the morphology and velocity data, the information can be affected by re-scan
related inaccuracies. A relatively new approach is four-dimensional flow MRI (4D flow-
MRI) and more recently even four-dimensional flow CT (4D flow-CT) [43, 44]. Using both
of these techniques, a time-resolved 3D velocity field can be acquired, and its subsequent
post-processing can yield the geometry, wall motion, and flow with its derived variables
(such as WSS). However, these techniques are expensive, involve a long acquisition time,
and are not typical for clinical practice [45], especially 4D-flow CT which is in early stages
of development [43, 44]. Here, image-based CFD can play an important role, where we
could create patient-specific computational models based on the information provided by
these advanced imaging techniques. Coupling 4D-flow MRI and CFD could lead to a higher
degree of flow accuracy, aiding in a better understanding of aortic pathologies.

1.5 Aorta modeling
As with any mathematical representation of a complex system, we must find a balance
between the model’s accuracy in describing the nature of the system and its efficiency.
As spoken by A. Einstein: "Make everything as simple as possible, but not simpler." This
postulate also holds for CFD applied in medical diagnosis. The aorta is a highly complex
biological system, and trying tomodel its every aspect could lead to unnecessary complexity,
resulting in inaccurate results. The amount of patient-specific information necessary for an
accurate description of such a model causes this and often showcases non-linear behavior.
Additionally, the acquisition and application of each necessary data increase the uncertainty
in the simulations, which also grows non-linearly. Finally, this patient-specific information
is only sometimes readily available, and simplifications in the models are often necessary.
Hence, we should constantly tailor the model to the requirements of the particular study.
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If we look at the different goals of various studies focusing on the aorta, we can
summarize them into four main categories. First, to define the most accurate models to
capture aortic behavior, like the movement of the aortic wall, studying the turbulence in
the flow, or accurate prescription of boundary conditions. These studies often involve
simplified geometries, in which the models can be adequately verified and validated.
Second, to understand the pathology’s genesis, progression, and outcome, for which
the computational time is not crucial, and more complex models are often considered
and applied. Third are population studies. Population studies are crucial in correctly
understanding the pathogenesis and definition of possible biomarkers since the aorta varies
highly within the general population and from patient to patient. Finally, fourth, use
the simulations as a clinical tool to understand the current stage of the pathology and
make predictions for possible outcomes. For the latter mentioned, researchers usually
consider many assumptions in the model since it is crucial that the tool is easy to use and
computational time is clinically relevant.

In the following sections, wewill focus on understanding the different aspects connected
to the modeling of blood flow in arteries, with a particular interest in their application to
the aorta. We will present them in the order they are usually encountered when preparing a
simulation. Hence, we will start with defining the computational domain and its boundary
conditions. Then we will touch upon the modeling of blood as a fluid (e.g., physical
properties and nature of the flow), followed by wall modeling and species transfer within
CVS. Finally, we will conclude with a short overview of possible hemodynamical and
biochemical biomarkers to predicts the rupture of AA.

1.5.1 Definition of the Computational Domain
The morphology is one of the most crucial aspects of the simulation setup. Usually,
researchers adopt two approaches in modeling aortic pathologies - idealized (or simplified)
and patient-specific geometry. For the latter, essential aspects of the morphology are:

1. The length of the geometry

2. The inclusion of the major branching arteries (in particular for the aorta)

3. The quality of the acquired morphology

In the next section, we will discuss the definition of the computational domain in detail.
The idealized or simplified geometries are (mainly) used for validating the models

using a combination of CFD and experimental techniques (e.g., particle image velocimetry
- PIV) [46, 47]. This approach minimizes the influence of any variables that might affect
the validity of CFD (e.g., uncertainties in morphology, boundary conditions, and other
patient-specific variables); hence, the focus of the studies is solely on the validation of
the computational model. Simplified geometries are also widely utilized for parametric
studies. The geometry is modified to analyze the effect of different actors on the genesis or
progression of aortic pathologies. In modelling of aortic blood flow, studies often utilize
a simplified curved pipe as a representation of aortic arch [48, 49]. In the case of AA,
parametric models are primarily used to study the AAA. For the AAA, the studies usually
assume one (or more) bulges in a straight pipe as the idealized model of the morphology
[50–52].
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While idealized or simplified geometries help understand the basic hemodynamics
in aortic pathologies and testing of advanced computational models, their results are
not suitable for drawing general conclusions. Usually, these geometries cannot fully
mimic the realistic behavior of arteries, and we must consider many simplifications (e.g.,
rigid behavior). Additionally, the complicated nature and variability of the aorta make it
impossible to generalize results based on simplified cases for the whole population. Due to
this, most aorta numerical studies focus on flow simulation in image-based morphologies
of volunteers or patient-specific cases with various pathologies.

Patient-specific simulations usually focus on the examination of the current state of the
pathology [53], its progress [54], or to compare the pre-operation and post-operation status
[55]. Additionally, in recent years, the focus shifted to simulations with many volunteers
and patients - population studies. A crucial aspect of all types of patient-specific simulations
is the investigated domain. To obtain proper understanding of the flow in the different
variations of aortic morphologies, their adequate representations must be retrieved using
one of the imaging methods.

As discussed in Section 1.3, the aorta is the largest artery in the human body with many
branching arteries. Therefore, it is difficult to obtain an accurate high-resolution image
incorporating its entire length and the majority of the branching arteries. In addition,
simulation time grows significantly for more complex domains. Due to this, the numerical
studies performed on realistic geometries often focus on one part of the aorta. [53, 56, 57].
Simulating just a fraction of the geometry, rather than evaluating the hemodynamics in
the whole aorta, may lead to variations and discrepancies in the flow. In the case of TAA,
the aberrant flow pattern might lead to a second aneurysm downstream the thoracic (or
abdominal) aorta [7] and therefore, not considering the abdominal part in the simulations
may lead to underestimating the progress of this pathology. On the other hand, if the
thoracic part is omitted, the flow entering the abdominal aorta may be underestimated
since the aortic arch creates significant secondary flow structures and the typical helical
flow pattern [58].

Another often-made simplification of patient-specific geometries is neglecting the
branching arteries. As discussed in Sec. 1.3, the aorta has many branching arteries,
varying in size and throughput. While omitting the smallest branching vessels is justifiable
(negligible throughput), we should pay attention to major branching arteries. In earlier
studies, simulations were performed on an aorta without the supra-aortic arteries [59, 60].
This assumption is often made due to the inconceivable segmentation of these arteries
caused by the low contrast close to the aortic arch during image acquisition. However,
this approximation may cause significant discrepancies in the simulated flow field since
approximately 15%-30% of the blood leaves the aorta through these arteries. Because of this,
the hemodynamical parameters, including flow rate and WSS downstream of the aortic
arch, are highly overestimated, and the WSS profiles in the arch itself are not resolved
correctly. On the one hand, these simplifications are justifiable when the ascending aorta
is studied upstream of the aortic arch only [57]. However, if the simulations focus on the
effect of flow in the descending part, the results might be compromised.

Next, a significant aspect in evaluating the patient-specific results is the influence of
reconstruction accuracy from imaging techniques, e.g., CT and MRI, on CFD results. Van
der Palen et al. [61] evaluated the effect of different image reconstruction techniques and
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scan-rescan variability of the aortic morphology on the flow and wall shear stress derived
from the 4D flow MRI. Comparing data from ten volunteers at five-time instances of the
cardiac cycle, for which four different segmented images were available, they found that
the variability in the geometry may lead to differences in wall shear stress as high as 30%
[61]. However, such an extensive analysis is not yet available for CFD studies. Abraham et
al. showed in one example that small changes to arterial geometries considerably affect the
predicted hemodynamics [62]. Bertier et al. presented similar conclusions for a realistic
coronary artery, with three different segmentations, where pressure, WSS, and velocity
profiles were severely affected by the geometry [63]. Finally, the real-world intracranial
aneurysm segmentation variability was shown in a comprehensive study by Berg et al. [64].
In this study, researchers around the world were asked to segment the proved data set with
their own tools. The study showed high variation in the segmented volume (up to 20%) as
well as surface area (up to 30%) [64], among other morphometric parameters. These studies
highlight that we should be cautious when interpreting image-based patient-specific flow
based on CFD.

Finally, an essential step in geometry preparation for simulation is pre-processing.
Here, we must execute several steps to prepare the geometry acquired from CT, 4D-flow
MRI, or other, which often contains imperfections. These are (at least):

• Clipping of arterial inlets and outlets

• Smoothing and surface subdivision

• Adding the flow extensions

Regarding the first-mentioned item, as we have discussed, as much of the acquired mor-
phology should be used as possible. For the aorta, this step is essential in the ascending
part, specifically in the proximity of the root. Here, as much information as possible
should be preserved. The next step, smoothing, is the most important during the geometry
pre-processing, as it can potentially have a similar effect on the results of the simulations
as described in the previous paragraph. From the available smoothing algorithms, perhaps
the most used one is the Taubin smoothing filter. Compared to other methods, the Taubin
smoothing procedure ensures proper smoothing of regions with high variations in surface
curvature and avoids extensive shrinkage of the surface [65]. While the smoothing can
potentially cause the morphology to deviate from its actual shape (e.g. due to the shrinking),
Celi et al. showed that the uncertainty brought to the simulations due to the smoothing is
relatively small compared to the other possible sources (e.g., segmentation) [66]. Next, the
surface mesh (triangular) should be subdivided to ensure better surface definition for 3D
mesh creation. Butterfly method [67], among others, provides a proper surface subdivision.
Lastly, we need to add the flow extensions on (at least) the outlets. The preferred length of
the flow extensions should assure a full development of the flow for the stability of the
simulations. This length can be estimated based on the entrance length (corresponding to
the hydraulic entrance region, as visualized in Fig. 1.5 for a straight cylinder. The length of
the hydrodynamic entrance region (𝐿ℎ) in a cylinder with diameter 𝐷 can be estimated for
laminar flow as [68]:

𝐿ℎ,𝑙𝑎𝑚𝑖𝑛𝑎𝑟 = 0.0575𝑅𝑒𝐷 (1.1)
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Concentration entrance regionFigure 1.5: Schematics of the developing velocity profile in a straight cylinder.

where 𝑅𝑒 corresponds to the Reynolds number. Hence, considering maximal Reynolds
number 𝑅𝑒𝑚𝑎𝑥 ∼ 100 in the supra-aortic arteries [13], the extension length should equal
approximately 5𝐷𝑖 , with 𝐷𝑖 being the diameter of each particular outlet artery.

1.5.2 Boundary Conditions
The most in-depth studied area in modeling CVS is the choice of boundary conditions;
therefore, we will include a thorough overview of the available approaches and models
in this section. The necessary boundaries to be defined in the computational domain are
the wall, inlet, and outlet(s). Many studies suggest that an increase in subject-specific
information will result in a more accurate model [69]. However, the information is only
sometimes readily available, and many assumptions must be made, especially for the aortic
wall. The most common assumption for the wall is the ’rigid wall’ - hence, no modeling
of movement is considered. This assumption is often utilized due to the complexity of
simulations with wall motion. More on this topic later. The research community often pays
special attention to an adequate definition of the domains inlets and outlets. The proper
definition of flow boundaries is essential due to the influence of down- and upstream
vasculature in CVS. Various approaches have been proposed and used to simulate the
effects of CVS on the flow in the aorta. They will be discussed in the following sections
starting with the treatment of the inlet and followed by the definition of outlet boundary
conditions.

Treatment of Inlet
Most studies consider the subject-specific flow rate for the inlet boundary condition,
[60, 70–74]. Although, at the same time, some studies do not use the subject-specific
input [48, 49, 75–78] due to the lack of input data. The precise inlet boundary condition is
essential to obtain accurate results [79]. The best option would be to directly apply the
velocity field extracted from PC-MRI, 4D-flowMRI, or another appropriate imaging method
[70, 80–85]. Especially for the aorta, where the tricuspid aortic valve and movement of
the aorta heavily influence the velocity profile at the inlet. However, these data are often
unavailable, and slight geometrical modifications applied during CFD pre-processing make
this process more difficult. If the detailed velocity profile is unknown, the shape of the
inlet velocity profile needs to be defined.

The easiest option for inlet profile definition is to apply a uniform velocity at the inlet
- a plug profile [48, 49, 76, 86–89]. While this approach is straightforward, it leads to an
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inaccurate velocity field in the ascending thoracic aorta. Nevertheless, for simplicity, studies
that include wall motion [59, 90] often assume a flat velocity profile. With a moving wall,
the challenge lies in mapping the velocity profile on a moving surface. However, in recent
years, the advantages of directly prescribing the measured velocity profile were highlighted
for aortas with and without movement of its wall [83–85]. Still, many numerical studies
often assume a flat profile if velocity information is not available.

An alternative approach is to prescribe an analytical velocity profile on the inlet - either
parabolic or a Womersley velocity profile (𝑊 (𝑟 , 𝑡)), which is defined for axial velocity
component in a specific time of the cycle as:

𝑊 (𝑟 , 𝑡) =
2𝐵0
𝜋𝑅2 [1−(

𝑟
𝑅)

2
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+
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(1.2)

where 𝐵𝑛 is the Fourier coefficient, 𝑅 is the radius, 𝐽0 and 𝐽1 are the Bessel functions of the
first kind of zeroth and first order, respectively, and 𝛼𝑛 is the non-dimensional Womersley
number defined as:

𝛼𝑛 = 𝑅
√
𝑛𝜔
𝜈

(1.3)

where 𝜔 is the fundamental frequency and 𝜈 is the kinematic viscosity. The Fourier
coefficient 𝐵𝑛 are obtained from solving 𝑄(𝑡) ≈∑𝑁

𝑛=0𝐵𝑛𝑒𝑖𝑛𝜔𝑡 using fast Fourier transform
(FFT).

It still needs to be determined whether the definition of velocity as parabola improves
the accuracy of the results [80], particularly if the computational domain includes an
artificial inlet extension. The inlet extensions usually account for more than 2𝐷𝑖 , with 𝐷𝑖
being the diameter of the inlet. Hence, we expect a slight difference between parabolic and
plug since the flow has enough time to develop.

However, theWomersley velocity profile is justified if the simulation is for just a section
of the aorta, especially the descending part. The flow is usually developed in the descending
aorta and is less influenced by the downstream aorta. Hence, in this case, the application of
the Womersley velocity profile at the inlet leads to an accurately predicted flow behavior
through the cycle [50]. Because of this, the Womersley profile is often utilized in studies
involving idealized geometries [50, 91]. Here, the application of this profile more closely
simulates the pulsating nature of flow behavior during the cardiac cycle. Thanks to this, the
(parametric) studies can more accurately predict the nature of flow in different geometries,
resulting in more realistic conclusions and applicable to the actual aorta.

Finally, more recently, the inclusion of a moving tricuspid aortic valve as an inlet was
investigated in a model of aortic root [92] or integrated into a fully patient-specific model
[93]. A realistic velocity profile was simulated using a moving valve based on a clinically
used artificial model for both of these. Since a fluid-structure interaction model has to be
used to simulate the motion of leaflets, which is very time-consuming, this approach is
currently not applicable to clinical practice. However, it brings valuable insights, especially
for developing prosthetic aortic valves.
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To conclude, various studies propose many different models for treating inlet boundary
conditions. If the flow data are available, the subject-specific velocity component is the
option for the inlet boundary condition. The application of measured data is essential
for the aorta since the presence of the aortic valve and the movement of the root highly
influence the flow at its inlet.

Treatment of Outlets
Choosing the proper boundary condition for the outlet arteries is complicated since the
outlets are highly dependent on other factors of the CVS. The selection of proper outlet
boundary conditions is crucial to capture velocity field and pressure waves accurately
[94]. Perhaps the best approach is the application of the flow rate extracted from the
patient-specific measurements for both inlets and outlets [81, 94, 95]. However, acquiring
this data often involves 4D-flow MRI or multiple 2D PC-MRI scans at the exact locations.
Hence, CFD studies with inlets and outlets defined based on the measurements are rare.
Additionally, defining all flow boundary conditions using measured data poses a risk of
overly defining the fluid domain due to the uncertainty in the measurements. For example,
in 4D-flowMRI, the spatial resolution causes relatively poor velocity acquisition capabilities
in the branching arteries of the aorta. In this case, the combination of inlet and outlet
boundary conditions can cause convergence problems in the simulations.

Because of these reasons, several alternative approaches exist to define the outlet
boundary conditions. Most studies involving the aorta use constant pressure for all outlets
(usually zero) or flow splitting (Murray’s law, based on measured data, and others). Another
possibility is using lower-order modeling of the remaining CVS, such as 0D (Windkessel)
or 1D modeling. This section will discuss the (dis-)advantages of all of these methods. The
main point of our discussion will be the ability of the method to capture the phase shift
in aortic blood flow. The phase shift in flow occurs due to the simultaneous effects of its
pulsating nature and vasomotion. It is one of the main defining factors in arterial flow and
should always be accounted for in the simulations.

The most often used assumption for the outlet boundary condition (especially in the
early development of modeling aortic flow) is the application of constant pressure for all
outlets. While assuming the constant pressure at each outlet is simple, it is an extreme
simplification of reality. The pressure at each branch is never equal since it depends on
the inlet, the position within the aorta, and the downstream vasculature [96]. Additionally,
aortic compliance causes a phase shift in the flow. Therefore, these assumptions lead to
overestimating the flow through the branching arteries. Hence, this approach should not
be employed, and more advanced boundary conditions should be chosen for the outlets to
accurately describe the physiological nature of the flow [94, 97].

Instead of using constant pressure, flow-splitting based on previous literature data [86]
or Murray’s law are often utilized as an alternative [98–100]. When using Murray’s law,
the information at the outlets is completely missing, and the flow through the branching
arteries is assumed to be proportional to its diameter:

𝑞0
𝑞𝐷𝑖

=(
𝑅0
𝑅𝐷𝑖 )

1/3

(1.4)

where 𝑞0 stands for the volumetric flow through the mother artery with radius 𝑅0 and 𝑞𝐷𝑖
for the through the i-th daughter artery with radius 𝑅𝐷𝑖 . Calculations based on Murray’s
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law show that the flow leaving each branch is approximately 5-10% of the inlet flow
[101]. Therefore, 15-30% of the flow leaves through the supra-aortic arteries, which agrees
relatively well with measurements. Additionally, this approach heavily depends on the
goodness of the segmentation (due to the necessity of radii for the calculations), which is
usually challenging for the branching arteries. While Murray’s law is a better assumption
than constant pressure, it still does not account for the influence of the upstream and
downstream vasculature on the flow. Finally, due to its nature of estimating the outflow
rates based on radii, it may be challenging to empoy this approach in simulations involving
arterial kinematics.

If the velocity field is available (e.g. 4D-flow MRI), an alternative approach to Murray’s
law can be utilizing these data to define the boundary conditions in the branching arteries
and, by this, minimize the influence of incorrect radii estimation. Here, the relative net
flow of each outlet (with respect to the inlet) can be estimated from the flow data at the
outlets or after each bifurcation. The advantage of this approach is its ability to account for
phase shifts in the flow. However, using this approach, only the current state of the aorta
can be simulated since it cannot predict the changes in the flow (e.g., due to the exercise)
or vasculature (e.g., caused by surgery or genesis and progress of a certain pathology).

To simultaneously resolve the flow phase shift and dynamic changes in the computa-
tional domain, the zero-dimensional modeling (0D), Windkessel model, has been introduced
[102]. The remaining vasculature is modeled using the electrical analog to CVS in this
model. This approach models both the compliant and resistive nature of the arteries. The
electrical circuits’ equivalents to the biological properties are shown in Tab. 1.3.

Table 1.3: The biological analogs of the components of electrical circuit.

Electrical Circuit Biological System
i(t) current Q(t) blood flow
V(t) voltage P(t) pressure
R resistance R peripheral resistance
Z impedance Z impedance of the proximal valve
C capacitance C arterial compliance
L inductance L inertia of the blood flow

Several Windkessel models exist (with increasing complexity) based on electrical
analogs. Namely, the two-element, three-element, and four-element Windkessel model.
They are defined as (in increasing order):

𝑖 (𝑡) =
𝑉 (𝑡)
𝑅

+𝐶
𝑑𝑉 (𝑡)
𝑑𝑡

(1.5)

(1+
𝑍
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=
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𝑅
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𝑑𝑡

(1.6)

(1+
𝑍
𝑅) 𝑖 (𝑡) +(𝑍𝐶 +
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+𝐿𝐶
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𝑑𝑡2

=
𝑉 (𝑡)
𝑅

+𝐶
𝑑𝑉 (𝑡)
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(1.7)

The simplest, two-element model accounts only for arterial compliance and peripheral
resistance. The three-element model introduces the impedance of the proximal valve, and
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the four-element model also accounts for the inertia of the blood flow. Several studies
have coupled the 0D model to the outlets of a 3D geometry to account for the pressure
drop in downstream vasculature [72, 74, 103–107]. Because of the relative simplicity of
this approach, it is gaining much attention and becoming a baseline for defining dynamic
outlet boundary conditions. However, applying the Windkessel model involves tuning
the unknown parameters (R, Z, C, L - see Tab. 1.3. The tuning process is similar in most
studies and involves an initial assumption. Antonuccio et al. recently showed that the
choice of the initial tuning parameter significantly affects the simulated flow wave and
pressure gradient [108]. Hence, the tuning process should be done carefully to obtain a
realistic flow representation.

While the 0D model can predict the behavior of the flow in time, its main limitation
is the tuning process and the adaptability to patient-specific values. Additionally, the 0D
model does not include the nonlinear convective term. An alternative approach is used to
overcome these limitations: 1D model [96, 109–112], which accounts for the length and
circumference of the most prominent arteries. The main system of equations for the 1D
model consists of the conservation of mass:

𝜕𝐴
𝜕𝑡

+
𝜕𝐴𝐮
𝜕𝑥

= 0 (1.8)

where 𝐴 is the cross-sectional area of the particular artery and 𝐮 is the velocity dependent
on 𝑥 and 𝑡 . Secondly, the conversation of momentum is expressed as

𝜕𝐮
𝜕𝑡

+𝐮
𝜕𝐮
𝜕𝑥

+
1
𝜌
𝜕𝑝
𝜕𝑥

+
2𝜋𝜈
𝛿

𝐮 = 0 (1.9)

where 𝑝 is the pressure within the system, 𝜈 is the kinematic viscosity, and 𝛿 is the boundary
layer thickness. The system of equations is completed by assuming static radial equilibrium
in the radial direction of the cylindrical tube. Then, the pressure of the vessel 𝑝 can be
expressed using an algebraic relationship between the external pressure 𝑝𝑒𝑥𝑡 and vessel
cross-sectional area 𝐴, as:

𝑝 = 𝑝𝑒𝑥𝑡 +𝛽 (
√
𝐴−

√
𝐴0) (1.10)

Where 𝛽 is a measure of the vessel stiffness in 𝑑𝑦𝑛𝑒/𝑐𝑚3. 𝐴0 is the cross-sectional area of
the vessel in 𝑐𝑚2 determined at equilibrium state (𝑝,𝑢) = (𝑝𝑒𝑥𝑡 ,0), and 𝑝𝑒𝑥𝑡 is the external
pressure in 𝑑𝑦𝑛𝑒/𝑐𝑚2. These equations are applied to a model of an arterial system with a
tree-like structure. Usually, the system includes at least 55 of the main arteries; however,
more accurate models with a higher number of those considered also exist.

The 1D model accurately predicts the velocity and pressure waves in different parts
of the CVS through the cardiac cycle. While some studies directly applied the pressure
waves at the outlets, either by estimating them or directly applying the ones reported by
Olufsen et al. for a healthy individual [96], the 1D-3D coupling also allows for a patient-
specific prediction of the outlets [53, 112–115]. In this case, the model modification directly
introduces the diseased section of the studied artery in the whole 1D approximation of
CVS. One disadvantage of 1D/3D coupling is the added complexity. In this case, many
parameters (among others, wall elasticity, number of considered arteries, arterial diameter,
and length) are based on previous literature rather than taken subject-specific. These
assumptions decrease the patient-specific nature of the coupled system.
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One of the biggest challenges for patient-specific computational modeling is to know
the actual pressure in the aorta. Unfortunately, to the authors’ knowledge, there has yet
to be a study incorporating the actual patient pressure into the simulation. Instead, the
studies focused on evaluating the pressure drop alongside the aorta. However, a recent
study showed a method to tune the 0D-based boundary conditions for a given systolic and
diastolic pressure [105] and, by that, account for the effects of pressure changes throughout
the cycle on the flow.

To conclude, there is no consensus within the research community on which approach
is the most accurate to model the outlet boundary conditions if the measured data are
unavailable. Instead, the models are constantly improving with the influx of new informa-
tion from more detailed measurements. These measurements can also provide adequate
validation for the simulated flow field, which is essential in accepting the image-based
CFD in arteries as a potential clinical tool. Finally, as previously mentioned, the boundary
condition for the wall is mainly assumed to be rigid (i.e., no movement is modeled). While
this assumption is valid in smaller arteries, the aorta moves considerably, especially the
ascending thoracic aorta, due to its connection to the heart and compliant nature. More on
modeling the aortic wall will be discussed in one of the following sections.

1.5.3 Blood flow modeling
To account for the continuity of mass and momentum, the blood flow is modeled using the
incompressible Navier-Stokes equations:

∇ ⋅𝐮 = 0 (1.11)

𝜌(
𝜕𝐮
𝜕𝑡

+𝐮 ⋅∇𝐮) = −∇𝑝 +∇ ⋅ (𝜇∇𝐮) +F (1.12)

where 𝐮 is the velocity vector, 𝜌 is the fluid density, 𝑝 is the pressure, F accounts for
other external forces (e.g. gravitational force), and 𝜇 is the fluid viscosity. Since blood
shows non-Newtonian behavior, the approaches to model the viscosity and other physical
properties are discussed in the next section.

Blood and Its Viscosity
Blood is one of the most essential fluids in the human body. It is a colloidal suspension
consisting of erythrocytes (red blood cells), leucocytes (white blood cells), and thrombocytes
(platelets) suspended in plasma. Plasma consists mainly of water with additional proteins,
and inorganic constituents [13]. The physical properties of blood are highly dependent on
the temperature and the hematocrit level - the volume percentage of the erythrocytes in
the blood [116]. Typical density of blood at 25◦C is 𝜌𝑏𝑙𝑜𝑜𝑑 = 1060 kg/m3. The most usual
hematocrit level in the human population is 45% for men and 40% for women [117]. Blood
rheology highly depends on the hematocrit level, as shown in Fig. 1.6. With increasing
hematocrit levels, the viscosity increases as well. Additionally, blood exhibits highly shear-
thinning behavior due to the interaction of the different blood components. While the
viscosity of plasma is essentially constant due to the shape and interaction of erythrocytes,
the blood viscosity changes with applied shear-rate (�̇� ). At lower shear-rates, erythrocytes
aggregate (forming rouleaux), while at higher shear-rates, erythrocytes stretch in the
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direction of the flow. The creation of rouleaux causes a high portion of the applied shear is
used to break down the aggregates [118], causing the typical viscosity behavior of blood
[117]. The shear-thinning properties of blood are reflected in the underdevelopment of the
velocity profile since it does not exhibit the typical parabolic shape but rather a flattened
curve.

Figure 1.6: Measured values of blood viscosity for different hematocrit levels, namely 25%, 45% and 65% [119, 120],
with a fitted Carreau-Yasuda model for the most common hematocrit level of 45%, and viscosity at infinity shear
rate 𝜇𝑝 ; additionally, the different behavior of erythrocytes is visualized for various range of shear rate.

Since the shear-dependent behavior of blood can significantly affect the flow’s behavior,
we have to focus on its definition in simulations. Several empirical models were developed
to adequately model the non-Newtonian behavior of blood, shown with the expressions in
Tab. 1.4.

The viscosity models focus on shear thinning, yield stress (or a combination of the
two), and viscoelasticity to model the non-Newtonian properties of blood. The viscosity
models have their (dis- )advantages and represent well the specific blood behavior they
were designed for. However, it is difficult to determine which of the approaches models
the complex blood behavior most closely. These difficulties are also due to the need for
experimental data on blood viscosity at different combination hematocrit levels and shear
rates. However, the Carreau-Yassuda model with parameters based on a comprehensive
study of Gijsen et al. [132] seems to be the most used model for non-Newtonian blood
behavior.

In CFD studies concerning blood flow in large arteries, blood is often modeled as
Newtonian for simplicity. In these studies, the viscosity is assumed to be constant, with
a value close to viscosity at infinite shear rate 𝜇∞ [133, 134]. While this is a sufficient
approximation for large vessels with high to medium shear rates, simplification should not
be made if the artery suffers from some pathological condition. For example, Alimohamadi
et al. [73] showed that for the case of aortic dissection, high variability in blood viscosity is
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Table 1.4: Models for non-Newtonian behavior of blood.

Approach Model Expression Ref.

shear thinning

Carreau-Yasuda 𝜇 (�̇� ) = 𝜇∞ + (𝜇0 − 𝜇∞) [1+ (𝜆�̇� )𝛼 ]
𝑛−1
𝛼 [121]

Power law 𝜏 (�̇� ) = 𝑘�̇� 𝑛 [122]
Cross 𝜇 (�̇� ) = 𝜇∞ +

𝜇0 − 𝜇∞
1+ (𝜆�̇� )𝑚

[123]

Quemada 𝜇 (�̇� ) = 𝜇𝑝(
1−

𝑘0 +𝑘∞
√
�̇� /�̇�0√

�̇� /�̇�𝑐
Φ
)

−2

[124]

Yeleswarapu 𝜇 (�̇� ) = 𝜇∞ + (𝜇0 − 𝜇∞)
1+ ln(1+𝜆�̇� )

1+𝜆�̇�
[125]

Powell-Eyring 𝜇 (�̇� ) = 𝜇∞ +
(𝜇0 − 𝜇∞) sinh−1 (𝜆�̇� )

𝜆�̇�
[126]

Ree-Eyring 𝜏 (�̇� ) = 𝜏𝑐sinh−1(
𝜇0�̇�
𝜏c ) [127]

shear thinning,
yield stress Herschel-Bulkley 𝜏 (�̇� ) = 𝑘�̇� 𝑛 + 𝜏0 [128]

yield stress Casson 𝜏 (�̇� )1/2 = (𝑘�̇� )1/2 + 𝜏 1/20 [129]
Bingham 𝜏 (�̇� ) = 𝑘�̇� + 𝜏0 [130]

viscoelasticity Oldroyd-B 𝜏 (�̇� ) +𝜆1
∇𝜏 (�̇� ) = 𝜇0(�̇� +𝜆2

∇
�̇�) [131]

Explanation of (some) symbols: ∇𝜏 and
∇
�̇� : the upper-convected time derivative of stress and shear tensor respec-

tively; Φ: the volume fraction of rigid particles in suspension (hematocrit level).

present, especially in the false lumen, where the shear-rate is lower. Similar observations
were also made for TAA [135], where the flow patterns observed in an idealized model TAA
located just after the arc were strongly altered by varying viscosity. In the case of TAA, the
aberrant flow in the aneurysm (resulting from the morphological changes) most probably
causes the viscosity variation. Additionally, the pulsating nature of the flow drives the
shear-rate to vary during the cycle. This behavior also affects the blood viscosity, as shown
by Prahl-Wittberg et al. for aortas of patients with the Turner syndrome [136]. Hence, the
non-Newtonian effects should always be accounted for when modeling the flow in arteries.

Turbulence in Aorta
Modeling the flow in the aorta poses a big question: "Should we model the aortic flow as
laminar, transitional, or turbulent?" During turbulence, random eddies occur in the flow,
creating the so-called energy cascade. In this cascade, the energy is transferred from the
largest eddies to the smaller scales. Finally, the energy dissipates in the form of heat for
the eddies in order of the Kolmogorov length scale.

To distinguish between the three regimes, the flow is usually characterized by the
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Reynolds number (𝑅𝑒 - the ratio of inertial to viscous forces) as:

𝑅𝑒 =
𝐷0v𝜌
𝜇

(1.13)

with 𝐷0 being the characteristic length scale, v is the average velocity, 𝜌 is the liquid density,
and 𝜇 is the dynamic viscosity (here assumed constant). For a steady flow in a straight
pipe, laminar flow occurs for 𝑅𝑒 below ≈2,000, and turbulence occurs for 𝑅𝑒 above ≈4,000
[137]. For 𝑅𝑒 in the range of 2,000 to 4,000, the flow is transitional, generally unstable [137],
and little is known about this regime in more complicated domains, like the aorta. The
characteristic values of 𝑅𝑒 for aorta vary during the cardiac cycle, from 𝑅𝑒 ∝ 1 for diastole
and well above 4,000 for peak systole.

However, aortic flow is often assumed to be within the range of laminar regime [138,
139]. This assumption is motivated by the pulsating nature of the flow in arteries. Due
to the pulsating flow, the turbulence may need more time to develop during the high-𝑅𝑒
part of the cycle fully; hence, only small oscillations can occur. For the aorta, the systolic
range of 𝑅𝑒 much higher than 2,000 accounts for less than 10% of the total cycle time. For
turbulence to be fully developed, either the duration of the high-𝑅𝑒 regime has to be longer,
or the limit for turbulent 𝑅𝑒 is higher than the usual range. Peacock et al. estimated the
emergence of turbulence for 𝑅𝑒 > 5500 ∼ 9800 [140] for a pulsating flow in a straight pipe.
Therefore, much higher 𝑅𝑒 is usually considered critical for the onset of turbulence in
aortic flow [77, 140, 141].

To relate the nature of pulsativity with the nature of blood flow, it was shown that
the critical value of 𝑅𝑒 in the aorta increases with increasing Womersley number (𝑊𝑜)
[138, 140] as well as Strouhal number (𝑆𝑡) [140]. Womersley number relates the transient
inertial forces to the viscous forces as:

𝑊𝑜 =
𝜔𝐷2

0
𝜇𝜌−1

(1.14)

where 𝜔 is the angular frequency of the flow oscillations. Womersley number is highly
dependent on the arterial diameter. In the aorta, the usual range of𝑊𝑜 varies between seven
to seventeen [142] (depending on the particular segment, highest in ascending thoracic
aorta and lowest in the abdominal aorta). Hence, the critical 𝑅𝑒 ∝ 𝑊𝑜 and therefore
different per subject.

Strouhal number relates the oscillations of the flow (caused by the inertial forces) to
the velocity variation (caused by the convective flow acceleration) [143] as:

𝑆𝑡 =
𝜔𝐷0

v
(1.15)

For low 𝑆𝑡 , no oscillations occur in flow, and the flow is laminar. On the other hand, if 𝑆𝑡 is
very high, oscillations dominate in the turbulent flow [143]. For a medium range of 𝑆𝑡 , the
vortex shedding occurs [143], as shown in simulations and experiments within AAA of a
mouse [144], an aortic dissection [145], as well as for stenosed arteries [146–149].

Peacock et al. utilized Buckingham Pi analysis to derive the dimensionless groups for
transition to turbulence within physiological pulsating flow [140]. Their empirical analysis
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yielded a relationship for peak critical 𝑅𝑒 (𝑅𝑒𝑐𝑝𝑒𝑎𝑘 ) based on 𝑊𝑜 and 𝑆𝑡 as:

𝑅𝑒𝑐𝑝𝑒𝑎𝑘 = 169𝑊𝑜0.83𝑆𝑡−0.27 (1.16)

This correlation was later used in a study by Stalder et al. to analyze aortic flow using
2D PC MRI [150]. They show that the measured peak 𝑅𝑒 was, on average lower than the
estimated 𝑅𝑒𝑐𝑝𝑒𝑎𝑘 in each segment of the aorta.

Finally, the aortic morphology can also affect the onset of turbulence. Due to the curved
shape of the aorta, secondary flow occurs in the arch caused by the centripetal forces. This
flow contains two counter-rotating vortices, the so-called Dean vortices. The onset of these
vortices can be estimated by looking at the Dean number (𝐷𝑒), which relates the inertial
and centripetal forces to the viscous forces as:

𝐷𝑒 = 𝑅𝑒(
𝐷0

2𝑅𝑐)

1/2

(1.17)

where 𝑅𝑐 is the radius of the curvature for the studied artery. The counter-rotating vortices
emerge for 𝐷𝑒 > 64 ∼ 75, and flow becomes fully turbulent for 𝐷𝑒 > 400 [151] in a 90◦ bend.
Several analyses and experimental studies showed that due to the curvature, the onset of
turbulence occurs at higher 𝑅𝑒 [13, 152–154].

Using the reasoning of this combined phenomena (i.e., pulsating flow in curved arteries),
many studies use the assumption of laminar flow to study aortic hemodynamics [80, 86,
94, 95, 155–158]. Nevertheless, the transitional flow (in some instances even localized
turbulence) has been reported for healthy aorta, especially for young adults, as well as for
different aortic pathologies [159–167]. Vergara et al. [166] showed the presence of flow
disturbances in AAA and reported a considerable effect of turbulence on the estimatedWSS.
The level of flow disturbances is impacted by age-related changes in the aorta as well [168].
Additionally, the level of turbulent kinetic energy in the aorta increases with applied stress
(e.g., due to exercise) [169], which can also be a potential factor behind the pathogenesis
of AA. Finally, several other studies on disturbed flow in intracranial aneurysms reported
transitional and turbulent regimes even for 𝑅𝑒 ≪2,000 [170–172], with the peak systolic 𝑅𝑒
for intracranial aneurysm 𝑅𝑒 ∼400. Therefore, it is essential to identify a proper viscous
model for studies involving turbulence or cycle-to-cycle instabilities in the aorta or other
arteries.

The turbulence models range from the simplest Reynolds-Averaged Navier Stokes
(RANS) models like 𝑘 − 𝜖 [173] or 𝑘 −𝜔 [174], through the combination of these two, so-
called Shear-Stress Transport (SST) model [155, 175], to the Large Eddy Simulations (LES)
[166, 176, 177]. Instead of modeling the turbulence, few studies resolved both the spatial
and temporal resolution enough to perform Direct Numerical Simulations (DNS) of the flow
and, by that, resolve all of the scales of eddies [172, 178–181]. To do this, the spatiotemporal
domain has to be small enough to satisfy the Kolmogorov length (𝜂) and time (𝜏𝜂) scales:

𝜂 =(
𝜈3

𝜖 )

1/4

(1.18)

𝜏𝜂 = (
𝜈
𝜖 )

1/2
(1.19)
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where 𝜈 represents the kinematic viscosity and 𝜖 represents the average dissipation rate.
For flow in the aorta, the estimated typical Kolmogorov microscales are 𝜂 ∝ 10−5 m and
𝜏𝜂 ∝ 10−4 s 1.

While DNS is the best approach concerning the accuracy of the simulations, the method
is computationally costly due to its spatiotemporal requirements. Therefore, the usage is
questionable in a clinical setting. Additionally, we must consider the order of the smallest
scales of eddies in turbulent blood flow. According to Antiga et al., the limiting length scale
is the size of RBCs rather than 𝜂, and the blood flow should be regarded a dense suspension
[182]. Hence, other approaches than DNS, e.g., LES or RANS, might be more appropriate
to model flow in the aorta.

To summarize this section, at the moment, it is not very easy to adequately answer
the question posed at the beginning. While many studies have performed simulations
involving turbulence modeling in the aorta, two aspects still remain unanswered:

1. Does turbulence in aorta occur?

2. What is the most appropriate model to account for it?

To answer the first, more measured flow data are necessary for a broad population of
healthy controls and a variety of aortic pathologies. While for the second, a rigorous
analysis (with proper validation and verification) is necessary to determine the adequate
turbulence model (especially in a clinical setup).

1.5.4 Modeling of Aortic Wall
When modeling the aortic wall, we must consider two features: (1) movement and (2)
tissue. First, we must understand the movement of the aortic wall and its effects on the
flow since each cardiac cycle, the aorta experiences significant changes in the radial shape,
with diameter expanding or reducing as much as 5% during the peak systole and the
diastole [183, 184]. Additionally, due to the heart’s movement, the aorta (especially the
ascending thoracic aorta) experiences additional movement in both horizontal and vertical
directions. The second-mentioned modeling of the aortic wall tissue is essential if we want
to understand how the tissue responds to various (mechano- )biological stimuli, e.g., the
transport and consumption of oxygen, nitric oxide, or drugs. In this section, we will more
closely elaborate on both of these subjects.

Movement of Aortic Wall
Several studies focused on modeling the aorta with an aneurysm using the finite element
(FE) method, which involves just the solid modeling [185–188]. However, since these
studies do not simulate hemodynamics, they are not considered further for our approach.

The ’simplest’ approach to model the interplay of fluid dynamics and solid mechanics
is the fluid-structure interaction (FSI), where the fluid and solid parts of the domain are
computed at the same time. Alimohamadi et al. [73] compared FSI with the rigid wall
assumption in a dissected aorta. They reported that while the differences in the flow field
were not too significant, they found a major variation could in the derived variables (such
1These order of magnitude values were estimated based upon an analysis of RANS simulations of turbulent blood
flow in the aorta.
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as WSS) and the pressure difference between the false and true lumen [73]. Reymond et al.
[111] reported similar results in an aorta of a healthy subject; they found that CFD with
rigid wall assumption significantly overestimates the values of WSS alongside the whole
aorta in comparison to FSI. On the other hand, they found the pressure wave to be slightly
lower in the case of FSI. Brown et al. [104] reported similar results for a healthy aorta.

For FSI, special attention has to be given to the definition of the solid part in the
simulations. The most common assumptions are the constant thickness of the aortic
wall, isotropic properties, and Young modulus taken from literature. Hence, the defining
parameters are often based on something other than subject-specific data. Nevertheless, all
the previously mentioned parameters are essential for correctly modeling the compliant
vessels, especially if a specific pathology is present [189–191]. However, these patient-
specific data are often not readily available for the simulations. Because of this, FSI modeling
may bring uncertainty to the results due to many assumptions in the solid part [185].

The wall motion can be prescribed rather than modeled to reduce the number of
assumptions made by FSI simulations. For example, Bonfanti et al. [105] modeled the
motion of the aortic wall in a dissected aorta using a moving mesh approach with the
prescribedmotion of the wall. Themotion was prescribed based on the pressure distribution
on the wall. This approach was shown to be relatively fast and appropriate for the problem
as the results from their simulations, especially the motion of the wall, were in close
agreement with the data from non-invasive imaging. However, several discrepancies still
could be found since they made several assumptions due to the not-existing data about
the systolic and diastolic pressure and the distensibility of the aortic wall. Especially the
need to input the distensibility of the aortic wall causes a problem for the patient-specific
application of this method since this parameter is difficult to obtain. Hence, while this
model shows progress toward patient-specific modeling of aortic wall motion, several
improvements are still necessary for a widespread application.

An option for the simultaneous modeling of aortic wall motion and flow is the direct
use of imaging data. In such a case, the wall position is obtained from measurements (e.g.,
MRI) and interpolated through the cycle. This approach was shown in the simulation
of a small section of the thoracic ascending aorta [57] as well as the left ventricle [192].
Prescribing the wall motion has excellent potential since no assumptions have to be made,
resulting in an entirely subject-specific model. However, this method still faces certain
obstacles if applied to simulations of the whole aorta. In this case, the treatment of moving
inlet and multiple branching arteries has to be solved.

Representation of Aortic Wall Tissue
While aortic wall tissue can be simplified for wall motion simulations, we need to properly
define it for other applications, e.g., studying the transfer of various species and drugs
within the wall. To do this, the tissue’s physiological properties must be understood and
adequately translated into the models. As mentioned in Sec. 1.3, the aortic wall consists
of several layers with different functions, compositions, and physical properties. Here we
will discuss how these layers can be represented in mathematical models and often made
simplifications.

The most accurate representation of the aortic wall is to model each layer separately.
In the so-called ’multi-layer model’, the different layers are modeled as porous media with
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their respective physical properties. Within the porous media, the flow is defined using
the superficial velocity:

𝑆𝑖 = −(
𝜇
𝛼𝑤

vi +C2w
1
2
𝜌|𝐯|vi) (1.20)

where 𝑆𝑖 is the source term for the ith (𝑥 , 𝑦 , or 𝑧) momentum equation, 𝛼𝑤 is the aortic wall
permeability, and 𝐶2𝑤 is the inertial resistance. The permeability and inertial resistance
vary for the different layers[17–21]. While the superficial velocity can adequately model
the flow through intima, media, and adventitia, a different mathematical representation
has to account for the resistive effects of the endothelium and internal/external elastic
membrane. Here, the pressure drop across these layers can be described using a simplified
one-dimensional representation of a thin membrane:

Δ𝑝 = −(
𝜇
𝛼𝑚

𝐯+C2m
1
2
𝜌𝐯2)Δ𝑚 (1.21)

with 𝛼𝑚 being the permeability of the membrane, 𝐶2𝑚 being the pressure jump coefficient,
and Δ𝑚 being the membrane thickness [17–21].

Simulations with this model of the aortic wall were considered in several studies for
mass transfer of species, mainly in simplified geometries [17–20]. However, multiple
thin layers can cause many complications, especially during meshing. This is due to the
significant difference between the aortic diameter and the typical thickness of the wall
layers. The diameter of the aorta is usually 10 (for adventitia) to 10,000 (for endothelium)
times larger than the different layers within the wall. Hence, the mesh has to be adequately
scaled in these domains, resulting in a very large number of cell elements. Because of this,
most studies involving realistic arteries consider the simplified, one-layer assumption of
aortic wall [193–195]. Here, only a single layer of the aortic wall is considered, usually
with physical properties based on averages of the entire wall.

1.5.5 Transport of Species
Most of the studies mentioned before modeled blood as a single-phase fluid, Newtonian or
non-Newtonian, with the density and viscosity reported by the literature. However, blood
is a multi-phase fluid containing several different species, and its primary purpose is to
carry oxygen and other nutrients to organs and tissue. Therefore, for many pathologies, it
is essential to understand the local variations in the concentration of different species.

A convection-diffusion equation characterizes the transport of species 𝑖 in CVS:

𝜕𝑐(𝑖)

𝜕𝑡
= ∇ ⋅(D∇𝑐(𝑖))−∇ ⋅(𝐯c(i))+𝑅(𝑖) (1.22)

with 𝑐(𝑖) representing concentration of species 𝑖, D diffusivity, and 𝑅(𝑖) the source/sink
term for the species. While the dilute approximation does not hold for the transport of
larger molecules, it has been widely utilized in studies concerning species transport in
CVS.

Several numerical studies focused on understanding the mass transfer of various species
in CVS using numerical techniques. These start from 1D simulations of species transport
in the whole body to determine the global changes in the species concentration [196–198],
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to accurate 3D modeling of mass transport in realistic arteries. Additionally, studies focus
on the modeling of different species and molecules. For example, many studies focused
on modeling the mass transfer of large molecules such as LDL, which is essential for
understanding the pathogenesis of atherosclerosis [78, 199]. For different applications, the
mass transfer of oxygen has been accounted for either in idealized models of arteries [193,
200–208] or realistic computational domains obtained from different imaging techniques
[209–211]. In general, the studies conclude that using CFD techniques is possible to predict
accurately the distribution of different species in the diverse parts of the human body.

While studying the aorta, we have to focus on understanding oxygen distribution.
Studies on AA patients found that the aorta’s diseased portion has a different wall structure
than the healthy sections [212]. These regions were stiffer due to the lack of collagen and
elastin fibers [212, 213]. In addition, the degradation of the extracellular matrix (ECM -
composed of collagen and elastin) was correlated to the insufficient supply of oxygen [214].
Several CFD studies found that aberrant blood flow causes low oxygen concentration due
to fluid side limitations. Most of these studies modeled oxygen as a free species in plasma
(dilute approximation) [196, 200, 201, 204, 207, 208, 211]. However, this is a substantial
simplification since the majority of oxygen in CVS (98%) is bound to hemoglobin in RBCs,
specifically its heme group. One heme group can carry up to four molecules of oxygen
according to the following reaction mechanism:

Hb+O2
K1−−−−→ HbO2

HbO2 +O2
K2−−−−→ Hb(O2)2

Hb(O2)2 +O2
K3−−−−→ Hb(O2)3

Hb(O2)3 +O2
K4−−−−→ Hb(O2)4

with 𝐾1, 𝐾2, 𝐾3 and 𝐾4, being the reaction constants. Studies that considered oxygen
transported as bounded species to hemoglobin [205, 206, 209, 210, 215, 216] concluded that
the inclusion of hemoglobin to the transport of oxygen is essential to obtain an accurate
distribution of the species in CVS.

Other than oxygen, other small molecules can affect the development of AA. In a recent
study, increased nitric oxide (NO) values were present in the thoracic aorta of patients
with the Marfan syndrome [217]. As we have discussed, many patients with this particular
syndrome often suffer from TAA. Hence, an accurate understanding of the relationship
between NO mass transfer and the development of TAA is needed.

To model NO mass transfer, we can again use the convection-diffusion equation. How-
ever, in this case, we need to focus on the treatment of the source term that represents
NO production. Endothelium produces NO, which is driven by the changes in shear stress
[218]. Several empirical approaches were proposed to model this relationship, with two
mainly used relationships: linear and hyperbolic. First, the linear relationship between NO
production and WSS [219], defined as:

𝑟𝑁𝑂−𝑙𝑖𝑛𝑒𝑎𝑟 = 𝑟𝑟𝑒𝑓
|𝜏𝑤 |
𝜏𝑟𝑒𝑓

(1.23)
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where 𝑟𝑟𝑒𝑓 is the reference production rate of NO (𝑟𝑟𝑒𝑓 = 150 𝜇Ms-1) and 𝜏𝑟𝑒𝑓 is the reference
WSS (𝜏𝑟𝑒𝑓 =2.4 Pa). Second, the hyperbolic model proposed as[220]:

𝑟𝑁𝑂−ℎ𝑦𝑝 = 𝑟𝑏𝑎𝑠𝑎𝑙 + 𝑟𝑚𝑎𝑥
|𝜏𝑤 |

|𝜏𝑤 |+𝑎
(1.24)

with 𝑟𝑏𝑎𝑠𝑎𝑙 being the NO production rate at no shear-rate (𝑟𝑏𝑎𝑠𝑎𝑙=2.13 nMs-1), 𝑟𝑚𝑎𝑥 being
the maximal NO production rate (𝑟𝑏𝑎𝑠𝑎𝑙=457.5 nMs-1), and 𝑎 being a fitting parameter
(𝑎=3.5 Pa). As reported by Liu et al., the latter approach showed to be more accurate in
representing the physiological nature of NO production since the simulated values were
close to measured data (O(𝑛𝑀)) [194]. However, a more thorough analysis of the modeling
of NO production is necessary.

To conclude, many species (e.g., NO and O2) can affect the development of arterial
pathologies, including AA. Therefore, a proper understanding of the variation in local
concentration is necessary. While these specific mechanisms cannot be studied using
conventional imaging techniques, image-based CFD can provide these data. Finally, un-
derstanding the species distribution in AA can help define biomarkers for predicting
progression and rupture. Currently, most of the studies focus mainly on defining predictive
biomarkers based on impaired hemodynamics in AA, which could be improved by including
species transport. The following section will discuss more on the biomarkers based on
hemodynamical properties.

1.6 Biomarkers for Rupture of an Aneurysm
Several studies aimed to predict the rupture site of an aneurysm based on the hemodynam-
ical criteria only. The hemodynamical criteria are usually based on WSS and its variants.
WSS for a non-Newtonian fluid with viscosity 𝜇 (�̇� ) is defined as:

−→𝜏𝑤 = 𝜇 (�̇� )
𝜕𝐯
𝜕𝑛

||||wall
(1.25)

WSS affects the endothelial cells (ECs) that form the first layer of the arterial wall and
are in direct contact with the blood flowing in the lumen. While ECs form just a small
portion of the arterial wall, they are integral to a healthy artery since they attend to
several critical homeostatic functions. These functions are vascular remodeling, modulation
of hemostasis and thrombosis, mediation of inflammatory responses, and regulation of
vascular contraction [221]. Due to its essential function, we must investigate the effect of
the flow on the turnover of ECs. The regions of the arterial wall with laminar flow show a
significantly lower reproduction rate of ECs [222] than those with disturbed or oscillating
flow [223]. The behavior of ECs in disturbed flow can significantly increase the chance
of lesions, aortic wall remodeling, or both [221]. Hence, WSS has a high potential to be a
predictive biomarker for different aortic pathologies.

Since blood flow in the human body changes considerably during the cardiac cycle,
time-averaged quantities are often utilized to understand its cumulative effects. These are
either time-averaged wall shear stress (TAWSS):

𝑇𝐴𝑊𝑆𝑆 =
1
𝑇 ∫

𝑇

0

|||
−→𝜏𝑤

||| 𝑑𝑡 (1.26)
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where 𝑇 is the cycle length or oscillatory shear index (OSI):

𝑂𝑆𝐼 =
1
2

⎛
⎜
⎜
⎝

|||∫
𝑇
0
−→𝜏𝑤 𝑑𝑡 |||

∫ 𝑇
0
|||
−→𝜏𝑤

||| 𝑑𝑡

⎞
⎟
⎟
⎠

(1.27)

While TAWSS shows the regions of the maximal or minimal averaged WSS during the
whole cycle, high OSI represents the rate change of direction of the WSS vector during the
cycle from the most dominant flow direction.

Using these (and other) hemodynamic parameters, several studies have investigated the
effect of blood flow on the development of aneurysms and tried to propose new biomarkers
for diagnosing this pathology. Xiang et al. [224] found that the aneurysm rupture site
correlates with the combination of very low local values of WSS and OSI. However, Cebral
et al. [225] outcomes were different. They found the rupture site in an area with high
values of WSS and concentrated impingement regions. The reviews by Meng et al. [226]
and Xiang et al. [227] presented that both low and high values of WSS might affect the
rupture site. These contrasting outcomes brought attention to understanding an aneurysm
rupture, resulting in the CFD rupture challenge. Here, different groups tried to estimate
the rupture site of an intracranial aneurysm (located in the brain vasculature) using their
respective techniques [79, 228]. From all of the participating groups, 81% could correctly
predict which of the two presented aneurysms has ruptured [228]. However, the groups
varied in the estimated rupture site location and considered hemodynamical criteria. Some
combinations of different hemodynamical criteria were: low WSS and elevated pressure,
high WSS only, low WSS and high OSI, and finally, an impingement zone with associated
high WSS and high-pressure [79, 228]. Hence, this study did not bring more consensus on
the hemodynamical processes behind the rupture.

Therefore, a unified idea about the genesis and development of an aneurysm still needs
to be introduced. To overcome this, we have to thoroughly analyze blood flow in healthy
aortas and AAs to look for potential biomarkers. Here, blood flow modeling can bring
great advantages, since we can relatively quickly analyze a wide variety of pathologies,
focusing on multiple aspects of blood flow.
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1.7 Objective and Outline
The research presented in this thesis aims to develop a patient-specific model for flow
in CVS, focusing on the aorta and AA. The model has to be accurate, i.e., it has to be
sufficiently detailed to describe the physiological behavior of the aortic flow correctly.
However, the model has to be also numerically efficient due to the relatively fast diagnostic
requirements in the clinical setting. Hence, we can summarize several main objectives of
this thesis:

1. What is the level of uncertainty brought to the simulations by the input data?

2. How can the flow, and aortic wall motion be modeled?

• What is the most efficient yet accurate model to account for the instantaneous
and localized turbulence of the blood flow?

• How can the patient-specific nature of aortic wall movement be defined?

3. What are the predominant factors in the pathogenesis of AA?

• What is the role of hemodynamics in AA formation and rupture?
• What is the role of biochemical parameters in AA formation and rupture?

4. How can the models be used in other parts of the cardiovascular system?

Outline
To achieve these objectives, this thesis consists of five studies, each forming a chapter:

In Chapter 2, we will evaluate the level of variability in the calculated flow due to
variability in the input geometry. The currently used segmentation protocol of 4D-flow
MRI images includes manual adjustments of the aortic geometry. These can cause variations
in input geometry for CFD. To understand the level of inaccuracy in the simulations, we
will present a population study based on ten healthy subjects. Each of the volunteer aortas
will be segmented four times: (1) and (2) based on two different scans with a set amount of
time between them (scan-rescan variability), (3) based on two different segmentations of
the same person (inter-observer variability), (4) and based on segmentation of two different
people.

In Chapter 3, we will unravel the turbulence modeling of flow in the aorta, specifically
in CoA. We present a comprehensive comparison of three RANS models and the validation
of a simulated field with the measured flow (using 4D-flow MIR) in a phantom of simplified
geometry representing CoA. The advantage of working first with a phantom for this study
rather than analyzing the flow in a real geometry is the deep understanding of the turbulent
behavior in (curved) pipes with an obstruction. By doing this, we will be able to assess
which computational model is the most suitable for capturing the turbulent behavior in the
CoA. Finally, we will apply the same principle to modeling turbulent flow in patient-specific
CoA.

Chapter 4 will focus on the effects of aortic wall motion and inlet definition on the
simulated flow field. To do this, we will present a comprehensive model that includes the
motion of the wall and automatic registration of a 4D-flow MRI-based inlet velocity profile
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as the boundary condition. We will utilize the prescribed mesh movement approach to
define the wall motion. We will present a novel method using Radial Basis Function (RBF)
interpolation of several geometries through the cardiac cycle segmented from 4D-flow MRI.
Finally, to assess the uncertainty brought to the simulations due to rigid wall assumption,
we will compare the static (rigid-wall assumption) and dynamic (RBF-based movement)
simulations for healthy control and a patient with big root TAA.

In Chapter 5, we will bring more insights into the hemodynamical and biochemical
(O2 and NO) determinants behind the pathogenesis of AA. We will present a model for
simultaneous NO and O2 mass transfer in the lumen and aortic wall. We will first show how
to create an aortic wall representation using a homogeneous single-layer approximation.
We will discuss the complex mechanisms of O2 and NO mass transfer within the CVS and
the most appropriate models to capture their transfer within the lumen and the arterial
wall. To understand the difference between a TAA and a healthy aorta, we will present
an analysis of hemodynamical (TAWSS, OSI, and ECAP) and biochemical (distribution of
O2 and NO) parameters. In doing this, we will define a few biomarkers to include during
population studies.

In Chapter 6, we will provide the application of image-based CFD in a different part of
the CVS - the Circle of Willis (CoW). The CoW is an integral part of the blood distribution
within the cerebrovascular system. Hence, different pathologies (e.g., atherosclerosis and
aneurysm) can strongly impair blood distribution and the essential nutrients and species
carried by blood within the brain. In this chapter, we hypothesize that oxygen’s lumen-side
mass transfer resistance can lead to an impaired function of vascular and brain tissue in
this region of CVS due to hypoxia. Prolonged hypoxia can lead to the development of
atherosclerosis, aneurysm, or dementia. We will present an efficient method for modeling
oxygen mass transfer by blood and outline an approach to evaluating regions with limited
lumen-side mass transfer, i.e., the locations of CoW suffering from hypoxia.

Finally, in Chapter 7, we will summarize the main conclusions of this thesis, provide
recommendations for future work, and present our view on the direction of this field.
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2
Effect of Geometrical

Uncertainties

An aortic aneurysm is associated with aberrant blood flow and wall shear stress (WSS). This can
be studied by coupling magnetic resonance imaging (MRI) with computational fluid dynamics
(CFD). For patient-specific simulations, extra attention should be given to the variation in the
segmentation of the MRI data set and its effect onWSS. We performed CFD simulations of blood
flow in the aorta for ten different volunteers and provided corresponding WSS distributions.
The aorta of each volunteer was segmented four times. The same inlet and outlet boundary
conditions were applied for all segmentation variations of each volunteer. Steady-state CFD
simulations were performed with inlet flow based on phase-contrast MRI during peak systole.
We show that the commonly used comparison of mean and maximal values of WSS, based on
CFD in the different segments of the thoracic aorta, yields good to excellent correlation (0.78 to
0.95) for rescan and moderate to excellent correlation (0.64 to 1.00) for intra- and interobserver
reproducibility. However, the effect of geometrical variations is higher for the voxel-to-voxel
comparison of WSS. With this analysis method, the correlation for different segments of the
whole aorta is poor to moderate (0.43 to 0.66) for rescan and poor to good (0.48 to 0.73) for
intra- and interobserver reproducibility. Therefore, we advise being critical of the CFD results
based on the MRI segmentations to avoid possible misinterpretation. While the global values
of WSS are similar for different modalities, the variation of results is high when considering
the local distributions.

This chapter had been published as: R. Perinajová, J. F. Juffermans, J. J. Westenberg, R. L. van der Palen, P. J.
van den Boogaard, H. J. Lamb, and S. Kenjereš, Geometrically induced wall shear stress variability in CFD-MRI
coupled simulations of blood flow in the thoracic aortas, Computers in Biology and Medicine 133 (2021).
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2.1 Introduction
Aorta pathologies such as an aortic aneurysm, dissection, and coarctation affect its function
[1]. These conditions are not completely understood. However, aberrant blood flow patterns
and associated hemodynamical parameters like wall shear stress (WSS) have been linked
to aortic dysfunction [2, 3].

To study WSS in the aorta, we need to have information about the blood flow and the
location of the aortic wall. In theory, both of these can be acquired using 4D-flow magnetic
resonance imaging (MRI) [4]. While the 4D-flow MRI acquisition can produce a velocity
field that closely represents the actual aortic flow [5–7], using this technique to acquire
the location of the aortic wall may be incorrect [8, 9]. The irregularities in the segmented
wall location can be influenced by the movement of the aorta during the cardiac cycle as
well as due to its compliance [9, 10]. Besides, the segmentation of the geometry is done
(partly) manually in most commercial and research tools. Therefore, the observer’s lumen
interpretation results in segmentation variability [10]. Van der Palen et al. [9] showed
that this variability, among others, may lead to differences in MRI-estimated WSS as high
as 30%. Additionally, while several methods have been proposed to calculate WSS from
the 4D-flow MRI velocity field [11–14], the MRI-based WSS is underestimated due to the
resolution of the flow field [3, 15]. Hence, to be able to accurately predict WSS, a different
method should be used.

To do this, many studies showed that coupling MRI with computational fluid dynamics
(CFD) leads to patient-specific results that closely represent reality [16–18]. An important
aspect, that is often not addressed in evaluating the accuracy of patient-specific simulations
is the influence of variability in geometry reconstruction from imaging techniques on
numerical results. The effects of geometry variation on the calculated blood flow and
associated parameters are assessed in two CFD studies focused on coronary vessels [19, 20].
Both concluded that a small variation in geometry has a considerable effect on the predicted
hemodynamics. However, these conclusions were based on just one case, and hence the
wide applicability is questionable. Moreover, none of these studies focused on the aorta,
where the biggest variation in geometry can be expected due to its extensive motion during
the cardiac cycle.

The present study aims to bridge this gap in the literature and evaluate the effect
of variations in the input geometry on WSS obtained from CFD. By this, we extend the
previously performed 4D flowMRI-based segmentation variability [10] andWSS variability
[9], and we aim to establish a baseline for variability in CFD simulations. We perform
simulations on aortas from ten volunteers at the peak systole. Four different segmented
geometries are available for each volunteer. We compare the simulatedWSS using statistical
analysis as shown in [9], where the effect of varying geometry on WSS is evaluated
based on the comparison of average values in five investigated regions - zero-dimensional
analysis. Moreover, we extend this approach and propose two different ways of higher-
dimensional comparison. First, we compareWSS between the different geometries based on
its circumferential average alongside the centerline - one-dimensional analysis. Second, we
perform a voxel-to-voxel comparison of flattened surface maps - two-dimensional analysis.
We show the influence of the method for analysis on the agreement, where the WSS
correlation between the different geometries decreases with the increasing order of the
method.
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2.2 Methodology
The present study is based on the data presented in our previous studies [9, 10], where
ten healthy volunteers were analyzed, but it is now extended with CFD simulations. The
characteristics of the volunteers, like gender, age, weight, height, and heart rate, can be
found in [9], and the morphometric characteristics of the acquired aortas can be found in
[10]. All volunteers gave informed consent before the MRI acquisition, and METC approval
was obtained for the study of these volunteers.

2.2.1 MRI data-set
The studied data set consists of ten different volunteers with four different geometries for
each. 4D-flow MRI was performed on a 3.0 T Scanner (Ingenia, Philips Medical Systems,
Best, The Netherlands with Software Stream 4.1.3.0). The spatial resolution was 2.5 x 2.5 x
2.5 mm3, and the temporal resolution was 35.1-36.5 ms. Additional details about the aortic
4D acquisition can be found in [9]. All volunteers were scanned twice, with a 30-minute
interval between the scans.

Afterward, acquired 4D-flow MRI data were segmented using CAAS MR 4D flow v1.1
(Pie Medical Imaging BV, Maastricht, The Netherlands). A semi-automated segmentation
algorithm was used that optimizes the location of the surface while maintaining the
smoothness of the 3D surface [9]. The segmentations were manually adapted from the
level of the aortic valve to the thoracic descending aorta (at the same level as the aortic
valve).

The four different geometries of each volunteer were obtained with different segmenta-
tions, as follows: (i) 4D-Flow MRI was performed, and the geometry was segmented by
the first observer - RvdP (geometry A - scan), (ii) the MRI scan was reproduced within 30
minutes from the first scan with consequent segmentation by RvdP (geometry B - rescan),
(iii) the segmentation by RvdP was reproduced on the data from the first scan (geometry C
- intraobserver), (iv) the last geometry was segmented from the first MRI data set by the
second observer - PB (geometry D - interobserver). The repeated analysis was performed
blindly to the results of the previous analyses. RvdP has six years of experience, and PB
has fifteen years of experience in cardiovascular MRI. All geometries are shown in Fig.2.1.
In this study, only the thoracic aorta without the branches is evaluated. WSSMRI was
estimated from the MRI velocity field using CAAS MR 4D flow v1.1 (Pie Medical Imaging
BV, Maastricht, The Netherlands). For each wall point of the segmented surfaces, WSS was
calculated using a quadratic approximation of the axial velocity profile perpendicular to
the aortic wall.

For analysis purposes, the resulting surfaces were split into five different investigated
segments using cut-planes based on anatomical landmarks, using CAAS MR 4D flow v1.1:
sinotubular junction (1), mid-ascending aorta (2), the origin of the innominate artery
(3), beyond the left subclavian artery (4), the mid-descending thoracic aorta (5), and the
descending aorta at the level of the aortic valve (6). This resulted in five segments (from
the sinotubular junction to the descending aorta): proximal ascending aorta (pAAo), distal
ascending aorta (dAAo), aortic arch (Arch), proximal descending aorta (pDAo), and distal
descending aorta (dDAo). The segments with the corresponding cut planes are shown in
Fig.2.2a.
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2.2.2 Computer simulation setup
Geometry preparation
The raw geometry obtained directly from MRI is not suitable for performing CFD simu-
lations, and hence it has to be pre-processed. Several improvements to the surface have
to be performed, such as smoothing, capping ends, and the addition of flow extensions at
the outlets and inlets. The exact parameters for the surface manipulation using Vascular
Modeling Toolkit (VMTK) [21] are as follows:

• smoothing - Taubin method, passband 0.4

• surface subdivision - butterfly method

• flow extensions - adaptive length of 3𝑅𝑖 , where 𝑅𝑖 is the mean profile radius of the
corresponding inlet and/or outlet

The value for smoothing was chosen to obtain a smooth surface while maintaining its size.
An example of the original MRI data set and processed geometry is shown in Fig.2.2.

(a) (b)

Figure 2.2: (a) Images obtained from MRI for volunteer 1 with visualized cut planes 1-6 and (b) pre-processed
geometry with the smoothed surface, flow extension, and tetrahedral mesh with detail of fine boundary layer and
the visualization of the analyzed significantly important regions of the thoracic aorta: pAAo - proximal ascending
aorta, dAAo - distal ascending aorta, Arch - aortic arch, pDAo - the proximal descending aorta and dDAo - distal
descending aorta (b)

Discretization
An example of a computational mesh is shown in Fig.2.2b. The meshing is done using
ICEM CFD (Ansys Inc., Canonsburg, PA, United States). For every geometry, a hybrid
numerical mesh was constructed with a fine boundary layer. The boundary layers are
covered by prismatic control volumes, whereas the tetrahedral elements are applied in the
center region of the aorta. Note that this refined numerical mesh in the proximity of the
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vessel wall is applied to be able to capture properly velocity gradients within relatively
thin boundary layers. An order of magnitude estimate for usual flow in the aorta yields the
boundary layer to be 𝛿 ∼ 0.1 mm. Therefore, the cells close to the wall should be at least of
this size [22].

The boundary layer was constructed using ten layers, an exponential growth rate of
1.2, and a constant first-layer thickness of 0.01 mm. The computational mesh used for the
simulations contained between three and five million control volumes. This resolution
proved to be sufficient to obtain the grid-independent solutions (details can be found in
appendix 2.5).

Besides, Fig.2.2 shows the cut planes which were used to divide the geometry for the
analysis. Only segments between the cut planes were used for the analysis. This division
is important since the original geometries (shown in Fig. 2.1) vary in the arterial length
due to different segmentation.

Governing eqations and Simulation setup
The steady blood flow is described by the conservation of mass and momentum (Navier-
Stokes) equations for the incompressible fluid, which are written as:

∇ ⋅𝐮 = 0 (2.1)

𝜌𝐮 ⋅∇𝐮 = −∇𝑝 + 𝜇∇2𝐮 (2.2)

where 𝐮 is the velocity vector, 𝜌 is the density (𝜌 = 1060 kg/m3), 𝑝 is the pressure and 𝜇 is
the dynamic viscosity (𝜇 = 3.5 mPa⋅s). The flow was assumed to be laminar, with the peak
Reynolds number varying from 2024 to 3142.

The boundary condition for the inlet face was set to a mass flow inlet with a flat profile,
and the value was based on the MRI measurements. The mass flow rate was exported from
the reformatted 4D flow measurements and was kept the same for all four segmentations
per volunteer. The outlet was set to the outflow boundary condition, with a zero diffusion
flux for all flow variables. The rigid wall assumption with the no-slip velocity boundary
condition was imposed at the aorta wall. All simulations were performed using Ansys
Fluent 18.2 (Ansys Inc., Canonsburg, Pennsylvania, USA). The details of the numerical
solver setup are listed below:

• Solver - pressure based

• Pressure-Velocity Coupling - SIMPLE

• Spatial discretization

– Gradient - Least Squares Cell-Based

– Pressure - Second-Order

– Momentum - Second-Order Upwind

• Residuals - 10−5
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(a) (b) (c)

Figure 2.3: Visualization of the WSS mapping protocol for one of the geometries (V1, segmentation A) with
the original surface showing WSS (a), the mapped and patched surface with averaged WSS in the patches and
visualized unwrapping direction (b), and the projected surface representation with the visualization of the aortic
regions where 𝑧/𝑧𝑚𝑎𝑥 represents the dimensionless length of the centerline (c).

2.2.3 Post-processing
To evaluate the variation between the calculated WSS in the different geometries obtained
from MRI, a two-dimensional mapping approach is performed for all three-dimensional
aortic walls. In this approach, the contours of WSS at the aorta wall are divided into
several circumferential and longitudinal sections. In total, 100 circumferential segments
were created for each surface, and the length of each segment in the longitudinal direction
was 0.5 mm. The surface is then cut along the inner curvature of the aorta wall, making
a simple two-dimensional projection map of the WSS distribution. The most important
steps in this mapping approach are shown in Fig.2.3. Note that for illustration purposes, in
this particular case, segments were significantly bigger (10 circumferential sectors with 1
cm in the longitudinal direction). In the last step, the 2D maps of the WSS from different
segmentations were superimposed using an in-house image registration protocol.

2.2.4 Statistical Analysis
Statistical analysis was performed on the acquired data using an in-house code implemented
in Matlab R2018b (MathWorks, Natick, MA, USA). The WSSmean and WSSmax are presented
together with the standard deviation. The acquired data were analyzed in three different
ways.

First, the aorta wall surface was divided into five sections, and the mean and maximal
value of WSS were calculated for each section, resulting in a single WSS parameter (con-
sequently, we named this approach - ’Point Analysis’). The Bland-Altman analysis was
performed on these data, where the mean difference and the limits of agreement were
calculated in the mean and max WSS, respectively, between the different surfaces. The
limits of agreement are equal to 1.96𝜎 (where 𝜎 is the standard deviation). Moreover, the
Spearman Correlation Coefficient (𝜌) was calculated for both the mean and maximal values
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of WSS. This analysis was equal to the one based on the MRI data of [9].
Secondly, the circumferential average and circumferential maximal values were ana-

lyzed alongside the whole centerline of the studied aortas (we name this approach - ’Line
Analysis’). These data were subsequently analyzed similarly as the ’Point Analysis’. Plots of
the mean difference in the circumferential average or circumferential maxima were created
together with the limits of agreement. Also, 𝜌 was calculated for the five different regions
of the thoracic aorta.

Lastly, the statistical analysis was performed on the created WSS maps (we name this
approach - ’Surface Analysis’). For the surfaces, WSSmean and the standard deviation from
the different surfaces were calculated for each of the volunteers. Afterward, the voxel-to-
voxel 𝜌 was calculated for all volunteers based on the whole surface, as well as the five
investigated regions of the thoracic aorta.

For all methods, the classification of 𝜌 was as follows: (𝜌 ≥ 0.95: excellent); (𝜌 ∈
(0.95;0.85⟩: strong); (𝜌 ∈ (0.85;0.70⟩: good); (𝜌 ∈ (0.70;0.50⟩: moderate); (𝜌 < 0.5: poor). The
significance level was set to 𝑝 = 0.05; hence the analysis with p-value 𝑝 < 0.05 is considered
as statistically significant.

2.3 Results
2.3.1 Point Analysis
Tables 2.1 and 2.2 show the results from the Bland-Altman analysis, [23] for the mean and
maximal values of WSS, respectively, of the investigated regions of the thoracic aorta. The
analysis consists of the mean difference between the WSS for the different segmentations
and corresponding limits of agreement.

Table 2.1: Bland-Altman analysis for WSSmean showing the mean difference and the limits of agreement (1.96
times standard deviation 𝜎 ) in the investigated regions of the thoracic aorta: proximal ascending aorta (pAAo),
distal ascending aorta (dAAo), aortic arch (Arch), proximal descending aorta (pDAo), and distal descending aorta
(dDAo).

Mean Difference [Pa] Limits of Agreement (1.96𝜎 ) [Pa]
pAAo dAAo Arch pDAo dDAo pAAo dAAo Arch pDAo dDAo

A-B -0.14 0.01 0.24 0.45 -0.24 1.71 1.60 2.20 2.17 2.36
A-C 0.66 0.72 0.58 1.24 0.65 1.77 2.51 2.54 3.10 3.68
A-D 0.29 0.50 0.41 0.92 0.77 1.87 1.62 2.30 1.84 2.71
B-C 0.81 0.71 0.34 0.79 0.90 1.86 1.53 1.53 1.64 3.27
B-D 0.44 0.49 0.17 0.47 1.01 1.44 1.24 1.93 1.53 2.67
C-D -0.40 -0.23 -0.17 -0.32 0.12 1.01 1.75 1.89 1.61 2.76

The analysis based on the average WSS in the thoracic aorta shows a mean difference
between the values in a range from 0 Pa to 1 Pa (if absolute values are taken into consider-
ation). The limits of agreement lie between 1 Pa and 3.7 Pa. The results for WSSmax in the
thoracic aorta sections show higher values for both the mean difference and the limits of
agreement. For this case, the mean difference lies between 0 Pa and 9.74 Pa (in absolute
values), and the limits of agreement are from 6 Pa to 23 Pa.

The analysis of the MRI results performed by one observer (RvdP) [9] considers just
the following surface combinations: A-B (scan-rescan), A-C (intraobserver), and A-D
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Table 2.2: Bland-Altman analysis for WSSmax showing the mean difference and the limits of agreement (1.96
times standard deviation 𝜎 ) in the investigated regions of the thoracic aorta: proximal ascending aorta (pAAo),
distal ascending aorta (dAAo), aortic arch (Arch), proximal descending aorta (pDAo), and distal descending aorta
(dDAo).

Mean Difference [Pa] Limits of Agreement (1.96𝜎 ) [Pa]
pAAo dAAo Arch pDAo dDAo pAAo dAAo Arch pDAo dDAo

A-B 0.16 0.18 0.31 2.87 -0.15 6.04 7.79 14.21 14.17 15.26
A-C 4.76 3.46 5.41 9.74 8.82 7.85 7.11 14.07 16.43 23.13
A-D 2.87 1.43 2.68 3.40 6.38 8.98 8.08 10.11 14.71 17.64
B-C 4.60 3.28 5.10 6.87 8.96 8.08 4.10 13.10 9.95 19.77
B-D 2.71 1.25 2.40 0.52 6.52 8.40 5.69 9.51 12.73 15.15
C-D -1.89 -2.03 -2.73 -6.35 -2.44 3.44 4.94 7.12 7.89 11.93

Table 2.3: Spearman Correlation Coefficient as obtained from MRI and CFD for the surface combinations for the
mean and maximal values of WSS in the investigated regions of the aorta: proximal ascending aorta (pAAo),
distal ascending aorta (dAAo), aortic arch (Arch), proximal descending aorta (pDAo), and distal descending aorta
(dDAo).

WSSmean WSSmax

pAAo dAAo Arch pDAo dDAo pAAo dAAo Arch pDAo dDAo
A-BCFD 0.78 0.84 0.81 0.95 0.88 0.89 0.62 0.68 0.79 0.77
A-BMRI 0.90 0.89 0.72 0.64 0.79 0.86 0.68 0.71 0.68 0.65
A-CCFD 0.70 0.79 0.81 0.79 0.76 0.79 0.72 0.58 0.59 0.41
A-CMRI 0.99 0.95 0.99 1.00 0.98 0.96 0.78 0.95 0.99 0.93
A-DCFD 0.64 0.72 0.92 1.00 0.78 0.82 0.73 0.62 0.61 0.67
A-DMRI 0.94 1.00 0.99 0.96 0.97 0.81 0.81 0.94 0.98 0.93
B-CCFD 0.72 0.92 0.78 0.85 0.89 0.68 0.84 0.72 0.65 0.38
B-DCFD 0.76 0.81 0.87 0.95 0.81 0.66 0.75 0.83 0.61 0.61
C-DCFD 0.92 0.78 0.90 0.79 0.87 0.93 0.84 0.90 0.96 0.83
MeanCFD 0.75 0.81 0.85 0.89 0.83 0.80 0.75 0.72 0.70 0.61

(interobserver). The results presented here show a similar trend to the ones presented
by RvdP [9] The variability of WSS and the limits of agreement are higher for regional
WSSmax. However, the results obtained from CFD show higher mean differences and limits
of agreement. This is most probably related to the overall range of WSS. While the values
of WSS extracted from MRI data are O(1), the values of WSS based on CFD are O(10).

Next, the Spearman Correlation Coefficient was calculated for both the mean and
maximal values of WSS in the investigated regions of the thoracic aorta. The results are
presented in Table 2.3. For WSSmean, the correlation between the surfaces is good to strong
for most of the cases. The only exceptions are surface combinations A-D in the pAAo,
where the correlation is moderate, and A-D in the pDAo, where the correlation is excellent.
When looking at the average values per region, the correlation increases from the pAAo
(good) reaching its maximum in the pDAo (strong) and slightly decreasing in the dDAo
(good). Not many differences can be found between the different surface combinations.

The maximal values of WSS show more variety, with the correlation being moderate
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to strong. However, a case with excellent correlation can be found (C-D in pDAo) as well
as cases with poor correlation (A-C and B-C both in dDAo). Unlike for the WSSmean, the
correlation does not reach its maximum in the pDAo but rather gradually decreases. The
average of respective correlation for all surface representations decreases from good in the
pAAo to moderate in the dDAo. This trend can be explained by the overall values for WSS.
From table 2.2 can be seen that both the difference between the value of WSSmax as well as
the limits of agreement increase downstream the aorta. A similar trend can also be seen
in the actual values of WSS for each of the studied surfaces. WSS is gradually increasing
from the aortic root.

From the paper by Van der Palen et. al. [9], the results show the correlation to be good
to strong for WSSmean and moderate to good for WSSmax in the case of A-B. For the surface
combination A-C, the correlation was found to be good to excellent for both WSSmean and
WSSmax. Finally, results for A-D show good to excellent correlation for both WSSmean and
WSSmax.

The results from the CFD analysis show a similar correlation of mean WSS for all
cases and a lower correlation of maximal values of WSS. The difference in WSSmax arises
especially in the descending part of the thoracic aorta. While the correlation based on
MRI was overall good to excellent [9], the agreement for CFD is moderate to good in these
regions.

An example of the plots for the scan-rescan analysis (A-B) of WSSmean and WSSmax
based on the Bland-Altman analysis is shown in Fig. 2.4 together with the correlation plots.
Plots for the other surface comparisons can be found in appendix 2.5.

2.3.2 Line Analysis
In the next step, the circumferential averages of WSS were calculated along the correspond-
ing centerline for all geometries. Afterward, the average of WSSmean per volunteer was
calculated together with the standard deviation. The resulting plots for all ten volunteers
can be seen in Fig.2.5.

As shown in Fig.2.5, the agreement between the geometries is better in the pAAo and
dAAo than in the rest of the aorta. In the arch, the variation of WSSmean shows higher
discrepancies as the flow starts to be more complex. Further downstream the aorta, in the
pDAo and dDAo, the agreement between WSSmean obtained from different segmentations
is very weak.

The Spearman correlation coefficient was calculated for the circumferential averages of
WSS alongside the centerline. The values for all possible surface combinations are shown
in Table 2.4. The correlation between the different surfaces is better for the circumferential
averages. Mostly moderate and good correlation can be reported. The average among all
volunteers shows a good correlation for A-C, A-D, and C-D and a moderate correlation for
A-B, B-C, and B-D. However, the differences are relatively small. The standard deviation
varies between 0.05 and 0.11, and the 𝑝-value was smaller than 0.0001 for all cases.

2.3.3 Surface Analysis
The results of the two-dimensional mapping procedure of WSS along the thoracic aorta
wall are shown in Figs.2.6 and 2.7. It can be seen that WSS is lower in the ascending part and
higher in the arch and the descending aorta. In the descending aorta, significant variations
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(a) Bland-Altman plot for WSSmean . (b) Correlation plot for WSSmean .

(c) Bland-Altman plot for WSSmax . (d) Correlation plot for WSSmax .

Figure 2.4: Bland-Altman plots for the scan-rescan analysis (A-B) with the highlighted mean value of WSS
difference and the upper (UL) and lower (LL) limits of agreement (2𝜎 ) for WSSmean a) and WSSmax c) and
correlation plots with the corresponding equation for WSSmean b) and WSSmax d).

Table 2.4: Spearman correlation coefficient r based on the circumferential averages for ten volunteers (V1-V10)
with the mean value and standard deviation (SD).

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean SD
A-B 0.68 0.72 0.64 0.61 0.76 0.62 0.55 0.70 0.65 0.73 0.67 0.06
A-C 0.75 0.59 0.72 0.70 0.79 0.76 0.73 0.85 0.64 0.69 0.72 0.07
A-D 0.78 0.72 0.74 0.70 0.75 0.82 0.81 0.68 0.58 0.72 0.73 0.07
B-C 0.73 0.71 0.53 0.42 0.74 0.75 0.68 0.68 0.74 0.74 0.67 0.11
B-D 0.69 0.66 0.68 0.62 0.72 0.73 0.71 0.62 0.62 0.75 0.68 0.05
C-D 0.66 0.73 0.79 0.63 0.85 0.75 0.79 0.65 0.74 0.85 0.74 0.08

are present in local WSS for all geometries. These results agree with the circumferential
averages, where the variation between the WSS was prominent in the descending aorta
and suggests that the possible error in WSS based on CFD will be most prevalent in these
parts.

Until this point, the WSS distributions were assessed qualitatively by visual comparison.
To evaluate more quantitatively the degree of variation in WSS caused by the geometry
diversity, the map of averageWSS and the standard deviation was additionally created from
the four segmentations (shown as the last two inserts in Figs.2.6 and 2.7). Two local maxima
located between the aortic arch and the proximal descending aorta can be identified for
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(a) Volunteer 1 (b) Volunteer 2

(c) Volunteer 3 (d) Volunteer 4

(e) Volunteer 5 (f) Volunteer 6

(g) Volunteer 7 (h) Volunteer 8

(i) Volunteer 9 (j) Volunteer 10

Figure 2.5: Circumferential average of WSS alongside the normalized centerline length (z/zmax) for the four
different segmentation with its mean value and standard deviation for volunteers 1-10.
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all presented geometries. The plot of standard deviation shows the highest values in the
descending part of the aorta as well.

The results of the Spearman correlation coefficient of WSS based on the voxel-to-voxel
analysis of the whole surface representing the thoracic aorta can be found in Table 2.5.
The results show that the voxel-to-voxel correlation is mostly moderate and in a few cases,
good or poor. The average of all volunteers shows a moderate correlation for all possible
surface comparisons. The standard deviation for the Spearman Correlation Coefficient is
between 0.06 and 0.09 among the different segmentation combinations. It should also be
noted the 𝑝-value for all cases was smaller than 0.0001.

Table 2.5: Spearman correlation coefficient r based on the voxel-to-voxel analysis for ten volunteers (V1-V10)
with the mean value and standard deviation (SD).

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean SD
A-B 0.55 0.60 0.58 0.43 0.66 0.61 0.49 0.63 0.60 0.54 0.57 0.07
A-C 0.63 0.53 0.67 0.53 0.62 0.71 0.68 0.73 0.49 0.54 0.61 0.09
A-D 0.63 0.54 0.55 0.58 0.53 0.68 0.68 0.54 0.49 0.48 0.57 0.07
B-C 0.63 0.62 0.60 0.49 0.54 0.65 0.62 0.64 0.52 0.67 0.60 0.06
B-D 0.57 0.51 0.55 0.42 0.52 0.59 0.60 0.53 0.48 0.63 0.54 0.06
C-D 0.59 0.70 0.68 0.53 0.64 0.73 0.71 0.58 0.68 0.68 0.65 0.07

The correlation coefficients do not show a better or worse agreement among different
combinations of surfaces. All segmentations made from the scan (A, C, D) have a similar
agreement. Also, the segmentation based on the re-scan (B), which was performed in
slightly different physiological conditions, has a similar agreement with the scan-based
surfaces, as can be seen from Table 2.5. Hence, the CFD-based WSS is not highly affected
by the re-scan conditions.

The Spearman correlation coefficient based on the whole surface has lower values than
the one based on the circumferential averages shown in Table 2.4. This can suggest that
while the locality of WSSmax and WSSmin may differ, the mean values of the cross-sections
are close to each other.

Finally, we have calculated the voxel-to-voxel Spearman correlation coefficient based
on the investigated regions of the thoracic aorta (as was shown in Fig.2.2). The results for
the correlation coefficient in the distinct regions can be seen in Table 2.6. A similar trend
can be observed for all surfaces, where the correlation gradually decreases from the inlet
to the outlet of the aorta. The highest correlation can be found at the beginning of the
aorta - in the pAAo. In this region, a moderate correlation can be found for all surface
combinations. In the dAAo, the agreement is lower but still moderate. In the aortic arch,
the correlation is even lower, on average still being moderate but with values around 0.5.
For both parts of the descending thoracic aorta, the agreement is poor.

These results confirm the findings in the comparison of the surfaces from Figs.2.6 and
2.7 as well as the graphs of circumferential averages shown in Fig.2.5. The agreement
between the surfaces is lower in the pDAo and dDAo. It has to be noted that the agreement
based on the voxel-to-voxel comparison is significantly lower in comparison to both the
results observed for MRI by van der Palen [9] and the ’Point Analysis’ for CFD.
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Table 2.6: Average of all the volunteers for Spearman correlation coefficient r within the investigated segments of
the aorta.

pAAo dAAo Arch pDAo dDAo
A-B 0.64 0.54 0.50 0.40 0.25
A-C 0.63 0.57 0.53 0.47 0.30
A-D 0.59 0.49 0.47 0.38 0.34
B-C 0.62 0.52 0.50 0.47 0.34
B-D 0.57 0.52 0.44 0.40 0.31
C-D 0.66 0.58 0.55 0.52 0.38
Mean 0.62 0.54 0.50 0.44 0.32

2.4 Discussion
Image-based CFD of arterial geometries is gaining popularity in studying various arterial
diseases. While numerous advances in simulating the flow in patient-specific arteries
have been developed, many questions have also been raised about the validity of such
simulations. There are many factors in the aortic flow that can have a significant impact
on the generated flow patterns. These include the types of inlet and outlet boundary
conditions, movement of the wall, the pulsating character of the inflow, blood rheology,
etc. A great majority of these factors have been previously investigated, mostly on small
cohorts.

However, the base of the simulations - the geometry of the aorta - affects the flow
as well, and the effects of small variations in geometry on the WSS have often been
overlooked in the MRI-based CFD studies. Particularly for MRI, it was previously shown
that the morphometric characteristics of segmented aorta vary between rescan, intra- and
interobserver analysis [10], and this has an effect on WSS estimated based on the 4D-flow
MRI velocity fields [9]. Hence, it is of great importance to understand how small variations
in geometry due to the segmentation process affect the simulations. In this study, we aimed
to answer this question and create a confidence interval for both the expected error as well
as the method with which such variability should be investigated.

2.4.1 Evaluation Method
In MRI-based studies, the WSS variability is often evaluated based on a commonly used
’Point Analysis’, in which WSSmean or WSSmax of a few segments of the aorta are compared
between the different segmentations. This leads to many studies reporting a high level of
agreement in WSS between intra/interobserver and scan/rescan [7, 9, 24].

We have performed the same point analysis also on our CFD data set, which resulted in
a good agreement between different surfaces, similar to MRI. While the agreement in the
ascending aorta and arch are close to MRI, more differences are observed in the ascending
aorta. The discrepancies between CFD and MRI variability based on the ’Point Analysis’
are likely caused by higher velocities in this region due to the gradual narrowing of the
artery and the omission of the branching arteries. Higher velocity causes higher WSS and
steeper gradients close to the wall. Consequently, small irregularities between different
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segmentations eventually lead to a worse correlation between them. Additionally, for MRI,
the velocity field does not change with different segmentations (except for scan/rescan
comparison). For CFD, the velocity field may slightly differ due to the differences in the
geometry, which also adds to the higher disagreement in the descending aorta.

While this type of analysis is widely accepted by the medical society, considering just
a few data points per segmentation and high spatial averaging of the results may lead
to over-estimation of the quality of the agreement. By visual inspection of MRI-based
WSS contours (Fig. 2.8b), multiple discrepancies between different segmentations can be
observed, which are not represented in the results based on the ’Point Analysis’. This shows
that performing simplified analysis and comparing the results just in terms of WSSmean or
WSSmax in the particular segments of the aorta is insufficient since a lot of the information
is lost due to averaging.

We observed an identical trend also in WSSCFD. While the ’Point Analysis’ shows a
high agreement, ’Line Analysis’ and ’Surface Analysis’ give, on average moderate and
poor agreement, respectively. Both of these methods give much more information about
the actual WSS trends in the aorta and can capture the local variations, which may be
vital for evaluating disease progression. Additionally, the WSS correlation is lower in the
descending part of the aorta, as shown in the more detailed analyses. This was not visible
from the analysis of MRI results nor from the ’Point Analysis’ of the CFD results.

2.4.2 Effect of Morphology on WSS
Morphology of aorta based on 4D flow MRI has a certain degree of uncertainty [10]. This
also brings variability to CFD-based WSS. The three methods of the analysis show that the
WSS variability gradually increases from the ascending aorta to the descending aorta. The
higher value of WSS in the descending aorta is due to the smaller radius of the descending
aorta compared to the ascending part [10]. Also, the flow features in this region are more
complex. The complex flow features originate from interactions of recirculation zone
and secondary flow structures (so-called Dean vortices [25]). While all surfaces exhibit
similar distributions, some differences can be observed as well, especially comparing the
segmentation C to the rest. The maps of WSS from segmentation C were smoother than
the others. This is reflected in the smaller variations in maximal/minimal WSS in all parts
of the aorta compared to the other segmentations.

Accurate 4D flowMRI-based segmentations aremore difficult to obtain since themethod
is highly dependent on the spatial and temporal resolution and the velocity field. This
often leads to the method not being completely automatic, and many manual adjustments
need to be applied during the segmentation procedure. Consequently, the segmentations
may vary, even for the same MRI data set.

This affects the simulations, and it is crucial that the error in WSS due to the segmenta-
tion variation is taken into account. Whereas the effects of the different segmentations are
not high and the global WSSmean and WSSmax correspond well, many differences can be
seen in the details of WSS. Similar results were also presented for intracranial aneurysms
[26, 27], where WSS varied between 28% to 51%, depending on segmentation. Because of
this, a high-quality segmentation is desirable for an accurate estimation of WSS.

Additionally, as was shown for intracranial aneurysms, the branch positioning and
diameter have a great effect on WSS [26, 27]. It should be noted that this study omits the
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main branching arteries in the aortic arch. Consequently, the flow rate in the descending
aorta is higher for CFD than for the MRI. Including the branches in the segmentation would
probably lead to even higher discrepancies since both the positioning of the branching
arteries as well as their diameter could be different for the four segmentations. This, in
combination with more complicated boundary conditions for the branching arteries, could
result in more variation in WSS between segmentations. This stresses the importance of
high-quality segmentation for accurate estimations of WSS.

2.4.3 Clinical Implications
WSS is a pathophysiological stimulus at the intimal surface of the aortic vessel wall that has
been shown to alter gene expression and endothelial cell function [28]. Altered shear stress,
either in the longitudinal or circumferential direction, can promote endothelial changes
that can create an area at risk for vascular remodeling and aneurysm growth. Accurate
mapping of the variations in wall shear stress may prove to become a very relevant clinical
tool, but before its introduction, the effect of accurate aortic lumen segmentation and
observer- and repeated scanning-induced variations on the wall shear stress quantitation
needs in-depth evaluation. In this study, we have used a combined MRI-CFD approach to
study the variations in wall shear stress.

Our analyses showed more WSS variability in the descending aortic segments for
the line- and voxel-to-voxel analysis compared to the point analysis. Interestingly, these
segments require less manual adaptation by the observer compared to the ascending aortic
segments (at least for the distal descending aortic segment). The descending aorta (beyond
the arch) is more fixed to the spinal column and, therefore, not sensitive to motion, as is
the ascending aorta. For the descending aorta, we attributed the observed WSS variability
to a higher velocity and more complex flow in these regions (compared to the ascending
aortic segments) in the healthy volunteers.

These findings are important and give rise to reflection from a clinical perspective, for
instance, in patients with stenotic bicuspid aortic valves or aortic dissections. Patients with
stenotic bicuspid aortic valves often have ascending aorta dilatation/aneurysm formation
[29]. Next to the difficulties for an accurate ascending aorta segmentation due to motion,
higher velocities and complex flow phenomena are observed in the ascending aorta in
these patients [30]. For the later mentioned aortic dissection, the reconstructed geometry
plays a key role in determining the complex blood flow in the true and false lumen [31].
Additionally, the presence of multiple intimal tears greatly influences the complexity of the
flow in aortic dissections [32]. All of these characteristics lead to higher WSS variability
depending on the applied WSS analysis method. Hence, it would be of clinical interest to
perform an interobserver analysis in a subset of patients with a spectrum of aortic diseases
(with and without high-velocity outflow jets) with the proposed analysis methods as a
potential next step.

2.4.4 Limitations
A limitation of this study is a relatively small cohort of ten healthy volunteers with similar
ages. For a more robust analysis, a larger group of volunteers with wider age differences
should be considered. Also, the study did not include patients with anomalies in the
aorta due to ethical concerns with repeated examination. As has been shown, the lumen
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morphology has a great effect on WSS, which is often considered one of the evaluation
factors for certain arterial diseases [33]. Hence, for diseased patients, it might be crucial
to segment the artery as close as possible to reality. Additionally, the diseased aorta may
introduce more variability, not only by pathology but also by the fact that 4D flow MRI
acquisition is time-consuming, which is always a more challenging examination in patients
(more heart rate variability, less cooperation, difficulty not moving, etc.) [10].

Several assumptions were made on the CFD part of this study, which may influence the
results. First is the assumption of laminar flow. Our operating range of Reynolds number
was in the transition region, and hence turbulence modeling should be considered and the
effects of turbulence investigated.

Next, the rigid-wall assumption overestimates WSS, as demonstrated in [34]. However,
this should not have influenced our results since the purpose of this study was to evaluate
the WSS variability due to different segmentations in multiple volunteers. For our study,
the actual movement of the aorta was similar, considering that the four compared aortas
per volunteer were based on two scans taken closely after each other, and the physiological
conditions (e.g., heartbeat) were very similar. Also, the segmentation was always performed
at the peak systole. Additionally, the moving-wall approach is computationally very costly
and requires additional patient-specific information, like the thickness of the wall and the
elastic properties of the wall. All these parameters are difficult to obtain for each case, and
hence, using simulation approaches like Fluid-Structure Interaction or prescribed motion
may lead to additional uncertainties in the simulations [34, 35].

Third, we have considered just steady-state simulations with a blood flow simulated
at the peak systole. The differences between steady simulations at the peak systole and
genuine time-dependent simulations were addressed in [36]. Because of the steady-state
simulations, some quantities used for the evaluation of arterial flow cannot be obtained,
e.g., time-averaged WSS and oscillatory shear index. However, since we have used the
same boundary conditions for all simulations, the agreement in WSS between different
segmentation should not be highly affected by the steady-state approach. Therefore, for
this study, the steady-state approach is sufficient.

Finally, a pre-processing procedure was applied for segmentations, which included
cutting the inlets and outlets, smoothing, and adding extensions. While we have kept all pa-
rameters the same and only one person was performing this procedure, some discrepancies
can still be introduced to the surfaces due to the smoothing. For example, the positioning
of the cutting planes on inlets could lead to a different size of inflow extensions. For a more
rigorous analysis, the variability in pre-processing should be investigated as well.

2.5 Summary and Conclusions
In the present study, we addressed the geometrically induced variability of the WSS in
CFD-MRI coupled simulations. First, we adopted an approach often seen in literature, a
comparison of spatially averaged WSSmean in the five selected regions of the thoracic aorta
(so-called ’Point Analysis’ method). For both MRI and CFD results, agreement in global WSS
for the different geometries is similar, showing, on average, good to excellent correlation
in all selected parts of the thoracic aorta.

Next, we performed a more detailed visual and statistical analysis of CFD results. The
circumferential averages of WSS were calculated alongside the centerline (so-called ’Line
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Analysis’ method), and two-dimensional mapping of the three-dimensional aorta wall values
are performed to conduct voxel-to-voxel comparison (so-called ’Surface Analysis’ method).
In comparison to the ’Point Analysis’, both ’Line’ and ’Surface Analysis’ show a lower
agreement between different segmentations. The correlation varies between moderate and
good for the ’Line Analysis’, while it is between poor and good for the ’Surface Analysis’
method. This reduced agreement is a consequence of minimal to no averaging in the ’Line
Analysis’ and ’Surface Analysis’ approach respectively. Additionally, we observed a lower
correlation of WSS in the descending part of the thoracic aorta obtained from ’Surface
Analysis’ for various segmentations. This trend was not visible in the ’Point Analysis’ and
can be attributed to the more complex flow in this region.

Hence, our findings stress the importance of carefully analyzing the local WSS distribu-
tions of CFD simulations based on the 4D-Flow MRI segmentations. Finally, since we show
that the WSS variability is similar for both rescan and intra/interobserver segmentations,
CFD-MRI coupling shows the potential for studying the progression of aortic pathologies
in serial follow-up scans.
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Appendix A: Comparison of WSS between CFD and
MRI

(a) CFD

(b) MRI

Figure 2.8: Contours of WSS magnitude at peak systole for four different geometrical representations of aorta
A-D of the volunteer six as obtained from simulations (a) and Magnetic Resonance Imaging was obtained using
CAAS MR 4D flow v1.1 (b).

Contours of WSS for all four segmentations of one volunteer (V6) are shown in Fig.2.8
for both MRI and CFD. The scales for the contours were adjusted case-specifically: the
WSS range is 0 - 30 Pa for the CFD results and 0 - 3 Pa for MRI results. Few similarities
can be observed between MRI and CFD. WSS shows lower values in the ascending part
of the aorta and gradually increases downstream for MRI as well as CFD. However, many
differences can be found both in the localization of minima and maxima and also in the
values. The maximal values of WSS reach just up to 3 Pa for the MRI, whereas for WSS
based on the simulations, locations with WSS higher than 30 Pa can be found.
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To establish the baseline of WSSCFD we compare the simulated results to WSSMRI for all
four segmentations of one volunteer. Both methods lead to a similar global distribution of
WSS with different absolute values (WSSCFD ∼ O(10) Pa and WSSMRI ∼ O(1) Pa). However,
due to the assumptions in the simulation - rigid wall and no branching arteries - we are
not able to perform a direct comparison. Both of these contribute to an overestimation of
WSSCFD [37, 38].

Moreover, it has been previously shown that the values of WSSMRI are underestimated
[15]. To calculate the gradient of the velocity at the wall, the boundary layer has to be
resolved adequately. The boundary layer thickness for the pulsating flows in an artery
with diameter 𝐷 is expressed as [22]:

𝛿 =
√

𝜇𝐷
2𝜌𝑈

(2.3)

where 𝛿 is the boundary layer thickness. An order of magnitude estimate for the aorta
gives the thickness of the boundary layer to be 𝛿 ∼ 0.1 mm. The resolution of the MRI
measurements is Δ𝑥 = 2.5 mm. Hence, MRI does not have a resolution high enough to
resolve the boundary layer adequately, and WSS cannot be properly estimated. Because
of that, image-based WSSCFD should always be considered. However, for patient-specific
simulations, both the geometry as well as the boundary conditions should be considered
as close to reality as possible.

Appendix B: Grid Dependency Study
In order to perform a mesh dependency study, three meshes were created for one of the
cases: coarse, normal, and fine. The coarse mesh consists of 1.7 million elements, with a
maximal cell size of 0.5D. The normal mesh consists of 4.2 million elements, with a maximal
cell size of 0.3D. Finally, the fine mesh consists of 7.4 million elements, with a maximal cell
size of 0.19D. For all meshes, the boundary layer settings were kept the same, as described
in Section 2.2.2. The contours of WSS calculated on these three meshes are shown in Fig.2.9.
No significant differences can be observed in the contour distribution of the WSS at the
thoracic artery wall. To assess in more detail the local distributions of WSS, characteristic
profiles were extracted along an arbitrarily selected line along the descending part of the
thoracic aorta (as indicated by the black line), Fig.2.9. The extracted profiles of WSS are
shown in Fig.2.10. Again, very small differences can be observed between the coarse and
finer meshes. The maximal difference between the coarse and the normal mesh is 1.28%,
and between the coarse and the fine mesh is 1.94%. The normal and the fine mesh agree
well in WSS for most of the extracted data. The maximal difference between these two
meshes is 0.64%. Based on all this, the normal mesh results were used for statistical analysis
of the data.

Appendix C: Bland-Altman plots
Below, the Bland-Altman plots can be found for the surface combinations A-C, A-D, B-C,
B-D, and C-D.
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Figure 2.9: Contours of WSS and the line for the data extraction for the three different meshes - Coarse (left),
Normal (middle - used in all simulations) and Fine (right) - for the geometry A of Volunteer 1.

Figure 2.10: WSS alongside the out-seam in the descending thoracic aorta for three different meshes - coarse,
normal, and fine - for the geometry A of Volunteer 1.
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(a) Bland-Altman plot for WSSmean . (b) Correlation plot for WSSmean .

(c) Bland-Altman plot for WSSmax . (d) Correlation plot for WSSmax .

Figure 2.11: Bland–Altman plots for the intraobserver analysis (A-C) with highlighted mean value of WSS
difference and the upper (UL) and lower (LL) limits of agreement (2𝜎 ) for WSSmean a) and WSSmax c) and
correlation plots with the corresponding equation for WSSmean b) and WSSmax d).
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(a) Bland-Altman plot for WSSmean . (b) Correlation plot for WSSmean .

(c) Bland-Altman plot for WSSmax . (d) Correlation plot for WSSmax .

Figure 2.12: Bland–Altman plots for the interobserver analysis (A-D) with highlighted mean value of WSS
difference and the upper (UL) and lower (LL) limits of agreement (2𝜎 ) for WSSmean a) and WSSmax c) and
correlation plots with the corresponding equation for WSSmean b) and WSSmax d).
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(a) Bland-Altman plot for WSSmean . (b) Correlation plot for WSSmean .

(c) Bland-Altman plot for WSSmax . (d) Correlation plot for WSSmax .

Figure 2.13: Bland–Altman plots for the B-C surface analysis with highlighted mean value of WSS difference and
the upper (UL) and lower (LL) limits of agreement (2𝜎 ) for WSSmean a) and WSSmax c) and correlation plots with
the corresponding equation for WSSmean b) and WSSmax d).
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(a) Bland-Altman plot for WSSmean . (b) Correlation plot for WSSmean .

(c) Bland-Altman plot for WSSmax . (d) Correlation plot for WSSmax .

Figure 2.14: Bland–Altman plots for the B-D surface analysis with highlighted mean value of WSS difference and
the upper (UL) and lower (LL) limits of agreement (2𝜎 ) for WSSmean a) and WSSmax c) and correlation plots with
the corresponding equation for WSSmean b) and WSSmax d).
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(a) Bland-Altman plot for WSSmean . (b) Correlation plot for WSSmean .

(c) Bland-Altman plot for WSSmax . (d) Correlation plot for WSSmax .

Figure 2.15: Bland–Altman plots for the C-D surface analysis with highlighted mean value of WSS difference and
the upper (UL) and lower (LL) limits of agreement (2𝜎 ) for WSSmean a) and WSSmax c) and correlation plots with
the corresponding equation for WSSmean b) and WSSmax d).
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3
Modelling of Turbulent

Flow in Aorta

In this study, we analyzed turbulent flows through a phantom (a 180◦ bend with narrowing) at
peak systole and a patient-specific coarctation of the aorta (CoA), with a pulsating flow, using
magnetic resonance imaging (MRI) and computational fluid dynamics (CFD). For MRI, a 4D
Flow MRI is performed using a 3T scanner. For CFD, the standard 𝑘 − 𝜖, shear stress transport
𝑘 −𝜔, and Reynolds Stress (RSM) models are applied. A good agreement between measured
and simulated velocity is obtained for the phantom, especially for CFD with RSM. The wall
shear stress (WSS) shows significant differences between CFD and MRI in absolute values due
to the limited near-wall resolution of MRI. However, normalized WSS shows qualitatively very
similar distributions of the local values between MRI and CFD. Finally, a direct comparison
between in vivo 4D Flow MRI and CFD with the RSM turbulence model is performed in the
CoA. MRI can properly identify regions with locally elevated or suppressed WSS. If the exact
values of the WSS are necessary, CFD is the preferred method. For future applications, we
recommend the use of the combined MRI/CFD method for the analysis and evaluation of the
local flow patterns and WSS in the aorta.

This chapter has been published as: R. Perinajová, J. F. Juffermans, J. L. Mercado, J.-P. Aben, L. Ledoux, J. J. M.
Westenberg, H. J. Lamb, and S. Kenjereš, Assessment of turbulent blood flow and wall shear stress in aortic
coarctation using image-based simulations, BioMedical Engineering OnLine 20 (2021).
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3.1 Introduction
Coarctation of the aorta (CoA) is a congenital condition in which the aorta has a narrowing,
usually in the thoracic descending aorta distal to the branching arteries of the aortic arch.
The narrowing of the artery causes flow acceleration, where a turbulent-like flow may
occur during the systolic phase [1]. It has been shown that the transitional and turbulent
flow in CoA leads to aberrant blood flow in the narrowing and a vortex-like recirculation
pattern distal to the stenosis [2]. Due to the stenosis and onset of turbulence, the wall
shear stress (WSS) is also elevated, and the presence of turbulence may cause oscillations
of its values [3] This type of flow may cause, among others, degradation of the arterial
wall, initialization of an aneurysm, and atherosclerosis [4].

Several studies have assessed the hemodynamics of this pathology using Magnetic
Resonance Imaging (MRI) [5, 6]. However, due to the relatively low spatial resolution of
MRI, the flow velocity in the proximity of the wall and its derived quantities, such as WSS,
may be incorrect [7]. Several recent studies have identified image-based computational fluid
dynamics (CFD) to be a good alternative to studying blood flow in CoA [8, 9]. However, these
previous studies have not addressed the important effects of locally generated turbulence in
CoA, as demonstrated by Gaze et al. [10]. The turbulent flow in CoA has been simulated by
using various turbulence modeling approaches: (i) the Reynolds-Averaged Navier-Stokes
(RANS) ([11], (ii) Large-Eddy Simulation (LES) [12], and finally, (iii) Direct Numerical
Simulation (DNS) [13] methods. The DNS and LES proved to perform very well for transient
and turbulent flow regimes for arteries with stenotic regions, [14]. However, because of
the huge computational costs associated with the high temporal and spatial resolution
requirements of LES and DNS, these approaches are less suitable for clinical applications,
[15]. To meet demands on a computationally efficient and sufficiently accurate CFD
approach, we propose to employ the unsteady RANSmethodwith an advanced second-order
moments-based turbulence model (so-called Reynolds stress model, RSM). The advantage of
this model lies in its ability to automatically take into account the exact production terms of
the turbulent stresses (which need to be additionally modeled in the eddy-viscosity type of
RANS model), as well as to predict turbulence anisotropy (in contrast to the assumption of
turbulence isotropy as used in the eddy-viscosity turbulence models), which are important
features of a flow in a turbulent regime.

In the present study, we will first introduce a U-bend phantom that mimics the aorta
with coarctation and produces numerous flow features observed in vivo. For the phantom,
we will perform a detailed comparison between experiments (performed by 4D Flow MRI)
and CFD simulations. In addition to the proposed RSM turbulence model, also two widely
used eddy-viscosity-based turbulence models will be introduced. We will investigate
levels of agreement between CFD and phantom experiments by focusing on the mean
flow features and local distributions of the wall shear stress. Finally, we will perform a
comparative assessment between CFD simulation (based on the turbulence model, which
performed best for the phantom study) and in vivo 4D Flow MRI for the patient-specific
pulsating blood flow in CoA.
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3.2 Methods
3.2.1 Studied Cases
Phantom
The phantom for this study was a 3D-printed computer-aided design object, mimicking the
simplified aorta with coarctation. It represents a 180◦ bend structure in which obstruction
is present in the distal leg, as shown in Fig.3.1a. The three-dimensional U-tube phantom is
fabricated from Duraform Flex material with characteristic stiffness of a shore hardness
scale of A75, manufactured by Materialise. The phantom can be considered as a rigid
structure. To allow magnetic resonance imaging, the 3D U-tube phantom is placed inside
a 10 l jerry can, which is filled with Gelatin. Gelatin is used instead of water to prevent
the movement of the liquid due to the sound produced by the MRI system. The exact
composition of the Gelatin is 9.9 l water, 600 g Gelatin, 100 ml paraben, and 1.5 ml Gadovist.
The jerry can has two connectors to allow connection with the tubes through which the
liquid will be pumped. A constant throughput is provided using a pump connected to the
inlet tube with a prescribed flow of �̇�0 = 4.5 l/min. Additional morphometric and flow
characteristics of the studied phantom can be found in Tab. 3.1.

Table 3.1: Morphometric, numerical mesh, and flow characteristics (showing the estimated thickness of boundary
layer, Womersley number - Wo, inlet Reynolds number - Re0, and stenotic Reynolds number - Rest) for the
phantom and the patient with coarctation (CoA). Note that 𝛿1 and 𝛿2 are the estimated transient boundary layer
thickness (𝛿1 =

√
𝜈/𝜔) and averaged boundary layer thickness (𝛿2 =

√
𝜈𝐷0/𝑈 ), respectively, [16].

Phantom Patient with CoA
Morphometric Characteristics
D0 [cm] 2.10 1.82
Dst/D0 [-] 0.62 0.60
Mesh Details
Bulk max. element size [mm] 0.80 0.75
1st prism element thickness [mm] 0.05 0.05
Exponential Growth Factor 1.20 1.20
Number of Prism Layers 10 10
Flow Characteristics
𝛿1 [mm] - 0.06
𝛿2 [mm] 0.32 0.23
Re0 [-] 4,539 6,276
Rest [-] 7,332 11,425
Wo [-] - 28.87

Patient-specific Aorta with Coarctation
This study protocol was approved by theMedical Ethics Committee of the Leiden University
Medical Center (P14.095), and informed consent was signed by both parents/guardians
of the subject. The patient with CoA included in this study was female, 14.5 years old,
164cm, 51,9 kg, and had a tricuspid aortic valve. The final geometry includes both thoracic
and abdominal aorta (AbAo) with six branching arteries: Brachiocephalic Trunk (BT), Left
Common Carotid Artery (LCCA), Left Subclavian Artery (LSA), Celiac Trunk (CT), and
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(a) Phantom experimental setup (-left) with geometrical details (-right).

(b) The simulated cardiac cycle of the patient-specific CoA.

(c) The CoA geometry.

Figure 3.1: (a) Phantom experimental setup (-left) with: variable power source (a), flow indicator (b), submersible
pump (c), flow phantom in the MRI scanner (d), and the phantom geometry (-right) represented with the main
diameter 𝑑0, stenotic diameter 𝑑𝑆 , and total length of 𝐿; (b) The mass flow rate at the inlet of the patient-specific
aorta with coarctation (CoA) from MRI and the fitted spline; (c) The patient-specific CoA with a highlighted
position of narrowing (in red), inlet, and branching arteries: Brachiocephalic Trunk (BT), Left Common Carotid
Artery (LCCA), Left Subclavian Artery (LSA), Celiac Trunk (CT), Left Renal Artery (LRA), Right Renal Artery
(RRA), and the rest of the Abdominal Aorta (AbAo).

Left/Right Renal Artery (L/RRA) (visualized in Fig.3.1c. Additional morphometric and flow
characteristics of the studied CoA can be found in Tab. 3.1.

3.2.2 Magnetic Resonance Imaging
For both the phantom and patient-specific CoA, 4D flow MRI was performed on a 3T
MRI system (Ingenia, Philips Healthcare, Best, The Netherlands). For the patient-specific
CoA, an aortic 4D flow MRI was performed using a hemidiaphragm respiratory navigator
with retrospective electrocardiogram gating without echo-planar imaging. Additional
information about the MRI sequences can be found in Tab. 3.2.

The acquired 4D-flowMRI data sets were afterward analyzed using CAASMR Solutions
v5.0 (Pie Medical Imaging BV, Maastricht, The Netherlands). The analysis is similar for
both phantom and patient-specific CoA and the most important differences are highlighted.
In both, the analysis was initialized by the manual placement of starting and ending points.



3.2 Methods

3

87

Table 3.2: Details of MRI sequence for phantom and patient with aortic coarctation.

Phantom Patient-specific CoA
Heart rate [bpm] 60 (simulated) 80
Velocity encoding [cm/s] 70
Echo time [ms] 5.5 2.3
Repetition time [ms] 11 4.1
Reconstructed phases [-] 20 24
Flip angle [°] 7 10
Field of view [mm3] - 350×350×52.5
Acquired spatial resolution [mm3] 1.5×1.5×1.5 2.5×2.5×2.5
Reconstructed spatial resolution [mm3] 0.7×0.7×1.5 1.5×1.5×2.5
Echo planar imaging factor (anterior-posterior direction) 5 -
Sense factor (anterior-posterior direction) 2 2
Acquisition time (without respiratory compensation) [min] - 5.8

For the phantom, the two points were placed at the same level in the opposite legs, whereas
for the patient-specific CoA, the starting point was placed in the aortic root, and the ending
points were placed in the abdominal aorta and the six branching arteries. A phase-specific
3D volume was automatically segmented for the specific phase and copied to all phases.
The 3D segmentation uses a deformable model algorithm that recursively optimizes the
location of the surface towards the vessel luminal boundary based on image gradients
extracted from the appropriate phase within the 4D flow MRI data while simultaneously
maintaining local smoothness of the 3D segmented surface, [17]. Manual delineation of the
vessel lumen boundary was applied with the available adaptation tool from the software in
case of segmentation incorrectness for the patient-specific CoA.

3.2.3 CFD Model
Numerical Mesh
To perform CFD simulations of the patient-specific aorta geometry (obtained from 4D
Flow MRI segmentation using CAAS MR Solutions v5.0), we first used Vascular Modeling
Toolkit for the geometry reconstruction, [18]. To check the sensitivity of CFD results on the
imposed levels of geometry smoothing, we have used the rough (CFDrough) (i.e., by using a
Taubin filter with 100 iterations and passband settings of 0.4), and the smoothed geometry
(CFDsmooth) (i.e., by using a Taubin filter with 100 iterations and passband settings of 0.01).
For both geometries, cylindrical extensions were added at all outlets with a length of 1.5𝑑0
(where 𝑑0 is the diameter of the individual blood vessel where the outlet is located). For
both phantom and patient-specific aorta simulations, we have employed a hybrid numerical
mesh containing prismatic elements in the proximity of the wall (to resolve characteristic
boundary layers properly), while the tetrahedrons were used in the central part of the
domain. Details about the mesh sizing are shown in Tab. 3.1.

We have performed a mesh-independency study, and the final numerical mesh for
the phantom case was approximately 14 million control volumes, while approximately
7 million control volumes were used for the aorta case. Note that the larger number of
control volumes for the phantom geometry was due to the addition of a segment with a
length of 10𝑑0 to have a proper capture of the post-stenotic flow region (not shown in Fig.
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3.1a).

Governing Eqations
Since we are dealing with a fully (the phantom case) or a partially (the aorta case) developed
turbulent flow regimes, we adopt an unsteady RANS approach to model turbulence. We
apply three different classes of turbulence models: two based on the eddy-viscosity concept
(standard 𝑘 − 𝜖 and shear-stress transport (SST) 𝑘 −𝜔 model), and an advanced turbulence
model based on solving a complete set of turbulent stress components (the full RSM). Despite
its superior theoretical foundation when compared to the eddy-viscosity turbulence models
[19], applications of the RSM model are very scarce in bio-medical flow applications. Here
we propose the use of the RSM as an alternative to a high-fidelity DNS or LES approach.
The following set of governing equations is introduced for the above-mentioned turbulence
models:

• the standard eddy-viscosity 𝑘 − 𝜖 model with enhanced wall treatment, [20]: PDEs
for (𝑈𝑖 −𝑝 −𝑘 − 𝜀)

• the low-Reynolds Shear Stress Transport (SST) 𝑘 −𝜔 model, [21]: PDEs for (𝑈𝑖 −𝑝 −
𝑘 −𝜔)

• the Reynolds Stress Model (RSM) with the linear pressure strain term and enhanced
wall treatment, [22]: PDEs for (𝑈𝑖 −𝑝 −𝑢𝑖𝑢𝑗 − 𝜀)

where𝑈𝑖 is the velocity vector, 𝑝 is the pressure, 𝑘 is turbulent kinetic energy, 𝜀 is dissipation
rate, 𝜔 is turbulent frequency, and 𝑢𝑖𝑢𝑗 is turbulent stress tensor.

Boundary and Initial Conditions
For the phantom, the imposed volumetric flow rate of 4.5 l/min is identical to the experimen-
tal conditions and corresponds to the inlet Reynolds number of 𝑅𝑒 = 4539 (𝑅𝑒 = 𝑉0 ⋅𝐷0/𝜈).
For the patient-specific aorta, the time-dependent inlet conditions are matched with MRI
measurements during the entire cardiac cycle. We have extracted the measured volumet-
ric flow rate at the inlet plane (𝑄0) and converted it to the characteristic mass flow rate
(�̇� = 𝑄0 ⋅ 𝜌blood). The mass flow rates were fitted with a smooth spline with piecewise
polynomial (with a smoothing parameter 𝑝 = 0.99999947 and 𝑅2 = 0.9995), Fig.3.1b, which
gives the following range of the inlet Reynolds number, 0 ≤ 𝑅𝑒 ≤ 6276, and corresponding
Womersley number of 𝑊𝑜 = 𝐷0 (𝜔𝑓 /𝜈)

1/2 = 29. In total, we have simulated five cardiac
cycles to obtain results without the influence of initial conditions. Only the last cycle
was used for the analysis. For all turbulence parameters, the uniform inlet values were
imposed with the following specifications: the intensity of turbulence of 5%, the ratio of
turbulent and molecular viscosity (𝜇𝑡 /𝜇) of 10, the isotropic assumption of normal turbulent
stress components (𝑢𝑖𝑢𝑖 = 2/3𝑘), and zero values of the turbulent shear stress components
(𝑢𝑖𝑢𝑗 = 0). At outlets, a zero diffusion flux was imposed for all transport variables. For the
patient-specific aorta, a pre-defined fixed (MRI-based) percentage of the inlet flow rate was
prescribed. The no-slip velocity boundary condition was imposed on the walls of blood
vessels, and the model was assumed to be rigid.
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Physical Properties and Simulation Setup
For the phantom, water was used as a working fluid (𝜌 = 998 kg/m3, 𝜇 = 1.003 mPa⋅s). For
the aorta, the real blood properties were assumed for the simulations (𝜌 = 1060 kg/m3,
𝜇 = 3.5 mPa⋅s). It was previously demonstrated that the assumption of constant blood
viscosity is adequate for aortic blood simulations, [23]. The simulations were performed
using Ansys Fluent 19.1 (Ansys Inc., Canonsburg, Pennsylvania, USA) with the following
simulation settings:

• Solver - pressure based

• Pressure-Velocity Coupling - SIMPLE

• Spatial discretization

– Gradient - Least Squares Cell-Based

– Pressure - Second Order

– Momentum - Second-Order Upwind

– Turbulence Variables - Second-Order Upwind

• Temporal discretization (CoA case)

– fully implicit second-order scheme

– time step Δ𝑡 = 0.0005s

• Residuals (all)- 10−5

3.2.4 Analysis
Downsizing and Mapping
For additional analysis and voxel-to-voxel comparison, the phantom CFD velocity data were
down-sampled by applying a bilinear interpolation on two different equidistant meshes
(DCFD):

• DCFD0.7×0.7×1.5: voxel resolution 0.7×0.7×1.5 mm3 (identical to MRI)

• DCFD0.2×0.2×0.2: voxel resolution 0.2×0.2×0.2 mm3

Both downsized CFD velocity fields were analyzed using CAAS MR Solutions v5.0 (Pie
Medical Imaging BV, Maastricht, The Netherlands) to obtain WSS. Additionally, the WSS
distribution along the vessel walls was mapped on a 2D surface where the horizontal axis
indicates the non-dimensional radial distance from the vessel centerline (−𝜋 ≤ 𝑟 ≤ +𝜋 ), and
the vertical axis indicates the non-dimensional arc length of the vessel (0 ≤ 𝑙/𝑙0 ≤ 1). This
mapping was done by an originally developed in-house tool in Matlab R2019a (MathWorks,
Inc., Natick, Massachusetts, U.S.A.). This approach has provided an easy and objective
comparison between different results.
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Vorticity Calculation
Vorticity (𝝎) was calculated from MRI-based velocity components using Matlab R2019a
(MathWorks, Inc., Natick, Massachusetts, U.S.A.) as

𝝎 = ∇×𝒖 (3.1)

where 𝒖 is the velocity vector. In the numerical procedure, the partial derivatives were
calculated using a central differencing scheme for the interior points and a single-sided
(forward) difference scheme for the edges.

Wall Shear Stress Calculation
The WSS for MRI and the downsized CFD data sets were calculated based on the extracted
velocity profile perpendicular to the phase-specific segmented 3D surface using CAAS
MR Solutions v5.0. After factorizing the velocity profile into its component parallel to the
lumen wall, WSS was computed by the first derivative of a quadratic approximation of that
velocity profile at the location of the lumen wall as

𝜏𝑤 = 𝜇
𝜕𝑈||

𝜕𝑛

|||||wall
(3.2)

where 𝑈|| is the wall-parallel velocity component and 𝑛 is the wall-normal direction. For
the CFD simulations involving turbulence models, the wall shear stress is directly available
from calculations of the wall-parallel velocity component based on the enhanced wall
treatment:

𝜏𝑤 = 𝜌𝑢∗𝑢𝜏 (3.3)

where 𝑢∗ is the friction velocity, and 𝑢𝜏 is the wall friction velocity. The 𝑢∗ is blended
between the viscous sub-layer and logarithmic region as

𝑢∗ = [(
𝜇𝑈||

Δ𝑦
+𝐶1/2

𝜇 𝜌𝑘)
1
𝜌 ]

1/2

(3.4)

and 𝑢𝜏 is blended as [24]

𝑢𝜏 = 𝑈|| [(𝑢
+
𝑙𝑎𝑚)

−4 +(𝑢+𝑡𝑢𝑟𝑏)
−4
]
1/4

(3.5)

3.3 Results
3.3.1 Phantom
4D-flow MRI Flow Rate
The volumetric flow rate was extracted from eleven different locations distributed evenly
along the length of the phantom using CAAS MR Solutions v5.0 to test the performance
of the MRI acquisition. We calculated the error between the set inlet volumetric flow Q0
and the flow extracted at the different cut planes Qi. The average error in flow rate was
0.25±2.11%.
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Comparison of Turbulence Models
Next, we moved toward a detailed comparison of the MRI and CFD simulations performed
with various turbulence models by comparing the non-dimensional velocity (𝑣/𝑣0, where
𝑣0 is the mean inlet velocity) magnitude profiles at six characteristic locations: inlet (A), the
start of the bend (B), middle of bend (C), end of the bend (D), middle of narrowing (E), and
distal to narrowing (F), as shown in Fig.3.2 and Fig.3.3. The differences between the models
emerge in the middle of the bend, i.e., at location C. This location is particularly sensitive
due to the generation of the secondary flows (Dean vortices) and flow acceleration along
the outer wall curvature. Additionally, at the post-stenotic location (location F), numerical
simulations captured well the recirculation region; however, the 𝑘−𝜀 model underestimated
the velocity magnitude in the center, whereas both SST and RSM models are showing a
very good agreement with MRI in the wall vicinity, with a slight overprediction in the
center.

The observed changes in the distributions of the velocity profiles for CFD with consid-
ered turbulence models are due to different predictions of turbulence levels. To illustrate
this, we plot a series of the profiles of the non-dimensional turbulent kinetic energy (k/v20) at
identical locations as previously analyzed for the velocity profiles (locations A-F), Figs.3.3a-
3.3f. All turbulence models give similar profiles at inlet segment location (A), with almost
identical values in the center and symmetrical peak values in the proximity of the wall,
and are in good agreement with the previously reported results [25]. The symmetrical
distribution is, with elevated turbulence levels in the proximity of the outer wall, due to the
presence of the bent (B-D). It is interesting to note that in the center of stenosis (location
E), despite a big over-prediction of turbulent kinetic energy by the 𝑘 − 𝜀 model, resulting
velocity magnitudes still agree very well due to the dominance of convective term in the
momentum equation (due to a sudden flow acceleration). Finally, it can be seen that the
post-stenotic region (location F) is characterized by the highest levels of turbulence caused
by combined effects of a flow acceleration. (in the center) and flow recirculation (in the
wall proximity).

Voxel-to-Voxel Velocity and Vorticity Comparisons
As the next step, we will compare in more detail (voxel-to-voxel) the results of CFD (with
the best-performing turbulence model, RSM) against MRI. The contours of the velocity
magnitude in the central horizontal cross-section (y = 0) are shown in Fig.3.4. Here we
present the velocity magnitude distribution on the original CFD resolution (CFD), down-
sized CFD resolution (DCFD, where downsizing is done to match original MRI resolution),
original measurements (MRI), and the absolute difference between downsized CFD and
MRI (DCFD-MRI), respectively. It can be seen that an overall good agreement is obtained
between DCFD and MRI and that the most salient flow features are well captured with
both techniques. The small deviations are located in the proximity of the walls (in the
curved part) and central stenotic and post-stenotic regions.

To compare secondary flow patterns, we plot the contours of the out-of-plane vorticity
component for all cases at characteristic selected cross-sections (A-F), Fig.3.5. Note that
the out-of-plane vorticity component (defined in here adopted coordinate system as 𝜔𝑥 =
𝜕𝑤/𝜕𝑦 − 𝜕𝑣/𝜕𝑧) is a sensitive flow parameter since it captures gradients of both velocity
components in the particular plane perpendicular to the flow direction. At the inlet segment
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(a) Velocity location A (b) Velocity location B

(c) Velocity location C (d) Velocity location D

(e) Velocity location E (f) Velocity location F

Figure 3.2: Comparison of measured (4D Flow MRI) and simulated (CFD) normalized velocity magnitude (𝑣/𝑣0,
where 𝑣0 is the mean inlet velocity) profiles at characteristic locations along the bend tube (A-F) (profiles extracted
in the middle). The lines indicate various turbulence models: standard 𝑘 − 𝜀, SST (Shear Stress Transport), and
RSM (Reynolds Stress Model), respectively.

location (A), there should not yet be any significant appearance of the secondary motions, as
confirmed by CFD and DCFD results. The MRI contours show amore noisy distribution, but
their levels are relatively small. By entering the bend curvature (location B), the vorticity
starts to be generated. Here, due to limited spatial resolution, the MRI just partially captures
some of the secondary flow features. The agreement is much better at the most interesting
location in the center of the bend (location C), where all cases captured the well-detailed
structure of the Dean vortices. The traces of Dean vortices are still visible at the end of
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(a) k location A (b) k location B

(c) k location C (d) k location D

(e) k location E (f) k location F

Figure 3.3: Comparison of turbulent kinetic energy 𝑘/𝑣20 profiles at characteristic locations along the bend tube
(A-F) (profiles extracted in the middle). The lines indicate various turbulence models: standard 𝑘 − 𝜀, SST (Shear
Stress Transport), and RSM (Reynolds Stress Model), respectively.

the curved bend (location D), where a satisfactory agreement between CFD and MRI is
obtained. A similar level of agreement is also obtained in the stenosis center (location E).
Some visible deviations are observed in the post-stenotic region (location F), where the
differences in vorticity magnitude are more pronounced.

Wall Shear Stress
The contours of the wall shear stress along the phantom walls for the original CFD
(obtained with the RSM turbulence model), downsized CFD results (DCFD0.2×0.2×0.2 and
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Figure 3.4: The contours of the velocity magnitude (|𝑣|) in the central horizontal plane for CFD (original resolution),
DCFD (downsized resolution), and MRI (original resolution), where the last contour indicates the absolute
difference between DCFD and MRI.

DCFD0.7×0.7×1.5 mm3 ), and original MRI are shown in Fig.3.6a. To provide a complete distri-
bution of the WSS along the phantom wall, we generated two-dimensional maps of WSS,
where the horizontal coordinate represents the non-dimensional circumference (expressed
in angles, −𝜋 ≤ 𝑟 ≤ +𝜋 , where 𝑟 = 0 indicates the inner curve and 𝑟 = ±𝜋 indicate the outer
phantom curve), while the vertical coordinate represents the non-dimensional enveloped
arc length of the phantom (0 ≤ 𝑙/𝑙0 ≤ 1, where 0 and 1 correspond to the start and the end
of the phantom, and 𝑙0 is the centerline length), Fig.3.6b. The non-dimensional WSS maps
(WSS/WSSmean, where WSSmean indicates the spatially-averaged WSS over the entire phan-
tom surface, given in Tab.3.3) are shown in Fig.3.6c. Finally, profiles of the circumferentially
averaged non-dimensional WSS are shown in Fig.3.7.

The agreement between CFD and MRI is good in the inlet leg of the phantom. The
differences emerge in the bent and stenotic regions. Here, with the decreasing resolution,
the absolute values of WSS decrease. It can be seen that all cases predicted high values of
WSS in the stenotic region (within the dashed lines), but lowering the spatial resolution
of the CFD results and MRI produced a slight shift of the location where WSS reached its
maximum value.

Table 3.3: The maximal values ofWSS during peak systole in the stenosis (WSSst), spatially averaged values ofWSS
during peak systole (WSSmean) and its standard deviation for the simplified phantom for MRI, DCFD0.7×0.7×1.5mm3 ,
DCFD0.2×0.2×0.2mm3 , original CFD, and the peak shift (normalized by the inlet diameter 𝑑0) in MRI and downsized
CFD (in respect with the original CFD).

WSSst [Pa] WSSmean [Pa] Standard Deviation [Pa] Peak Shift* [-]
MRI 0.60 0.18 0.09 0.39d0
DCFD0.7×0.7×1.5mm3 1.10 0.25 0.17 0.22d0
DCFD0.2×0.2×0.2mm3 2.35 0.45 0.41 0.11d0
CFD 4.99 0.68 0.80 -

* The shift is calculated with respect to the original resolution CFD.
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(a) Location A (b) Location B

(c) Location C (d) Location D

(e) Location E (f) Location F

Figure 3.5: The contours of the out-of-plane vorticity component at selected cross-sections (A-F) - comparison of
CFD (original spatial resolution), DCFD (downsized spatial resolution), and MRI.

3.3.2 Patient-specific CoA: In Vivo MRI and CFD based on RSM
turbulence model

After demonstrating that CFD with the RSM turbulence model was sufficient to predict the
characteristic flow features in the phantom, we next moved to the patient-specific aorta
geometry with coarctation, for which in vivo 4D Flow MRI measurements are available,
Fig.3.1c. The resulting flow pattern, presented in the form of stream traces colored by
the velocity magnitude at the peak systole, is shown in Fig.3.8a. It can be seen that a
good agreement between MRI and CFD is obtained in capturing important flow features: a
strong helical pattern in the aortic arch and sudden flow acceleration in the coarctation.
A summary of the direct comparison between CFD and MRI in predicting the peak and
spatially averaged (mean) values of the WSS is provided in Table 3.4. It can be seen that
in vivo MRI underestimated the local values of WSS, similar to our previous findings
in the phantom geometry. The effect of the surface smoothing revealed relatively small
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(a)

(b)

(c)

Figure 3.6: (a) The contours of the WSS at the phantom surface: CFD (original), DCFD (downsized), and MRI
results; (b) The two-dimensional representation of the WSS at the phantom surface; (c) The two-dimensional map
of the normalized WSS (WSS/WSSmean), where WSSmean is a spatially averaged mean WSS calculated for each
modality.



3.4 Discussion

3

97

Figure 3.7: Profiles of the non-dimensional circumferentially averaged wall shear stress (WSS/WSSmean) obtained
from original and downsized CFD results and MRI.

differences between the rough and smoothed geometries. Note that present CFD results
agree well with similar numerical studies reported in the literature, e.g., [26–28] Instead of
focusing on the local differences in WSS from MRI and CFD in their absolute terms, we
proceed with qualitative comparisons between simulations and experiments by identifying
regions along aorta walls characterized by locally elevated or lowered values of WSS to
their spatially averaged mean values (averaged over the entire aorta wall). The contours of
the non-dimensional WSS distribution (WSS/WSSmean) for CFD (both rough and smoothed
geometry) and MRI are given in Fig.3.8b. It can be seen that an overall good agreement
is obtained, especially when considering the smoothed CFD and MRI distributions in the
coarctation and the descending part of the aorta. This is additionally illustrated by showing
2D maps of the local non-dimensional WSS, where the entire surface of the aorta wall
is mapped, Figs.3.8c and 3.8d. The blank spaces in the mapped surfaces represent the
branching arteries that were removed during the mapping procedure. Due to the proximity
of the first two branching arteries (i.e., Brachiocephalic Trunk and Left Common Carotid
Artery), they are merged on the mapped surface.

Finally, the scatter plots (symbols) and circumferentially averaged non-dimensional
WSS profiles (lines) are shown in Fig.3.9. Similar to comparisons in the phantom geometry,
qualitatively good agreement is obtained with distinct peak values in the coarctation. A
shift in the location of the maximal WSS for the MRI is also observed. Note that larger
peaks of WSS from CFD at 𝑙/𝑙0 = 0.9 locations are due to the secondary side branches of
the aorta, which are not properly resolved in MRI.

3.4 Discussion
The present study investigated the flow and WSS for a specific aorta pathology - aortic
coarctation - using a combined 4D Flow MRI and CFD techniques for simplified (phantom)
and patient-specific geometry. For both studied geometries, the flow is in a fully (phantom)
or a partially developed (CoA) turbulent regime. The importance of selected turbulence
models for CFD is demonstrated by performing a comparative assessment between two
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Table 3.4: The maximal values of WSS in the stenosis (WSSst), mean values of WSS (WSSmean) and its standard
deviation of the patient-specific Aortic Coarctation (without branches) for MRI, CFD, smoothed CFD (CFDsm),
and the peak shift normalized by the inlet diameter 𝑑0 in MRI with respect to CFDsm.

WSSst [Pa] WSSmean [Pa] Standard Deviation [Pa] Peak Shift* [-]
MRI 7.73 2.12 0.97 0.52𝑑0
CFD 48.95 15.06 12.43 -
CFDsm 45.87 14.00 10.00 -

* The shift is calculated with respect to CFDsm.

types of eddy-viscosity models and RSM for the phantom configuration.

3.4.1 Comparison of Turbulence Models with MRI
The differences in the cross-section averaged velocity magnitude profiles (at A-F locations)
between MRI and CFD with the RSM model did not exceed 15% in the stenotic region and
7% in the rest of the phantom. In contrast, the maximum disagreement between CFD with
the 𝑘 − 𝜀 model and MRI was 45% for the post-stenotic region, while this disagreement
reached 18% in the stenotic region for the SST model. The overall best performances
of the RSM turbulence models can be explained in terms of the theoretical foundation
behind this model. The exact treatment of production terms of the individual turbulent
stress components plays a crucial importance in complex three-dimensional flows (e.g., the
curved part of the phantom followed by a stenotic region) as presented here. In comparison
with the eddy-viscosity models, the RSM predicts well the secondary motions and captures
well flow adaptation to sudden changes of the cross-sectional area, [19]. This was also
shown in terms of streamwise velocity and turbulent kinetic energy in a 60◦ bend tube
[29], where RSM performed best in comparison to other commonly used eddy-viscosity
models. Especially for turbulent kinetic energy, while the eddy-viscosity models tend
to under-predict the DNS-based values, RSM can capture the behavior better. We have
also shown this in our results, where RSM-based turbulent kinetic energy showed slightly
higher peaks in the curved part of the phantom. Based on this and the direct comparison of
performances of turbulence models with MRI measurements in the phantom, we conclude
that the RSM turbulence model is the most suitable to capture the most important flow
features properly. Additionally, in terms of computational efficiency, although a larger
number of transport equations needs to be solved by the RSM turbulence model when
compared to the eddy-viscosity-based models, its computational costs are still much smaller
when compared to high-fidelity LES or DNS methods (i.e., O(102 −103) faster, respectively),
which makes it a good choice for patient-specific clinical applications.

3.4.2 Wall Shear Stress Based on CFD and MRI
Two main points need to be addressed when comparing simulations (CFD) and experiments
(MRI): (i) the absolute values of the WSS, and (ii) the local distributions of the WSS, respec-
tively. Generally, we observed consistently lower values of WSS from MRI in comparison
to CFD results. This can be explained in terms of the lower spatial resolution of MRI - espe-
cially in the proximity of the wall. The absolute values of the spatially-averaged WSSmean
from CFD simulations for the phantom are 3.7× (CFD), 2.5× (DCFD0.2×0.2×0.2mm3 ), and 1.4×
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(a) (b)

(c) (d)

Figure 3.8: The patient-specific CoA case: The stream traces colored by the velocity magnitude at the peak systole
for CFD and 4D Flpw MRI (a); The contours of the non-dimensional WSS (WSS/WSSmean) at the aorta wall (b);
The 2D map of WSS distribution for CFDsm (c) and 4D Flow MRI (d).

(DCFD0.7×0.7×1.5mm3 ) higher than the MRI values, respectively. Similarly, the peak WSS in
the stenotic region (WSSst) for CFD simulations are 8.3× (CFD), 3.9× (DCFD0.2×0.2×0.2mm3 ),
and 1.83× (DCFD0.7×0.7×1.5mm3 ) higher than the MRI values. Note that the stenotic region is
the most sensitive one due to a sudden flow acceleration, and a reduction of the number of
voxels (since the spatial resolution of MRI is fixed). In contrast, the CFD wall resolution
in this region is increased since the identical number of control volumes for the healthy
segment is now distributed over the reduced area of the stenotic cross-section. It can
be seen that the reduction of spatial resolution of CFD lowers values of WSS. A similar
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Figure 3.9: Circumferentially averaged profiles (lines) of the non-dimensional WSS for 4D Flow MRI and CFDsm.

systemic undersolving of WSS by MRI was also reported in [7].
In contrast to the absolute values of WSS, the local distributions of WSS calculated

from CFD and measured by MRI exhibit more similarities. To illustrate this, we scaled
the local WSS with the spatially averaged mean WSS (WSSmean) of each modality, as
shown in Fig.3.6c. This approach enables us to compare variations of WSS associated
with locally elevated or suppressed distributions for the reference averaged value. The
circumferentially averaged mean WSS profiles, shown in Fig.3.7, show a good agreement
except at the stenotic region. It can be seen that the reduction of spatial resolution of CFD
reduced the peak values but also introduced a shift of the peak location. Similar behavior
was also shown in a related study of [30], but these findings were not addressed. This shift
should be taken into account when analyzing cases where the exact location of the peak
WSS is of importance.

3.4.3 Effect of Assumptions in CFD
The reliability and accuracy of CFD simulations in studying blood flow in patient-specific
conditions are directly connected to realistic representations of vessel geometry, as well as
the imposed boundary conditions. The geometry representation can affect the simulations
by not including all of the side branches [31] and due to the segmentation variability [32].
For the aortic coarctation studies, the choice of proper inlet and outlet side-branching
boundary conditions was highlighted in [28] and [33], respectively. Finally, the assumption
of rigid-wall in patient-specific simulations can lead to differences up to 30% [34].

Our approach to perform analysis for a simplified phantom is based on a step-by-
step elimination process of specific contributions (e.g., exact wall geometry with all side
branches, the exact specification of the inlet and outlet boundary conditions, and wall
elasticity) which makes a fair comparison between CFD and MRI for patient-specific cases
difficult. By eliminating the effects of the above-mentioned limitations, we have achieved
identical phantom working conditions for simulations and experiments. Despite achieving
a good agreement between CFD and MRI for the mean velocity profiles at various cross-
sections of the phantom, the local distribution of the WSS still exhibited significantly
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different values. A similar level of disagreement was also reported in the literature, [26, 27].
Based on the above-presented arguments, we conclude that the major contributor to
disagreement between MRI and CFD is due to limitations in spatial resolution of MRI in
the proximity of the aortic wall.

The effect of pre-processing on the outcomes of simulations is also highlighted in the
patient-specific CoA. For this case, a more drastic smoothing of the aortic wall resulted in a
decrease in mean WSS of 7.3%, bringing the value closer to MRI. However, this decrease is
still relatively small, compared to almost an order-of-magnitude difference in WSS between
MRI and CFD, and both simulations resulted in very similar global distributions of WSS.

Our thorough comparison of blood flow and WSS based on MRI and CFD showed
that the blood flow, in general, agreed well with both techniques. However, the derived
variables, like WSS, deviate much more. The reasons behind the deviation can be found on
both sides. As demonstrated in the phantom, the underestimation of WSS is mostly due to
MRI not being able to capture the steep gradients in a region with sudden flow acceleration.
However, the boundary condition treatment and preparation of the geometry in CFD
has also a big effect. Patient-specific CoA showed that the application of a flat parabolic
profile leads to discrepancies in the ascending aorta, and using arterial geometry without
adequate smoothing slightly overestimates CFD-based WSS. Hence, when evaluating the
WSS differences between MRI and CFD, attention should be given to the limitation of both
techniques.

3.4.4 Clinical Applications
While in this work, we present theMRI-CFD coupling using 4D-flowMRI data, the technique
can be coupled with different imaging techniques for the acquisition of the anatomy - e.g.,
MRA imaging. Nevertheless, PC-MRI at the inlet is still necessary for an accurate definition
of boundary conditions, [28]. With this integrated CFD-MRI approach, where CFD is based
on the advanced RSM turbulence model, it is possible to generate simulation results with
high spatial resolution and a high level of accuracy within a few hours. This may lead to
several interesting clinical applications of the image-based CFD framework for diseased
arteries. Potential examples include pre- and post-operative follow-up for patients suffering
from CoA, [12]. Furthermore, by studying a wider population of patients, biomarkers for
re-stenosis could be identified similarly as was done for femoropopliteal arteries [35],
which could lead to a predictive method for potential complications connected to CoA.

The proposed approach is not only limited to coarctation or aorta. It can be easily
applied also in other aortic diseases (e.g., aneurysm and dissection) or to study the blood
flow in different parts of the cardiovascular system. Examples of these applications have
already been tested, for example, in cerebral aneurysms [36], stenosis of major arteries
[37], and pulmonary arteries [38], and show very good promise.

Finally, it is important to touch upon the feasibility of using image-based CFD in the
clinical application. As we showed with this study, the methods have a great potential to
study the long-term effects of diseases or to model the progression and predict the outcomes
of chronic vascular diseases. However, the state of the methods at the moment does not
allow for implementation in acute decision-making. This is especially due to the fact that the
simulations and their preparation is time-consuming and requires expert knowledge. Most
medical doctors do not have adequate training to perform such simulations, and therefore,
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experts in computational fluid dynamics should be involved. Hence, until improvements
in automatizing the image-based CFD are made, for example, by implementing mesh-less
methods (e.g., Solid Particle Hydrodynamics [39]), the usage of MRI or other imaging
methods for diagnostics of acute cases is necessary.

3.4.5 Limitations
For theMRImeasurements in the simplified phantom, the 4D FlowMRIwith non-segmented
gradient-echo and echo planar imaging (EPI) acceleration has been used. In contrast to
that, for in vivo patient-specific CoA, the 4D Flow MRI with segmented gradient-echo
without EPI has been applied. As a result, some minor differences in accuracy in velocity
quantitation may be present between these two experiments. Additionally, water was
used as a working fluid for the flow in the phantom instead of blood-mimicking fluid with
non-Newtonian viscosity, e.g., as proposed by Cheng et al. [40]. Use of such a fluid would
represent the blood flow more adequately [40]; however, since the shear rate in the aorta
was relatively high, the non-Newtonian effects should be minimal. The CFD simulations
of the patient-specific CoA have been performed with the rigid walls assumption. The
dynamic movement of the aorta is present in vivo 4D Flow MRI, which can produce
differences in local distributions of WSS along the arterial wall. To circumvent the effects
of the dynamic movement of the aorta during the cardiac cycle, the simplified phantom
geometry has been considered too. Despite the relatively high Reynolds number of flow
in the patient-specific aorta, some local non-Newtonian effects can take place, which is
currently not taken into account in CFD simulations. We have considered a single case of
the patient-specific CoA and have performed a comparative assessment of 4D Flow MRI
and CFD-RSM as a first proof-of-concept. This study can be easily extended with a larger
number of patient-specific aorta conditions.

3.5 Conclusions
With this study, we showed that MRI-based CFD simulations are a good alternative tool to
use in studying the blood flow in CoA. Using MRI and MRI-based simulations, we assessed
the blood flow in a phantom representing a simplified CoA and in a patient-specific aorta
with coarctation.

Due to the narrowing and relatively high Re, the flow in the phantom was of turbulent
nature. Because of this, a choice of turbulent model had to be made. We have compared
𝑘 − 𝜖, SST, and RSM. The differences between the turbulence model arise after the bend
– where the flow gets more complex. The lower-order CFD models (𝑘 − 𝜖, SST) cannot
accurately model the secondary flow motion that naturally appears in these types of
geometries, as is shown in the results obtained from MRI. However, the RSM model can
predict these motions, as was shown for both velocity magnitude as well as out-of-plane
vorticity. Thanks to using the phantom, where the boundary conditions between MRI
and CFD are identical, we were able to accurately study WSS, an important parameter
that is often regarded as a bio-marker for CoA. We showed that WSS based on MRI is
approximately four times lower than WSS based on CFD; however, it agrees well in terms
of the local distribution.

Finally, we have applied MRI-CFD coupling on patient-specific CoA to demonstrate the
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usability of the technique for clinical applications. The agreement between 4D-flow MRI
and CFD was good in terms of velocity. For WSS, simulations showed higher values than
MRI again; however, the local regions of high/low WSS agree well between the different
techniques. However, the simulations bring several advantages, like higher resolution and
better prediction of the absolute values of WSS. This shows that image-based simulations
are a good technique to asses the state of this pathology.
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Appendix: Numerical Mesh and Mesh Dependency
Studies
In table 3.5, we give an overview of the Grid Convergence Index (GCI) analysis for the two
studied cases. We have based the analysis on mean WSS since WSS was the main study
objective in this research. Three meshes, with tetrahedral elements and a prism layer close
to the wall, were created for each of the cases:

• Fine (mesh 1) - phantom (14.1 million), patient CoA (9.3 million)

• Medium (mesh 2) - phantom (7.0 million), patient CoA (4.7 million)

• Coarse (mesh 3) - phantom (3.6 million), patient CoA (2.3 million).

Both the Richardson extrapolation and the test of whether the studied parameter lies in
the asymptotic range show that the medium mesh is sufficient. Based on the analysis, we
have proceeded with mesh 2 (medium) for all presented results. The details of the final
numerical meshes that were used for the two studied geometries are shown in Fig.3.10.

(a) Phantom (b) Aorta with Coarctation

Figure 3.10: The hybrid mesh containing the prismatic elements in the wall proximity and tetrahedra in the center
of the domain with details of the inlet and stenosed region for phantom (a) and patient-specific aorta (b).
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Table 3.5: The mesh dependency analysis for Phantom and Patient geometries, with corresponding wall shear
stress for three different meshes (fine - 1, medium - 2, coarse - 3), refinement ratio r, Richardson Extrapolation
(fh=0, Grid Convergence Index (GCI1,2 fine-medium, GCI2,3 medium-coarse), and the test whether the studied
variables lie in the asymptotic range.

Phantom Patient
WSS1 [Pa] 0.684 14.054
WSS2 [Pa] 0.679 14.000
WSS3 [Pa] 0.669 13.690
r 2.018 1.999
fh=0 [Pa] 0.689 14.065
GCI1,2 [%] 0.912 0.101
GCI2,3 [%] 1.812 0.584
Asymptotic? 1.007 1.004
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4
Modelling of Aortic Wall

Movement

A proper understanding of the origin and progression of the thoracic aortic aneurysm (TAA)
can help prevent its growth and rupture. For a better understanding of this pathogenesis, the
aortic blood flow has to be studied and interpreted in great detail. We can obtain detailed
aortic blood flow information using Magnetic Resonance Imaging (MRI) based computational
fluid dynamics (CFD) with a prescribed motion of the aortic wall. We performed two different
types of simulations - static (rigid wall) and dynamic (moving wall) for healthy control and a
patient with a TAA. For the latter, we have developed a novel morphing approach based on the
Radial Basis Function (RBF) interpolation of the segmented 4D-flowMRI geometries at different
time instants. Additionally, we have applied reconstructed 4D-flow MRI velocity profiles at
the inlet with an automatic registration protocol. The simulated RBF-based movement of
the aorta matched well with the original 4D-flow MRI geometries. The wall movement was
most dominant in the ascending aorta, accompanied by the highest variation of the blood
flow patterns. The resulting data indicated significant differences between the dynamic and
static simulations, with a relative difference for the patient of 7.47±14.18% in time-averaged
wall shear stress and 15.97±43.32% in the oscillatory shear index (for the whole domain).
In conclusion, the RBF-based morphing approach proved to be numerically accurate and
computationally efficient in capturing complex kinematics of the aorta, as validated by 4D-
flow MRI. We recommend this approach for future use in MRI-based CFD simulations in broad
population studies. Performing these would bring a better understanding of the onset and
growth of TAA.

This chapter has been submitted to BioMedical Engineering OnLine.
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4.1 Introduction
Rupture of Thoracic Aortic Aneurysm (TAA) is an acute medical condition, with a fatality
rate of almost 95% [1]. Because of the high fatality, properly diagnosing and treating this
dangerous condition is of utmost importance. However, the conventional guidelines that
focus on the diameter and growth rate of TAA were shown to be inadequate in many cases
[2, 3]. This emphasizes the need for new biomarkers that aim for patient-specific prediction
of TAA rupture and look beyond the analysis based solely on the aorta geometry [4]. The
blood flow information must be assessed to establish new predicting biomarkers. Such
information can be obtained from 4D flow Magnetic Resonance Imaging (MRI); however,
its spatial and temporal resolution is limited [5]. In recent years, the clinical image-based
computational fluid dynamics (CFD) [6] was successfully applied to provide the patient-
specific blood flow features in great detail, for example, flow in aorta [7–9] and TAA
[10] as well as in wider population studies [11, 12]. However, one important aspect of
modeling the aorta or TAA is often omitted in the literature - the movement of the aorta
(i.e., aorta kinematic). Because of the beating heart during the cardiac cycle, the aortic root
moves downwards during systole and returns to its original position during diastole. This
movement was reported to be approximately nine millimeters in the downward direction
[13] with a clockwise twist up to twenty degrees [14]. Furthermore, the aortic compliance
causes the wall to expand and contract radially during the cardiac cycle due to the changing
transmural pressure gradient over time [15]. It was reported that changes in the thoracic
aorta diameter were in the 1.7 to 3.6 mm range [16]. These combined effects of the aortic
wall kinetics can significantly affect the blood flow simulations, and consequently, they
should be included in the CFD simulation [17].

To model the blood vessel movement, two simulation strategies have been applied in
previous studies in the literature: (i) the fully coupled fluid-structure interaction (FSI), and
(ii) the predefined wall displacement. The FSI studies of aorta hemodynamics were applied
in [17–21]. However, the FSI method for patient-specific situations suffers from numerous
limitations. These include the lack of detailed information on the aortic wall properties (i.e.,
non-homogeneous thickness and elasticity), difficulties with the physiological boundary
conditions (for example, pressure), as well as the quite intensive computational costs
(for example, iterative pre-stressing procedure, fluid/structure mechanics coupling). The
estimation of the aorta motion was the focus of several studies in the literature [22–24].
Dynamic computed tomography (CT) was used to characterize the aortic wall motion
in patients with aortic dissection [22]. It was demonstrated that this technique could
provide segmentation of the aorta and its distensibility. On the other hand, there was no
information regarding the aorta hemodynamics (blood velocity and flow rates). A simplified
method for the aortic wall motion was proposed in [24]. The developed moving-boundary
method (MBM) tuned with the non-invasive clinical images (2D cine-MRI) provided a good
agreement with the FSI results. The MBM method was also less computationally expensive.
However, due to several parameters that still need to be based on theoretical estimates
(especially the distensibility), these methods lack the potential to be fully patient-specific.

More recently, the mesh morphing approach based on radial basis function (RBF) was
proposed for mimicking the motion of biological tissue, e.g., aortic valve [25], left ventricle
with mitral valve [26], and thoracic aorta [27, 28]. The RBF-based mesh morphing tools
proved to be potentially numerically efficient and accurate in various applications. They
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could cope with many data formats and large-size unstructured meshes, [29–32]. In the
case of RBF application in the aorta, Capellini et al. [27, 28] presented an approach where
only the ascending thoracic aorta (excluding root) was considered dynamic, and the rest of
the domain was assumed to be rigid. Additionally, only a simplified inlet velocity boundary
condition was implemented. These assumptions bring considerable simplifications to the
complexity of motion and flow in the aorta.

To bridge these simplifications, we propose a proof-of-concept approach for a fully
coupled 4D-flow MRI-CFD model of the aorta. This approach will be validated for the
healthy control subject and patient-specific aorta with a large root aneurysm. For both cases,
the movement of the aorta and all inlet and outlet boundary conditions will be extracted
from the corresponding 4D-flow MRI scans. The dynamic behavior of the aorta will be
mimicked by a morphing approach based on the radial basis function (RBF) interpolation
based on Xu and Kenjereš [26]. We adapt the method to account for the motion of the
whole thoracic aorta. To define the motion, we utilize 4D-flow MRI data at several points of
the cardiac cycle. In addition, we present an automatic registration protocol of the 4D-flow
MRI-derived velocity profile at the inlet for the moving aorta.

4.2 Methods
4.2.1 Studied Cases
Two subjects were included in this study - a healthy control (HC) and a patient (P). The
patient had a root aortic aneurysmwith a diameter𝐷 = 50mmand aortic valve regurgitation
of 33%. Additional characteristics for both subjects can be found in Tab. 4.1.

Table 4.1: Characteristics of the healthy control and patient.

Healthy Control Patient
Gender male female
Age [yr] 43 26
Weight [kg] 85 67
Height [cm] 195 187
Blood pressure [mmHg] 115/67 83/46
Mean arterial pressure [mmHg] 85 63
Heart rate [bpm] 61 49

4.2.2 MRI Acqisition and Data Processing
For both subjects, 4D-flow MRI was performed on a 3T MRI system (Elition, Philips
Healthcare, Best, The Netherlands) using a hemidiaphragm respiratory navigator with ret-
rospective electrocardiogram gating without echo-planar imaging. Additional parameters
in the MRI sequence can be found in Tab. 4.2

The acquired 4D-flow MRI data sets were segmented using CAAS MR Solutions v5.2.
(Pie Medical Imaging BV, Maastricht, The Netherlands). The protocol for segmentation
is identical for both studied subjects. The analysis is initialized by manually placing
starting and ending points of the domain at peak systole. The starting point is placed in
the aortic root, and the ending points are placed in all major branching arteries of the
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Table 4.2: Details of 4D-flow MRI sequence for healthy control and patient.

Healthy Control Patient
Velocity encoding [cm/s] 150 160
Reconstructed temporal resolution [ms] 30 38
Echo time [ms] 2.6 2.7
Repetition time [ms] 4.5 4.6
Flip angle [◦] 10 10
Acquired isotropic resolution [mm] 2.5 2.7
Field of view [mm3] 350x78x160 450x60x150
Turbo field echo factor [-] 2 2
Parallel imaging factor [-] 2.5x1.2 2.5x1.2

arch (Brachiocephalic Trunk, Left Common Carotid Artery, and Left Subclavian Artery)
and in the abdominal aorta. Subsequently, a 3D volume at peak systole is automatically
segmented and manually adjusted (if discrepancies are observed). The manual adjustments
for the peak-systolic phase are mostly necessary for the regions with flow recirculation,
i.e., in the proximity of the aortic root and downstream the aortic arch. After successful
segmentation, the peak systolic 3D volume is copied to the next phase of interest and
manually adjusted for the movement. In this case, the manual interventions are more
complex and time-consuming (up to three hours per phase) due to the arterial movement,
both caused by the compliance of the aortic wall as well as the movement of the heart. This
process is especially time-consuming in the ascending aorta due to its complex movement
through the cardiac cycle. The segmentation procedure is then repeated for all of the
phases of interest (in total, four instants of the cardiac cycle were extracted - mid-rising
systole, peak systole, mid-decreasing systole, and beginning of diastole).

4.2.3 Geometry pre-processing
The initial surface obtained via segmentation of 4D-flow MRI is not suitable for CFD due to
the relative ’roughness’ of the surface mesh (i.e., variation of the normal vector direction
of the segmented surface from its ideal form due to segmentation errors) and inconsistent
boundary faces of inlets and outlets. To remove these imperfections, we performed pre-
processing of the extracted surfaces using Vascular Modelling Toolkit (VMTK) [33]. The
initial (4D-flow MRI) and final surface after pre-processing for peak systole are shown in
Fig. 4.1; note that while the whole aorta was extracted for HC, only the thoracic part was
considered for the further simulations and analysis.

To obtain the final surface, the following steps are executed: First, the surface inlet
and outlets are cut perpendicular to the arterial centerline. Next, the smoothing step is
performed. In this step, the most optimal smoothing should account for the regions with
high variation of the normal vectors while preserving the total volume. We have utilized
the Taubin smoothing, with pass-band 0.1 and 100 iterations. Compared to other methods,
the Taubin smoothing procedure ensures proper smoothing of regions with high variations
in surface curvature and avoids extensive shrinkage of the surface [34]. Next, the surface
mesh (triangular) is subdivided using the Butterfly method [35] to ensure better surface
definition for the computational model. Finally, we added cylindrical extensions on the inlet
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Figure 4.1: Initial surface obtained from 4D-flowMRI (white) and the geometry after the final step of pre-processing
(red) for healthy control (left) and patient (right).

and outlets in the normal direction of the respective planes. The diameter and the length of
the extension are determined based on the diameter of the respective boundary (𝐷𝑖). The
length was kept constant for all outlets (5 ⋅𝐷𝑖), and only a very short flow extension was
created for the inlet (0.5 ⋅𝐷𝑖) to assure the reliability of the applied inlet velocity profile
while ensuring the stability of the moving mesh implementation.

4.2.4 Computational Model
The case-specific computational model was developed to take into account the detailed
aorta geometry (and its movement), as well as the inlet and boundary conditions (BC) from
the 4D-flow MRI scans. The entire algorithm is illustrated in the flow chart shown in Fig.
4.2. We have performed simulations with the rigid (static) and moving (dynamic) aortic
wall for both subject- and patient-specific geometries. For the latter, additional algorithm
details are given in Fig. 4.2b and will be discussed below.

4.2.5 Fluid Dynamics
In the present work, we adopt the ALE (Arbitrary Lagrangian-Eulerian) formulation for
conservation of mass and momentum for a moving numerical mesh, for which the following
governing equations are solved [36]:

𝜕𝜌
𝜕𝑡

+∇ ⋅ [𝜌 (𝐯−𝐯𝑔)] = 0 (4.1)

𝜕 (𝜌𝐯)
𝜕𝑡

+∇ ⋅ [𝜌𝐯(𝐯−𝐯𝑔)] = −∇𝑝 +∇ ⋅ 𝜏 (4.2)

where 𝜌 is the fluid density, 𝐯 is the fluid velocity, 𝐯𝑔 is the grid (or mesh) velocity, 𝑝 is
the pressure, and 𝜏 is the viscous stress tensor (𝜏 = 𝜇 (∇𝐯+∇𝐯𝑇 )), with 𝜇 as the dynamic
viscosity of the fluid. Note that for the static simulations (the rigid wall assumption), we
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Figure 4.2: Schematic flow-chart showing the main CFD model inputs (mesh, outlet boundary conditions, and
inlet boundary conditions) for the static simulations (a) and the details of the dynamic mesh morphing of the
aortic wall for the dynamic simulations (b).

have 𝐯𝑔 = 0. Additionally, since we employed a moving grid approach for part of our
simulations, we need to define the space conservation law as follows:

𝑑𝑉
𝑑𝑡

= ∫
𝜕𝑉

𝐯𝑔 ⋅𝐀 =
𝑛𝑓
∑
𝑗
𝐯𝐠,𝐣 ⋅𝐀𝑗 (4.3)

where 𝑑𝑉 /𝑑𝑡 is the volume derivative of the arbitrary control volume 𝑉 , 𝜕𝑉 is the
boundary of control volume 𝑉 , 𝐀 is the face vector area, 𝑛𝑓 is the number of faces 𝑗. Finally,
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the dot product on the right-hand side is calculated from

𝐯𝐠,𝐣 ⋅𝐀𝑗 =
𝜕𝑉𝑗

𝛿𝑡
(4.4)

where 𝜕𝑉𝑗 denotes the volume swept out by the control volume, face 𝑗 over each time step
[37].

4.2.6 Boundary and Initial Conditions
The inlet plane boundary condition was specified as a velocity inlet where all three velocity
components at particular instants of the cardiac cycle were extracted from the recon-
structed 4D-flow MRI (similarly to other studies [38–41]). This was done using an in-house
developed software tool for proper time registration and interpolation of the clinical data.
All steps of this procedure are shown in the flow-chart diagram shown in Fig. 4.2a, and
can be summarized as:

1. Using an in-house developed tool for 4D-flow MRI data analysis, all three velocity
components 𝐯(𝑣𝑥 ,𝑣𝑦 ,𝑣𝑧) are extracted from the reconstructed 4D-flow MRI data at
the inlet plane of the studied case for each acquired time step (n = 34 for the healthy
control, and n = 32 for the patient-specific acquisitions, respectively).

2. Velocity data are linearly interpolated for each (n) and (n+1) time step, where time-
step size (Δ𝑡) is based on the requirements of CFD (in the present work, we have Δ𝑡
= 1 ms, for both cases).

3. Inlet (represented by the CFD mesh) is imported from the base mesh (at peak sys-
tole), and the interpolated velocity profile is registered on this mesh; for dynamic
simulations, the inlet is imported for each time step from the generated moving
mesh.

4. The velocity components are then interpreted in the CFD software as a Profile and
interpolated and projected on the inlet mesh using Inverse-distance interpolation.

An example of the inlet flow rate and the interpolated velocity profiles at peak systole
for the HC and P cases can be seen in Fig. 4.3. Outlet boundary conditions were treated
as outflow with a pre-defined fraction of mass flow per outlet. The outflow boundary
condition assumes zero-diffusive flux for all flow variables and a mass balance correction
at the outlet. The flow fractions at each outlet (𝑤𝑛) were defined based on the 4D-flow
MRI measurements. Since the 4D-flow data in the supra-aortic arteries are unreliable due
to a low number of voxels, we have exported planes in the upstream and downstream
proximity of each bifurcation and, by that, estimated the net flow leaving through each
outlet. Afterward, the fractions at each time step were calculated as follows:

𝑤𝑛 =
𝑄𝑛

𝑄𝑖

1
∑𝑚

𝑛=1𝑤𝑛
(4.5)

where 𝑤𝑛 and 𝑄𝑛 are the flow fractions and the net flow of the respective outlets, 𝑄𝑖 is
the net flow at the inlet and 𝑚 is the total number of outlets. Each outlet flow fraction is
scaled by the sum of all of the fractions to satisfy∑𝑚

𝑛=1𝑄𝑖 ⋅𝑤𝑛 = 𝑄𝑖 . Applying the measured
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(a)

(b)

(c)
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Figure 4.3: Interpolated inlet velocity profile at peak systole based on 4D-flow MRI for healthy control (a) and
patient (b) and the volumetric flow at the inlet for one cycle for healthy control (c) and patient (d).

data at each time-step proved to be more accurate in the definition of the patient-specific
simulations, as shown previously by Gallo et al. [42].

The no-slip condition was applied at the wall for both static and dynamic simulations.
The definition of wall movement for the dynamic simulations is discussed in detail in the
next section. The transient simulations were initialized using the steady-state solution at
the peak systole. In total, we have simulated three cardiac cycles to eliminate the influence
of initial conditions. We have used only results from the last cardiac cycle for the final
analysis.

4.2.7 Moving Wall
In the present study, for dynamic simulations, we have adopted a predefined moving
wall approach as shown in Fig. 4.2b. The wall motion was defined from four key-frame
geometries (i.e., geometries of interest) extracted from the 4D-flow MRI (as previously
described in MRI Acquisition and Segmentation section). The full process of the moving
mesh generation over the entire cardiac cycle can be summarized as:

1. The 4D-flow-based geometries at key-frames are pre-processed using VMTK (as
described in Sec. 4.2.3) yielding the initial surface of the aorta (in .stl format)

2. For the geometry at the peak systole, various cross-section markers (planes) are
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introduced to separate the static (branching arteries) and dynamic (the rest of the
aorta) segments

3. The three-dimensional numerical mesh is created for this aortic geometry (base
mesh), with a refinement close to the wall

4. The control points are introduced for the peak systole and all key-frames by the
following procedure:

(i) Control points for the inlet and outlet are defined (circumferential equidistant
distribution)

(ii) A finite number of the planes perpendicular to the flow direction with uniform
longitudinal distances are selected; in each of these planes, the radial distances
are defined similarly to (i);

(iii) Additional manually adjusted control points are introduced at locations in the
proximity of the branching arteries

(iv) The final form of the structured control points matrices are established with
𝑖 × 𝑗 control points (𝑖 = number of planes, 𝑗 = control points per plane), for HC
= 19×6 and P = 18×6

5. The base mesh (generated in step 3) is morphed using Radial Basis Function (RBF)
interpolation of the control points (defined in the previous step), resulting in the
morphed surface geometries for all selected key-frames

6. The surface coordinates of key-frames geometries are then interpolated in time
over the entire cardiac cycle using spline interpolation with smoothing parameter
𝑝 = 0.999, resulting in a total of n=1018 and 1212 frames; Note that we assumed no
aortic movement during diastole

7. The generated surface geometries at each time step alongside the base mesh are then
used as input for the RBF-based mesh-morphing during the simulations

RBF Interpolation - Mathematical view
Fig. 4.4 depicts the surface points (both HC and P) for the reference phase (peak systole -
red) and for one of the RBF-generated frames (mid acceleration - blue) together with the
control points for the two respective phases.

RBF interpolation is based on source points, i.e. the nodal points of the original geometry,
and target points which are the nodal points of the deformed geometry. It assumes an
unknown smooth function 𝑓 that is given via the set of source and target points. This
function is then approximated by an interpolant 𝑠(𝑥) of which the general form is defined
as:

𝑠(𝑥) =
𝑁
∑
𝑖=1

𝛾𝑖𝜑(||𝑥 −𝑥𝑘𝑖 ||) +ℎ(𝑥), 𝑥 ∈ ℝ𝑛 (4.6)

where 𝑠(𝑥) is the approximating smooth function, 𝑁 the source points, 𝛾𝑖 the weights of
the radial basis, 𝜑 the radial basis function, 𝑥𝑘𝑖 = [𝑥𝑘𝑖 , 𝑦𝑘𝑖 , 𝑧𝑘𝑖 ] the coordinates of the source
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(a) (b)

Figure 4.4: Surface points and control points (bigger) at peak systole (red) and mid acceleration (blue) for healthy
control (a) and patient (b).

points, and ℎ(𝑥) a polynomial part of which the degree depends on the type of radial basis
function used. The polynomial part is added to guarantee the existence and uniqueness of
the solution. The parameters 𝛾𝑖 and the polynomial coefficients are determined by solving
a linear system of equations, with the order equal to 𝑁 . This is defined by the passage- and
orthogonality condition

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

𝑠(𝑥𝑘𝑖 ) = 𝑔𝑘𝑖 1 ≤ 𝑖 ≤ 𝑁
𝑁
∑
𝑖=1

𝛾𝑖𝑞(𝑥𝑘𝑖 ) = 0,
(4.7)

where 𝑔𝑖 are known discrete values of displacement of the source points 𝑥𝑘𝑖 , and 𝑞 polyno-
mials with a degree less than or equal to the degree of polynomial ℎ. The first criterion
ensures that 𝑠(𝑥) go through the given values 𝑔𝑘𝑖 . Secondly, the summation of the product
of the weights and the polynomial at the source points 𝑥𝑘𝑖 equals zero which satisfies
the orthogonality condition. The values of 𝛾𝑖 and polynomial coefficients 𝛽𝑖 are found by
solving

[
𝑀𝑘𝑖 𝐻𝑘𝑖
𝐻 𝑇
𝑘𝑖 0 ][

𝛾
𝛽] = [

𝑔𝑘𝑖
0 ] (4.8)

where 𝑀𝑘𝑖 is the interpolation matrix containing the evaluation of the radial func-
tion based on the source points, and 𝐻𝑘𝑖 the coordinate matrix in which the i-th row is
[ 1 𝑥𝑘𝑖 𝑦𝑘𝑖 𝑧𝑘𝑖 ]. Finally, the displacement of the non-source points 𝑠𝑚 is calculated by

𝑠𝑚 = [𝑀𝑚 𝐻𝑚][
𝛾
𝛽] (4.9)
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where 𝑀𝑚 is the evaluated matrix based on basis function 𝑀𝑚𝑖𝑗 = 𝜑(||𝑥𝑚𝑗 −𝑥𝑘𝑖 ||), and 𝐻𝑚 is
the coordinate matrix with i-th row [1𝑥𝑚𝑖 𝑦𝑚𝑖 𝑧𝑚𝑖 ].
We used the Multi-quadratics method for the radial basis function, which is defined as:

𝜑(𝑟) =
√
𝑟2 + 𝑐2 (4.10)

where 𝑟 is the euclidean distance between the source (𝑥) and non-source (𝑥𝑘𝑖 ) points
(||𝑥 −𝑥𝑘𝑖 ||) and 𝑐 is the shape parameter. The shape parameter was estimated based on the
mean distance between the source points and their farthest neighbor normalized by the
distance to their nearest neighbor. The estimated shape parameters for this study were
𝑐𝐻𝐶 = 3.2×10−3 for HC and 𝑐𝑃 = 4.0×10−3 for P.

4.2.8 Physical and Solver Setup
The blood rheology was accounted for by applying the Carreau-Yasuda model:

𝜇𝑎𝑝𝑝 = 𝜇∞ + (𝜇0 − 𝜇∞) [1+ (𝜆�̇� )𝛼 ]
𝑛−1
𝛼 (4.11)

where 𝜇𝑎𝑝𝑝 is the apparent viscosity, 𝜇∞ the viscosity at infinite shear, 𝜇0 the viscosity at
zero shear, 𝜆 the relaxation time, �̇� the shear rate, 𝛼 a shape parameter, and 𝑛 the power-law
index. The values for these parameters are adopted from [43], and are 𝜇∞ = 2.2 mPa⋅s,
𝜇0 = 22 mPa⋅s, 𝜆 = 0.110 s, 𝛼 = 0.644, and 𝑛 = 0.392. The blood density was kept constant
(𝜌 = 1060 kg/m3).

The initial mesh was identical for static and dynamic simulations and consisted of tetra-
hedral elements with refinement close to the wall. We have performed a mesh dependency
study for the peak-systolic flow conditions (all details shown in the Appendix). Based on
the mesh dependency study, the final mesh consisted of 𝑛 = 1.58 ⋅106 elements for the HC
case and 𝑛 = 1.47 ⋅ 106 elements for the P case. Specifically for the dynamic simulations,
the smoothing and re-meshing of the 3D mesh were conducted if element skewness was
higher than 0.9. We have used the spring-based smoothing with the spring constant factor
of one and a maximum of 250 iterations allowed. For re-meshing, the minimal and maximal
allowed cell size for the whole domain varied between 1.76×10-4 m and 5.76×10-3 m.

The simulations were performed using Ansys Fluent 2019 R3 (Ansys, Canonsburg,
Pennsylvania, USA). The main computational settings used in this study were: the pressure-
based solver, PISO for pressure-velocity coupling, the second-order upwind scheme used
for the discretization of convective terms, the second-order central differencing scheme
(CDS) used for the discretization of diffusive terms, the time integration was performed by
the second-order fully implicit scheme, and the convergence criterion per time step of 10−5
was used for all quantities.

4.2.9 Post-processing
The near-wall hemodynamic effects were studied by introducing several quantities averaged
over the entire cardiac cycle:

TAWSS =
1
𝑇 ∫

𝑇

0

|||
−→𝜏𝑤

||| 𝑑𝑡 (4.12)
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where 𝑇𝐴𝑊𝑆𝑆 is the time-averaged wall shear stress, 𝑇 is the length of a cardiac cycle,
and −→𝜏𝑤 is the wall shear stress,

OSI =
1
2

⎛
⎜
⎜
⎝
1−

|||∫
𝑇
0
−→𝜏𝑤𝑑𝑡

|||
∫ 𝑇
0
|||
−→𝜏𝑤

|||𝑑𝑡

⎞
⎟
⎟
⎠

(4.13)

where 𝑂𝑆𝐼 is the oscillatory shear index. For the dynamic simulations, the values of
TAWSS and OSI were projected and visualized on the surface geometry at the peak systole.
Additionally, we have calculated the percentage difference (ΔΦ) between CFDstatic and
CFDdynamic for above-defined quantities as:

Δ𝜙 =
𝜙𝑠𝑡𝑎𝑡 −𝜙𝑑𝑦𝑛

0.5(𝜙𝑠𝑡𝑎𝑡 +𝜙𝑑𝑦𝑛)
× 100 (in %) (4.14)

where 𝜙𝑠𝑡𝑎𝑡 and 𝜙𝑑𝑦𝑛 are the TAWSS or OSI for the static and dynamic CFD simulations,
respectively.

4.3 Results
4.3.1 MRI-based Wall Movement
First, wewant to assess the quality of the prescribedmovement. The image-basedmovement
of the aortic wall for both HC and P is shown in Fig. 4.5. To validate the results of the
RBF-based interpolation, we compare geometries extracted from the 4D-flow MRI (blue
isosurface) and RBF-based reconstruction (red isosurface) - both at the mid acceleration time
instant, Fig. 4.5a. Furthermore, we also compare characteristic circumferential wall profiles
at various cross-sections: (1) proximal Ascending Aorta (pAscAo), (2) distal Ascending
Aorta (dAscAo), (3) proximal Descending Aorta (pDescAo), and (4) distal Descending Aorta
(dDescAo), respectively. Additionally, in Fig. 4.5b, we show the time-evolution of the
RBF-based circumferential profiles in identical cross-sections (i.e., planes (1-4)) at the four
key-frames (black- mid acceleration, red- peak systole, blue- mid deceleration, green- early
diastole). Finally, we have calculated the absolute Euclidean distance between each point
of RBF-generated surfaces and the MRI segmentations. These data are shown for HC and P
(at each key-frame) in Fig. 4.6, and the median and mean values alongside the standard
deviation of the whole domain are reported in Tab. 4.3.

Table 4.3: Median, mean, and standard deviation (std) for the absolute difference between RBF and MRI surface
vertices (based on Fig. 4.5c) for healthy control (HC) and patient (P) at four key-frames (KF): KF1 - mid acceleration,
KF2 - peak systole, KF3 - mid deceleration, and KF4 - early diastole.

KF 1 KF 2 KF 3 KF 4

HC
Median

[mm]
0.63 0.46 0.62 0.62

Mean 0.69 0.45 0.70 0.70
std 0.35 0.18 0.41 0.43

P
Median

[mm]
0.57 0.46 0.59 0.63

Mean 0.63 0.46 0.70 0.85
std 0.36 0.20 0.43 0.72
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MRI

RBF

Healthy Control Patient

(a)
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pAscAo
(#2)

pDescAo
(#3)

dDescAo
(#4)

Mid acceleration
Peak systole
Mid deceleration
Early diastole

(b)

Figure 4.5: Comparison of the geometry for healthy control (HC) and patient (P) at mid acceleration for MRI
(blue) and RBF (red) a) for the whole aorta and cross-sections at Proximal Ascending Aorta (pAscAo - 1), Distal
Ascending Aorta (dAscAo - 2), Proximal Descending Aorta (pDescAo - 3), and Distal Descending Aorta (dDescAo
- 4); the evolution of RBF-based cross-sections at the key-frames (mid acceleration - black, peak systole - red, mid
deceleration - blue, and early diastole - green) for the four locations b).
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Figure 4.6: The Euclidean distance between the RBF and MRI surface vertices 𝑑(𝑅𝐵𝐹 −𝑀𝑅𝐼 ) for HC and P at each
key-frame.

To quantify the level of the aorta movement, the normalized time-averaged aortic wall
displacements (magnitude and corresponding coordinate directions) are shown in Fig. 4.7.
The normalization was done using the radius of the inlet plane (i.e. 𝑟 inHC = 1.49 ⋅10−2 m, and
𝑟 inP = 1.58 ⋅10−2 m).

4.3.2 Computational Time
To compare the effect of the wall motion on the computational time for three simulated
cycles, we report thewall time for one of the cases (HC). Both static and dynamic simulations
(for this comparison) were run on 16 processors of AMD Opteron 6234. The reported wall
time for static simulation was 33:07:59 (in [h:min:s]), and for the dynamic simulations,
38:29:31. The main differences were in the I/O intensive tasks (reading the prescribed
mesh).

4.3.3 Effect of Wall Movement on Blood Flow
Contours of the velocity magnitude at the pre-selected cross-sections (dAscAo, pAscAo,
and pDescAo) at four time instants of the cardiac cycle (mid acceleration, peak systole,
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Figure 4.7: The time-average displacement (magnitude, x-direction, y-direction, and z-direction) during the cycle.

mid deceleration, and early diastole), for the healthy and patient-specific cases (both with
static and dynamic simulations) are shown in Fig. 4.8 and Fig. 4.9, respectively. For MRI,
the velocity field was reconstructed from 4D-flow MRI data extracted in planes in the flow
direction. Note that for better visualization, used color maps are specifically adjusted for
different cross-sections and time steps.
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Figure 4.8: Velocity magnitude [m/s] at the visualized cross-sections of interest (Proximal Ascending Aorta
(pAscAo - 1), Distal Ascending Aorta (dAscAo - 2), Proximal Descending Aorta (pDescAo - 3)) based on MRI,
static, and dynamic CFD for healthy control (HC) at mid acceleration, peak systole, mid-deceleration, and early
diastole; the scale of velocity magnitude is adjusted per plane/time-step.
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Figure 4.9: Velocity magnitude [m/s] at the visualized cross-sections of interest (Proximal Ascending Aorta
(pAscAo - 1), Distal Ascending Aorta (dAscAo - 2), Proximal Descending Aorta (pDescAo - 3)) based on MRI,
static, and dynamic CFD for the patient (P) at mid acceleration, peak systole, mid deceleration, and early diastole;
the scale of velocity magnitude is adjusted per plane/time-step.
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4.3.4 Effect of Wall Movement on TAWSS and OSI
Time-averaged wall shear stress (TAWSS) and oscillatory shear index (OSI) are two im-
portant flow-derived quantities often mentioned in the literature as potential biomarkers
to evaluate the progression of aortic aneurysms. The contours of the TAWSS and OSI
for the CFDstatic and CFDdynamic simulations are shown in Fig. 4.10. To make the com-
parison between the static and dynamic simulations easier, we also provided contours
of the percentage differences ΔTAWSS and ΔOSI. Note that for the dynamic simulation
contours of the TAWSS and OSI are shown for the peak-systole geometry. Next, we have
also calculated the mean values of the absolute difference over the whole aorta surface
(without side branches) for TAWSS and OSI. The mean value of absolute ΔTAWSS for the
healthy control was ΔTAWSSHC = 2.72±4.93% Pa, and ΔTAWSSP = 7.47±14.18% Pa for the
patient-specific geometry. For the OSI difference, the mean value (of absolute ΔOSI ) was
ΔOSIHC = 12.87±43.92% for the former, and ΔOSIP = 15.97±43.32% for the later.
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Figure 4.10: Time-averaged wall shear stress (TAWSS [Pa]) and Oscillatory Shear Index (OSI [-]) based on static
and dynamic simulations and the absolute percentage difference for the respective quantities between static and
dynamic simulations for healthy control and patient.
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Finally, while we can understand the spatial distribution of ΔTAWSS and ΔOSI based
on the surface plots, they are unable to show the locality of the highest differences between
static and dynamic simulations with respect to the range of TAWSS and OSI. To overcome
this, Fig. 4.11 shows the correlation between the dynamic TAWSS or OSI and the respective
percentage difference (ΔTAWSS or ΔOSI [%]) for HC and P. In addition, we have plotted
the average value of Δ𝜙 for each of the assessed quantities and a binned average for the
OSI. In the case of the binned average, the data were grouped based on a specific range
of OSI values (0.01) for the whole domain and average for the outliers with high OSI (i.e.
when the number of points within a range of OSI was less than 100).

(a)

(b)

(c)

(d)

Figure 4.11: Correlation of time-averaged wall shear stress (TAWSS [Pa]) and oscillatory shear index (OSI [-]),
both extracted from the dynamic simulations, with the respective percentage differences between static and
dynamic simulations (ΔTAWSS or ΔOSI [%]) for TAWSS a) and OSI b) for the healthy control and TAWSS c) and
OSI d) for the patient; we highlight the positive/negative average values of the differences (blue) and for OSI only,
the binned average based on the OSI values (orange).

4.4 Discussion
In the present work, we proposed an image-based method for prescribing the motion of the
aortic wall for CFD using RBF. The RBF method was chosen since it proved to be a viable
approach to represent the complex motion of the aorta. By performing simulations with
the pre-defined motion of the blood vessels, we avoid the necessity of obtaining detailed
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information regarding the vessel wall (i.e., elasticity and thickness). This information
is usually not readily available, making the patient-specific studies challenging for the
traditional FSI methods [18–20, 22–24]. Additionally, the computational time of simulations
with prescribed motion is comparable with static simulations, as can be seen from our
results. This is an important factor, especially considering the clinical applications with
larger population studies. We have performed static and dynamic simulations for two
geometries: the healthy-control (HC) and patient-specific case (P) with a large TAA located
close to the aortic root.

The prescribed RBF-based motion of the thoracic aorta matched well with the 4D-flow
MRI, as illustrated in Fig. 4.5a for mid-acceleration. Some differences could be observed in
the proximity of the aortic root. Close to the aortic root, the displacement is also the largest,
as visualized in Fig. 4.5b and 4.7. In this region (ascending aorta), the motion is rather
complex and is a result of the superposition of the axial and radial displacements. The
longitudinal displacement (in the feet-head (FH) direction) generated by the physiological
strain from the heart, makes an important contribution to the total displacement, as
previously reported in several studies on aortic kinematics [13, 14, 44]. It is important
to note that this FH-component of aortic motion is not included in the FSI studies of the
aorta ([18–20]), nor in the studies that model the pre-defined aorta motion on the basis of
its wall compliance ([22–24]), which can have a significant impact on the final results. In
contrast to the ascending aorta, the descending aorta is less susceptible to motion due to
the presence of the spinal column, and its displacement is dominantly in the radial direction
[44].

The discrepancies between RBF and MRI in the proximity of the aortic root can also be
found for the other key-frame geometries, Fig. 4.6. The agreement between the original
segmentation and RBF, in terms of distance between the surface vertices, is good for most
of the investigated aortic domain (as seen in Tab. 4.3), except for the root. While this could
(potentially) be avoided by locally increasing the density of the control points, the final
moving geometry does not have to improve with respect to realistic aortic kinematics. This
is caused by the accuracy of the original segmentation, which decreases for key-frames
further from the peak systole [45], (Fig. 4.6). The segmentation variability can be high,
especially close to the root, as shown previously for healthy aortas [46]. Additionally, a
similar argument can also be made for including more key-frame geometries. Currently,
we only considered four geometries for the proof-of-concept study. This choice was
motivated by the segmentation procedure being very time-consuming, with many manual
adjustments necessary. Hence, including more details in the RBF procedure can, on the
contrary, increase the amount of uncertainty and degrade our simulations.

Although we have only segmented a limited number of geometries to prescribe the
movement, the selected key-frames probably contain the most radial expansion during the
cycle. This allows us to capture most of the movement with the least amount of information
required. Additionally, the ability of the proposed method to capture the movement based
on only a limited number of segmentations is an important advantage for clinical use. In
this case, the observer does not need to segment all the phases, saving valuable clinical
practice time.

While the limitations behind the segmentation of 4D-flow MRI are well-known [45–47],
our choice to use this method was motivated by the direct availability of measured flow data.
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This allows us to obtain accurate inlet and outlet boundary conditions and an estimation of
the moving domain from a singular measurement. As shown previously by several studies
[38–41] and in 4.5, velocity profile from measurements should always be imposed as an
inlet boundary condition, if available. Additionally, Gallo et al. [42] showed the importance
of including as much patient-specific information as possible on all of the outlets of the
studied domain to obtain accurate results. By utilizing 4D-flow MRI to obtain all of these,
we are able to create a well-informed, fully patient-specific model of the moving aorta
without the necessity of additional measurements on the subjects.

To validate the proposed model, we can directly utilize the 4D flow MRI. As can be
seen in Fig. 4.8 for HC and in Fig. 4.9 for P, the computed profiles resemble well the ones
acquired by MRI. Some differences can be observed, especially for lower velocity values (i.e.,
further from peak systole). These discrepancies could originate from the computational
model (e.g., inaccurate inlet plane for boundary conditions [48]), as well as 4D-flow MRI.
For these phases, a higher noise-to-signal ratio is present due to the static VENC. This
can cause limited velocity field acquisition [49] for these phases. However, in general, the
simulations can predict the blood flow behavior in the studied aortas correctly.

Since an increasing number of studies are investigating the effect of aberrant blood
flow on the development and rupture of aortic aneurysms, we highlight here the effects of
the aorta motion on changes in blood flow patterns. Based on the presented results, certain
differences in blood flow patterns were obtained with the static (a rigid wall assumption)
and dynamic (predefined aorta motion) simulations, Fig. 4.8 and Fig. 4.9. The latter showed
slightly better agreement, qualitatively, with the 4D-Flow MRI measurements, especially
during the decelerating part of the systole and early diastole. For example, in plane 2 for HC,
during mid-deceleration and early diastole, the dynamic simulations were more accurate
in capturing the velocity profile measured with 4D flow MRI. While these observations are
only qualitative, they clearly show the effect of the aortic movement on the flow.

The flow-derived variables such as the TAWSS and OSI are often used as potential
biomarkers to indicate the onset and growth of aortic aneurysm [5]. Elevated regions
of WSS were related to more rapid degradation of the extracellular matrix [50]. This
causes weakening of the aortic wall (due to lack of elastin), and it was linked to the
growth of the TAA [50]. On the other end of the spectrum, low TAWSS may lead to
endothelial dysfunction, correlated with thickening of the aortic wall [9, 51] Furthermore,
high OSI affects the response of the endothelial cells, and it was connected to the onset of
atherosclerosis [52], a condition with high prevalence in patients with aortic aneurysms
[53]. Our simulations revealed significant differences between TAWSS and OSI calculated
from the static and dynamic simulations for both geometries, Fig. 4.10. In static simulations,
TAWSS is over-predicted, and OSI is under-predicted. This observation is in accordance
with other studies in the literature that considered the aorta movement - either by FSI [17]
or by prescribed motion [24, 28].

Additionally, we observed that aortic wall movement has a considerable effect on the
whole range of TAWSS and OSI, Fig. 4.11. For OSI, it can be seen that the error introduced
by the simulations is highest in the regions with low OSI. On the other hand, for higher
values of OSI, which are physiologically important [52], the difference between static and
dynamic simulation is lower, yet, still as high as 21% for HC and 37% for P. In the case
of TAWSS, for which both low and high TAWSS are physiologically important[9, 50, 51],
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we could not observe such a clear correlation, Here, the difference between static and
dynamic simulations is similarly dominant for the whole range of TAWSS. These findings
highlight the importance of including aortic wall motion in the simulations to prevent
misinterpretation of the results.

We also found that the differences between static and dynamic CFD for both TAWSS
and OSI are correlated with the magnitude of displacement, Fig. 4.7. The differences in
both variables were most significant in the proximity of the aortic root and the ascending
part of the aorta, i.e., in the regions where displacement is most prominent. In the arch and
descending aorta, the differences between static and dynamic simulations and resulting
TAWSS and OSI were smaller. Capellini et al. [28] presented an approach where only a
portion of the aorta (ascending thoracic aorta) is considered moving, and the rest of the
domain is static. For this case, they showed that the differences downstream of the moving
region are negligible. Contrary, as shown in the presented study, the movement in the
arch and descending aorta still affects the flow considerably and should not be omitted. In
conclusion, the aspects of the movement of the whole aorta should be included in the new
generation of CFD simulations for accurate modeling of blood flow.

Finally, we need to contextualize our findings with respect to other possible sources of
uncertainty in the simulations. As shown in our previous study, WSS is highly affected
by the segmentation variability, with a local deviation of up to 50% (at peak systole) [46].
Similar or higher uncertainty as found for OSI and TAWSS in our results was also reported
due to inflow rates [54, 55] and outflow boundary conditions [42]. Nevertheless, due to a
lack of data for dynamic simulations, specifically for simulations with prescribed motion,
it is not possible to generalize whether rigid assumption for the aorta is sufficient in terms
of uncertainty, unlike for other parts of the cardiovascular system [56]. For this, a more
thorough follow-up study is necessary, including a larger number of pathologies.

Next, we address several limitations of the present work. To demonstrate the proof-
of-concept of the adopted RBF-based morphing approach in mimicking the aortic motion,
we have considered two geometries: the healthy control and the patient-specific TAA.
Future studies can include significantly larger numbers of both subject and patient-specific
cases. Moreover, the patient-specific cases should include additional aortic pathologies
such as dissection and coarctation [57]. Nevertheless, our work aimed to investigate the
feasibility, accuracy, and numerical efficiency of the proposed method. Since we have
selected an advanced stage of TAA as one of the test cases, it is expected that the method
will also perform well for less-developed pathologies. We also assumed that there was
no aortic movement during the diastole. This assumption was a consequence of the
unattainable segmentation of the 4D-flow MRI scans due to very low blood flow intensity
during this period of the cardiac cycle. However, this assumption is valid since the aortic
motion during diastole is limited [16], and we do not expect significant deviations from
our findings. Finally, the presented simulation method with aortic motion was coupled
with the 4D-flow MRI clinical data; here, we need to address two points: (1) The 4D-flow
MRI acquisition is affected by several acquisition parameters such as efficient respiratory
motion compensation, VENC, and Sense factor that reflects the amount of parallel imaging
for acceleration. All of these can have an effect on the signal-to-noise ratio and hence
the segmented data. (2) The current segmentation procedure requires significant manual
adjustments to properly capture the exact wall position at particular time instants of the
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cardiac cycle. We also addressed some of this segmentation variability on the calculated
WSS in our previous study [46], where we observed significant variability in WSS due to
the segmentation procedure. Since a similar protocol was also used in this study, this could
also affect the prescribed wall movement. Additionally, using this technique hinders proper
capturing of the aortic dilatation since the absolute difference between the root diameter of
systolic and diastolic phase can be lower than the resolution of 4D-flow MRI, as reported
by De Heer et al. [58]. However, here developed numerical simulation methodology can be
directly integrated with other clinical imaging procedures as well (US, MRA, CT), which
would improve the segmentation variability and the resolution to capture the motion
properly.

4.5 Conclusions
In the present work, we showed how the aortic wall motion can be simulated by applying
an efficient image-based geometry morphing approach based on the radial basis function
(RBF) interpolation. The simulated aortic motion was in good agreement with the 4D-flow
MRI extracted geometries. The developed method proved to be accurate and numerically
robust for both considered cases: the healthy-control and the patient-specific aorta with
an aneurysm in the aortic root. The computational time for dynamic simulations (with
moving aortic walls) was similar to their static (with rigid wall assumption) counterparts,
confirming the numerical efficiency of the proposed method. Effects of wall motion in
the dynamic simulations were most prominent in the ascending aorta and this improved
agreement with the 4D-flow MRI in comparison to the static simulations. We also report
on the largest differences between the calculated TAWSS and OSI for static and dynamic
simulations in the ascending part of the aorta. This shows the importance and necessity to
include aortic wall motion in the CFD simulations in obtaining more accurate flow and
flow-derived biomarkers, such as the TAWSS and OSI. Based on here presented proof-
of-concept study on two geometries and improved agreement with the 4D-flow MRI, we
propose to apply the presented moving wall approach on larger cohorts of patient-specific
cases with various aortic pathologies.
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Appendix A: Mesh Dependency
To investigate the mesh dependency of the simulations, we created three different meshes
for HC (coarse - 0.83×106, medium - 1.58×106, and fine - 3.00×106 control volumes) and
performed simulations at the peak-systolic flow conditions. Fig. 4.12 shows WSS for all
three meshes and data extracted alongside a line following the aorta for all three meshes.

(a)

(b)

Figure 4.12: Wall shear stress (WSS [Pa]) for healthy control as obtained for coarse, medium, and fine mesh
with visualized extraction line (a) and the data extracted alongside the line with normalized line distance (𝑙/𝑙𝑚𝑎𝑥 )
starting from the root with the respective averaged data (b) (coarse - black, medium - orange, fine - grey).
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We have also estimated the Grid Convergence Index (GCI) [59]. The results of the GCI
analysis are given in Tab.4.4.

Table 4.4: The total number of elements and resolution for mesh sizes coarse, medium, and fine are displayed.
Furthermore, the average and maximum WSS over the extracted line, are given. GCI𝑎 and GCI𝑏 are calculated
based on the average and maximum WSS respectively.

Mesh Coarse Medium Fine
# cells [×106] 0.83 1.58 3.00
Resolution [mm3] 2 1.8 1.6
WSSmean [Pa] 7.45 7.60 7.63
GCIa [%] N/A 0.076 0.014
WSSmax [Pa] 13.01 15.24 16.93
GCIb [%] N/A 2.095 1.347

Appendix B: Effect of Inlet Boundary Conditions
To study the possible effects of various inlet boundary conditions (BC) on the flow and
WSS distribution we have performed three simulations (for the static aortic wall) with
the following velocity profiles in the inlet plane: the MRI-based, parabolic, and plug. The
MRI-based inlet was defined using a reconstructed plane at the inlet from the 4D-flow
MRI data. The uniform (plug) and parabolic velocity profiles were reconstructed such
that their averaged velocity profiles give the corresponding MRI-based inlet flow rate.
Using these settings, we have performed simulations for both the healthy control and the
patient-specific geometries and obtained WSS distributions (and differences between the
inlet BCs) are shown in Fig. 4.13 and Fig. 4.14. To make an easier distinction, the range of
the WSS contours and particular WSS differences (the color map values) were adjusted per
the considered case. Additionally, we have extracted two characteristic profiles along the
ascending (line A) and descending (line B) parts of the aortic wall, to analyze the results in
detail. Due to the complexity of the mowing wall model, the inlet boundary conditions
used in the literature are often simplified and defined as either plug or parabolic profiles. In
the present work, we have demonstrated that the effects of the various specifications of the
inlet velocity profiles were significant in the ascending aorta. In contrast, in descending
part of the aorta, the impact of the various inlet velocity profiles was much less significant.
Additionally, the quality of the segmentation in the proximity of the aortic inlet can have a
significant impact on the calculated WSS distribution.
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Figure 4.13: Comparison of wall shear stress (WSS in Pa) from CFD simulations with a varying inlet (MRI-based,
parabolic, and plug) for healthy control and the absolute difference between MRI-based and parabolic, MRI-based
and plug, and parabolic and plug. Detailed information was also extracted alongside lines (A - ascending aorta, B
- descending aorta).
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Figure 4.14: Comparison of wall shear stress (WSS in Pa) from CFD simulations with a varying inlet (MRI-based,
parabolic, and plug) for the patient and the absolute difference between MRI-based and parabolic, MRI-based and
plug, and parabolic and plug. Detailed information was also extracted alongside lines (A - ascending aorta, B -
descending aorta).
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5
Modelling of NO and O2 mass

transfer in aorta

There is a pressing need to establish novel biomarkers to predict the progression of thoracic
aortic aneurysm (TAA) dilatation. Aside from hemodynamics, the roles of oxygen (O2) and
nitric oxide (NO) in TAA pathogenesis are potentially significant. As such, it is imperative
to comprehend the relationship between aneurysm presence and species distribution in both
the lumen and aortic wall. Given the limitations of existing imaging methods, we propose the
use of patient-specific computational fluid dynamics (CFD) to explore this relationship. We
have performed CFD simulations of O2 and NO mass transfer in the lumen and aortic wall
for two cases: a healthy control (HC) and a patient with TAA, both acquired using 4D-flow
magnetic resonance imaging (MRI). The mass transfer of O2 was based on active transport by
hemoglobin, while the local variations of the wall shear stress (WSS) drove NO production.
Comparing hemodynamic properties, the time-averaged WSS was considerably lower for TAA,
while the oscillatory shear index and endothelial cell activation potential were notably elevated.
O2 and NO showed a non-uniform distribution within the lumen and an inverse correlation
between the two species. We identified several locations of hypoxic regions for both cases due to
lumen-side mass transfer limitations. In the wall, NO varied spatially, with a clear distinction
between TAA and HC. In conclusion, the hemodynamics and mass transfer of NO in the aorta
exhibit the potential to serve as a diagnostic biomarker for TAA. Furthermore, hypoxia may
provide additional insights into the onset of other aortic pathologies.

This chapter had been published as: R. Perinajová, J. F. Juffermans, C. Borrás Álvarez-Cuevas, J. J. Westenberg,
H. J. Lamb, S. Kenjereš, Influence of aortic aneurysm on the local distribution of NO and O2 using image-based
computational fluid dynamics, Computers in Biology and Medicine 160 (2023).



5

146 5 Modelling of NO and O2 mass transfer in aorta

5.1 Introduction
Thoracic aortic aneurysm (TAA) is a progressive pathology of the aorta characterized
by vessel dilatation, dysfunction of vascular smooth muscle cells, and remodeling of the
extracellular matrix, as described by the European Society of Cardiology [1]. Given that this
disease is primarily asymptomatic, the rupture of TAA is associated with high mortality
rates [2]. Therefore, it is crucial to define new biomarkers to identify the genesis, growth,
and rupture of TAA. Recent studies have suggested that the distribution of Oxygen (O2)
and Nitric Oxide (NO) in the aorta could be potential new biomarkers for TAA. TAA tissue
exhibits O2 deficiency (hypoxia) [3]. Moreover, an insufficient supply of O2 to the aortic
wall was linked to the genesis of abdominal aortic aneurysm (AAA) [4, 5], likely due to
the scarcity of vasa vasorum in this section of the aorta [6]. NO is a regulator in vascular
homeostasis and was proposed as a potential key indicator for the development of TAA in
patients with Marfan syndrome [7, 8]. Elevated NO pathways were observed in individuals
with this genetic condition [7], and NO was found to be a significant contributor to the
development of TAA in animal models and patients [8]. Therefore, analyzing the behavior
of these two molecules in patients with TAA could lead to the identification of direct
biochemical markers that estimate the risk of disease progression and rupture.

However, the potential measurement methods for non-invasive assessment of O2
and NO concentration in the lumen and aortic wall currently do not have a sufficient
spatial resolution, as reported in recent studies [9–12]. As a viable alternative, we have
previously demonstrated the usefulness of image-based computational fluid dynamics
(CFD) in providing insights into blood flow dynamics in the aorta [13, 14]. Here, we have to
emphasize the subject- and patient-specific nature of simulations, where the geometry and
boundary conditions should be based on actual measurements, such as 4D-flow magnetic
resonance imaging (4D-flow MRI). By utilizing a patient-specific model based on 4D-flow
MRI, we can expand the CFD model to account for the mass transfer of these species.
However, it is imperative to consider the complex interplay between O2, NO, and various
actors in the vascular system to ensure a physiologically accurate representation of the
model.

O2 is transferred within the cardiovascular system by two distinct mechanisms: diffu-
sion as free species in plasma and binding to hemoglobin, a protein in the erythrocytes.
The latter process is the primary mode and contributes to over 98% of total O2 transport.
However, at low shear rates, O2 is released from the hemoglobin, and free diffusion becomes
dominant. This process is particularly pronounced in the capillaries and the proximity
of the arterial walls in (the low-shear region) of the great vessels. Therefore, modeling
both mechanisms simultaneously is essential [15]. Within the arterial wall, O2 is supplied
by both the lumen and the vasa vasorum and consumed by the tissue. For modeling NO,
the focus must be on three primary mechanisms: production, transport, and consumption.
First, NO production occurs mainly in the endothelial layer of the arterial wall and is
moderated by local wall shear stress (WSS) [16, 17] due to the activation of endothelial cells.
The second mechanism involves NO transport from the endothelial layer to the smooth
muscle cells and into the arterial wall, mainly driven by diffusion. In the opposite direction,
NO is transported within the lumen by combined diffusion and convection. Finally, the
primary NO sink is its reaction with hemoglobin to form a complex and oxidation to nitrate
in the lumen. The reaction with cytoglobin is the major contributor to NO consumption in
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the arterial wall [16, 17].
Numerous investigations have been conducted on modeling the transport processes

of O2 [15, 18] and NO [19–23] in idealized or large arteries, such as the aorta. However,
the combined effects of hemodynamics and both species were not examined in the aorta.
As reported by Allen et al., hypoxia can stimulate the release of NO from red blood cells
[24] and, by that, affect vasodilation. Thus, understanding the relationship between the
distribution of O2 and NO can yield valuable insights into the hemodynamic regulation of
arterial behavior. Finally, although most studies demonstrated the limitations of O2 and
NO transport in the lumen, the effect on the aortic wall and its remodeling are usually
omitted due to the increased complexity of the computational model.

In this study, we put forth the hypothesis that the distribution of O2 and NO in the
aorta is significantly influenced by hemodynamics and the presence of an aneurysm and
may serve as an indicator for aneurysm pathogenesis. To investigate this hypothesis, we
simulated the interplay between blood flow and mass transfer in the aorta and its wall
for two molecules: O2 and NO. To model the aortic wall, we employed a single-layer
approximation with averaged properties to incorporate the effect of intima, media, and
adventitia. We developed a model for mass transfer of O2 within the aorta and aortic wall
and its consumption by the wall. In addition, we introduce a model for NO production,
which is driven by local hemodynamics and biochemical reactions in the blood and aortic
tissue. By using this computational framework, we were able to simulate and comprehend
the processes that occur within the aorta and aortic wall in greater detail. We conducted
simulations of blood flow with the mass transfer of both studied species in two case-specific
geometries: a healthy control (HC) and a patient (P) with a root aneurysm. Finally, based
on the analysis of hemodynamics and mass transfer properties of these two cases, we
propose potential biomarkers that may indicate TAA pathogenesis.

5.2 Methods
5.2.1 Studied Cases
The Medical Ethics Committee approved this study protocol of the Leiden University
Medical Center (G20.149 for P and P18.034 for HC). Moreover, informed consent was signed
by both of the subjects. We have studied two different subjects - a healthy control (HC, Fig.
5.1a) and a patient with a root aneurysm with 𝐷𝑚𝑎𝑥 = 5 cm (P, Fig. 5.1b)).

5.2.2 MRI Data
Both P (female, 67 years old, heart rate during acquisition: 48 bpm) and HC (male, 80 years
old, heart rate during acquisition: 62 bpm) were examined using 4D-flow MRI on a 3T
system (Elition, Philips Healthcare, Best, The Netherlands). The MRI acquisition protocol
used a hemidiaphragm respiratory navigator with retrospective electrocardiogram gating.
All of the additional details about the MRI sequence can be found in Tab. 5.1

The subject-specific domain for the lumen-only simulationswas obtained by segmenting
the 4D-flow MRI data set using CAAS MR Solutions v5.2. (Pie Medical Imaging, Maastricht,
The Netherlands). The segmentation protocol is identical for both studied subjects, and the
details can be found in our previous study [14]. The segmented geometries, after additional
pre-processing using the Vascular Modeling Toolkit (VMTK), can be found in Fig. 5.1 with
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Table 5.1: Parameters of 4D-flow MRI sequence for healthy control and patient.

Healthy Control Patient
Velocity encoding [cm/s] 150 160
Reconstructed temporal resolution [ms] 28 38
Echo time [ms] 2.6 2.7
Repetition time [ms] 4.5 4.6
Flip angle [◦] 10 10
Acquired isotropic resolution [mm] 2.5 2.7
Field of view [mm3] 430x70x280 350x80x220
Turbo field echo factor [-] 2 2
Parallel imaging factor [-] 2.5x1.2 2.5x1.2

highlighted locations of interest - ascending aorta (AscAo), aortic arch (Arch), descending
aorta (DescAo), and for P only thoracic aortic aneurysm (TAA).

To create the domain for lumen-wall simulations, the surface of the segmented geom-
etry was offset in the normal direction using Autodesk Meshmixer v3.5 (Autodesk, Inc.,
California, United States) by the uniform wall thickness 𝑇𝑤 = 2.20 mm, based on values
typically used in literature [25, 26].

5.2.3 Computational Model
Fluid Dynamics
The conservation of mass and momentum for the blood flow in the aorta is:

𝜕𝜌
𝜕𝑡

+∇ ⋅ (𝜌𝐯) = 0 (5.1)
𝜕𝜌𝐯
𝜕𝑡

+∇ ⋅ (𝜌𝐯⊗𝐯) = −∇𝑝 +∇ ⋅ (𝜇[∇𝐯+ (∇𝐯)T]) (5.2)

where 𝐯 is the fluid velocity, 𝜌 is the fluid density, 𝜇 the fluid dynamic viscosity, and 𝑝 is
the pressure.

Mass transport of O2
Oxygen transport by plasma (’passive’ oxygen transport) can be described by the dilute
approximation. For this, the convection-diffusion equation for O2 can be written as:

𝜕𝑐O2

𝜕𝑡
+∇ ⋅(𝐯𝑐O2) = ∇ ⋅(DO2

𝑓 ∇𝑐O2
)+ 𝑟

O2 (5.3)

where 𝑐O2 is the concentration of O2, DO2
𝑓 is the O2 diffusion coefficient in fluid, and 𝑟O2 is

the source/sink which is neglected for the case of passive oxygen transport. For the ’active’
oxygen transport (transport of oxygen bound to hemoglobin) 𝑟O2 reflects the complex
reaction process of binding and releasing O2 from the hemoglobin. For simplification, we
assume that the concentration of free O2 is dependent on the hemoglobin (Hb) saturation
as:

S =
pOn

2
pOn

2 +Pn50
(5.4)
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(a)

(b)

(c)

(d)

Figure 5.1: Pre-processed geometry of healthy control (a) and patient (b) with highlighted regions for analysis
(ascending aorta - AscAo, aortic arch - Arch, descending aorta - DescAo, aortic root - AoR (for healthy control
only), and thoracic aortic aneurysm - TAA (for the patient only)) and the 4D-flow MRI extracted mean velocity at
the inlet with the interpolated velocity v(t) for healthy control (c) and patient (d).

where S is the saturation of hemoglobin by O2 (from 0 to 100%), pO2 is the partial pressure
of O2, 𝑛 is the Hill’s coefficient (𝑛 = 2.7) and P50 is the partial pressure of O2 for saturation
of 50% (P50 = 26.6 mmHg).

Using the O2 saturation curve and concentration of saturated Hb, and performing a
linearization assumption of the 𝑑S

𝑑pO2
term as shown by Moore et al. [15], the mass transfer

for O2 is defined as:

(1+
[Hb]
𝛼

𝑛S
pO2

(1−S))(
𝜕pO2

𝜕𝑡
+𝐮 ⋅∇pO2) =

∇ ⋅
[
DO2

𝑓 (
1+

[Hb]
𝛼

D𝑐

DO2
𝑓

𝑛S
pO2

(1− 𝑆))
∇pO2]

(5.5)
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where 𝛼 is the solubility coefficient of oxygen, DO2
𝑓 is the oxygen diffusion coefficient

in blood, [Hb] is oxygen carrying capacity of hemoglobin in blood, and D𝑐 is the oxyhe-
moglobin diffusion coefficient in blood. In this equation, the coefficient on the right-hand
side is a non-constant diffusivity of oxygen and the coefficient on the left-hand side as a
non-constant carrying capacity of oxygen, respectively.

For the O2 transport in the aortic wall, the convection term is omitted, and we model
the process by only considering pure diffusion:

𝛼𝑇
𝜕pO2

𝜕𝑡
= 𝛼𝑇∇ ⋅(D𝑂2

𝑤 ∇pO2)− 𝑟𝑂2
𝑤 (5.6)

where 𝛼𝑇 is the O2 solubility in the wall, D𝑂2
𝑤 is the O2 diffusion coefficient in the wall, and

𝑟𝑂2
𝑤 is the volumetric O2 consumption rate by the wall.

Mass transport of NO
Production of NO occurs in the endothelial layer of the wall and is moderated by local WSS.
We have assumed a linear dependency of NO production (𝑟NO) on WSS, defined similarly
to Chen et. al. [20]:

𝑟NO = 𝑟𝑟𝑒𝑓

|||
−→𝜏𝑤

|||
𝜏𝑟𝑒𝑓

(5.7)

where 𝑟𝑟𝑒𝑓 is the reference production rate, |||
−→𝜏𝑤

||| is the WSS magnitude at the wall, and 𝜏𝑟𝑒𝑓
is the reference wall shear stress. The mass transport of NO in the lumen is modeled using
the convection-diffusion equation:

𝜕𝑐NO

𝜕𝑡
+∇ ⋅(v𝑐NO) = ∇ ⋅(DNO

𝑓 )− 𝑟NO𝑓 (5.8)

where 𝑐NO is the NO concentration, DNO
𝑓 is the diffusion coefficient of NO in blood, and

𝑟NO𝑓 is the consumption rate of NO by erythrocytes and oxygenation with oxygen, defined
as:

𝑟NO𝑓 = 𝑘O2𝑐
2
NO +𝑘ery𝑐NO (5.9)

where 𝑘O2 is the auto-oxidative NO reaction rate and 𝑘ery is the NO reaction rate with
erythrocytes. The NO flux from the endothelium to the lumen (𝐽𝑁𝑂

𝑓 ) was determined using:

𝐽𝑁𝑂
𝑓 = 𝐴D𝑁𝑂

𝑓
𝑑𝑐𝑁𝑂

𝑑𝑟

|||||𝑟=𝑤
(5.10)

Finally, in the wall, the NO transport is assumed to be diffusion driven:

𝜕𝑐𝑁𝑂

𝜕𝑡
= ∇ ⋅(D𝑁𝑂

𝑤 ∇𝑐𝑁𝑂)− 𝑟𝑁𝑂
𝑤 (5.11)
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Figure 5.2: Visualization of the computational domain with the boundaries for lumen-only (top) and lumen-wall
(bottom) simulations with wall thickness T and the main processes of mass transfer for oxygen (O2) and nitric
oxide (NO); the domain includes a lumen (Ω𝑓 ) and wall (Ω𝑤 ) zones and boundaries: lumen inlet (Γ𝑖𝑛𝑓 ), wall inlet
(Γ𝑖𝑛𝑤 ), lumen outlet (Γ𝑜𝑢𝑡𝑓 ), wall outlet (Γ𝑜𝑢𝑡𝑤 ), outside wall (Γ𝑒𝑥𝑡 ), and lumen-wall interface (Γ𝑓 −𝑤 ); and highlighted
major mechanisms of NO and O2 mass transfer within the different domains.

Boundary Conditions and Modelling of Aortic Wall
Fig. 5.2 visualizes the different domains (lumen (Ω𝑓 ) and wall (Ω𝑤 ) zones) and boundaries
(lumen inlet (Γ𝑖𝑛𝑓 ), wall inlet (Γ𝑖𝑛𝑤 ), lumen outlet (Γ𝑜𝑢𝑡𝑓 ), wall outlet (Γ𝑜𝑢𝑡𝑤 ), outside wall (Γ𝑒𝑥𝑡 ),
and lumen-wall interface (Γ𝑓 −𝑤 )) for lumen-only (a) and lumen-wall (b) simulations. In
addition, Fig. 5.2 also visualizes the dominant means of O2 and NO mass transport (either
convection or diffusion) within the different zones of the computational domain.

We treated the wall as a homogeneous porous mediumwith modeled superficial velocity
as

𝑆𝑖 = −(
𝜇
𝛼𝑤

vi +C2w
1
2
𝜌|𝐯|vi) (5.12)

where 𝑆𝑖 is the source term for the ith (𝑥 , 𝑦 , or 𝑧) momentum equation, 𝛼𝑤 is the aortic wall
permeability, and 𝐶2𝑤 is the inertial resistance.

Flow boundary conditions: The inlet boundary condition (Γ𝑖𝑛𝑓 ) was specified as a
plug velocity profile using the time-dependent velocity information at the inlet extracted
from the reconstructed 4D-flow MRI. The data points for the average velocity at the inlet
(𝑛𝐻𝐶 = 34, 𝑛𝑃 = 32) were interpolated in time using linear interpolation, Fig. 5.1 (c) for HC
and (d) for P.

The outlet boundaries (Γ𝑜𝑢𝑡𝑓 ) were treated for both cases with the assumption of zero-
diffusive flux (for all the flow variables) and a mass balance correction. Specifically for the
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HC and P, each outlet was assigned a fraction of the flow (𝑤𝑚), which was defined as

𝑤𝑚 =
𝑄𝑚

𝑄𝑖
⋅

1
∑𝑀

𝑚=1𝑤𝑚
(5.13)

where 𝑄𝑚 is the flow at the respective outlets and M is the total number of outlets (𝑀𝐻𝐶 = 3,
𝑀𝑃 = 4). The fluid-wall interface (Γ𝑓 −𝑤 ), endothelium, was treated as a simplified one-
dimensional representation of a thin membrane, with specified pressure drop Δ𝑝:

Δ𝑝 = −(
𝜇

𝛼𝑓 −𝑤
𝐯+C2f−w

1
2
𝜌𝐯2)Δ𝑚 (5.14)

where 𝛼𝑓 −𝑤 represents the permeability of endothelium, 𝐶2𝑓 −𝑤 is the pressure jump coef-
ficient, and Δ𝑚 is the endothelial thickness. The values of the biological parameters for
physical properties of the different layers of the aortic wall are listed in Tab. 5.2 together
with the scaled-averaged properties of the homogeneous (single-layer) walls.

Table 5.2: Physiological parameters of the aortic wall and the weighted averages for the homogeneous wall.

𝜖 [-] 𝛼𝑤 [m2] 𝑇𝑤 [mm]
Endothelium 5.00e-04 3.20e-21 2.00e-03
Intima 0.983 2.20e-16 0.40
Media 0.258 2.00e-18 1.20
Adventitia 0.85 3.00e-19 0.60
Homogeneous wall 0.551 4.12e-17 2.20
Ref. [26–29] [26] [25, 26]

The external wall for lumen-only simulations or vasa vasorum for lumen-wall simula-
tions (Γ𝑒𝑥𝑡 ) was assumed to be identical, with a no-slip condition assumption. Finally, Γ𝑖𝑛𝑤
and Γ𝑜𝑢𝑡𝑤 were assumed to have zero normal velocity.

O2 and NO mass transfer boundary conditions: The boundary conditions for O2
and NO at the boundaries shown in Fig. 5.2 were as follows:

(a) Γ𝑖𝑛𝑓 : pO2=90 mmHg; pNO=0 mmHg

(b) Γ𝑜𝑢𝑡𝑓 : dpO2/dt=0; dpNO/dt=0

(c) Γ𝑒𝑥𝑡 : pO2=45 mmHg; dpNO/dt=0

(d) Γ𝑓 −𝑤 : dpO2/dt=0; for NO see Eq. 5.10

(e) Γ𝑖𝑛𝑤 and Γ𝑜𝑢𝑡𝑤 : zero normal gradient for O 2 and NO

Physical Properties
The shear thinning property of blood was accounted for by applying the Carreau-Yasuda
model:

𝜇 (�̇� ) = 𝜇∞ + (𝜇0 − 𝜇∞) [1+ (𝜆�̇� )𝛼 ]
𝑛−1
𝛼 (5.15)
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where 𝜇∞ the viscosity at infinite shear, 𝜇0 the viscosity at zero shear, 𝜆 the relaxation time,
�̇� the shear rate, 𝛼 a shape parameter, and 𝑛 the power-law index. We adopted the exact
values for these parameters from Gijsen et al. [30]. The density of the complete mixture
was defined using the volume-weighted mixing law:

𝜌 =
1

∑𝑖
𝑌𝑖
𝜌𝑖

(5.16)

where 𝑌𝑖 and 𝜌𝑖 are the mass fraction and density of species 𝑖, respectively. The density for
the respective species was defined as: 𝜌𝑏𝑙𝑜𝑜𝑑 = 1060 kg/m3, 𝜌𝑂2 = 1.29 kg/m3, and 𝜌𝑁𝑂 = 1.34
kg/m3. Since 𝑌𝑏𝑙𝑜𝑜𝑑 >> (𝑌𝑂2 +𝑌𝑁𝑂) the effective density was close to 𝜌𝑏𝑙𝑜𝑜𝑑 with average
fluid density 𝜌 = 1057.76 kg/m3. The values for all other biological parameters can be found
in Tab. 5.3.

Table 5.3: Biological parameters used in this study.

Parameter Value Unit Ref.
𝛼 2.50e-5 ml O2/ ml blood/mmHg [15]
𝛼𝑇 2.40e-5 ml O2/ ml blood/mmHg [15]

D𝑁𝑂
𝑓 3.30e-9 m2/s [21]

D𝑁𝑂
𝑤 8.48e-10 m2/s [21]

D𝑂2
𝑤 0.90e-9 m2/s [15]

D𝑂2
𝑓 1.20e-9 m2/s [15]

D𝑐 1.50e-11 m2/s [15]
[𝐻𝑏] 0.20 ml O2/ ml blood [15]
𝑝𝑂2 75.0 mmHg [31]
n 2.70 - [15]

𝑘𝑒𝑟𝑦 23.0 s−1 [21]
𝑘𝑤 0.01 s−1 [21]
𝑘𝑂2 7.56e-6 nM−1s−1 [21]
𝑟𝑟𝑒𝑓 150 𝜇Ms−1 [21]
𝜏𝑟𝑒𝑓 2.40 Pa [21]
𝑟𝑂2
𝑤 2.10e-5 ml O2/ml tissue/s [15]

Mesh and Numerical Setup
For both of the studied cases concerning lumen-only simulations, we have created a
polyhedral mesh with refinement consisting of ten layers close to the wall (Γ𝑒𝑥𝑡 ). The mesh
dependency was performed for one of the cases (HC) at the peak-systolic conditions, and
the mesh dependency study can be found in Appendix A. The final meshes consisted of
approximately 2.3 mil. cells for HC and 2.2 mil. cells for P.

The mesh consisted of polyhedral elements for the lumen-wall simulations, with re-
finement close to Γ𝑓 −𝑤 and Γ𝑒𝑥𝑡 . The dependency of the solution on the mesh was tested
with varying numbers of refinement layers close to the fluid-wall interface, Appendix A.
The final meshes for lumen-wall simulations consisted of 6.2 mil. cells for HC and 6.5 mil.
cells for P.
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Post-processing and Data Analysis
MRI-based WSS was estimated using CAAS MR Solutions v5.2, similarly as described in
our previous publication [14]. To analyze the hemodynamics and mass transfer of species,
we have calculated several (time-averaged) quantities. From the hemodynamical properties,
first, the time-averaged wall shear stress (TAWSS) was calculated using the following:

TAWSS =
1
T ∫

T

0

|||
−→𝜏𝑤

||| dt (5.17)

where 𝑇 is the cycle length. The oscillatory shear index (OSI) was calculated as follows:

OSI =
1
2

⎛
⎜
⎜
⎝

|||∫
T
0
−→𝜏𝑤 dt|||

∫ T
0
|||
−→𝜏𝑤

||| dt

⎞
⎟
⎟
⎠

(5.18)

Finally, the endothelial cell activation potential (ECAP) was calculated as:

ECAP =
OSI

TAWSS
(5.19)

To study the mass transfer of O2 and NO close to the wall, we have calculated the
Sherwood number for species i (Shi) as

Shi =
−( 𝜕ci

𝜕n )w
cib −ciw

(5.20)

where 𝑐𝑖 is the local concentration of species 𝑖, 𝑐𝑖𝑏 is the bulk concentration of the species,
and 𝑐𝑖𝑤 is the concentration at the wall. The time-averaged Shi can be written as

𝑇𝐴𝑆ℎ𝑖 =
1
𝑇 ∫

𝑇

0
𝑆ℎ𝑖 𝑑𝑡 (5.21)

To estimate the hypoxic area for lumen-only simulations, the species’ consumption
rate within the wall must be determined. For this, the rate of species consumption can be
estimated using non-dimensional Damköhler number (Da), defined as:

Da =
Q̇O2bTwa
KDO2pO2b

(5.22)

where �̇�𝑂2𝑏 is the oxygen consumption rate of arterial tissue, 𝑇𝑤 is the arterial wall thickness,
𝑎 is themean arterial diameter,𝐾 is Henry’s constant,D𝑂2 is the oxygen diffusion coefficient
and 𝑝𝑂2𝑏 is the bulk partial pressure of oxygen. The region that suffers from hypoxia due
to mass transfer limitations is characterized by the O2 transport being lower than its
consumption by the wall, or ShO2 < Da.

Finally, we have defined a few specific parts of the aorta used for further analysis, as
shown in Fig. 5.1. The specific regions are: ascending aorta (AscAo), aortic arch (Arch), and
descending aorta (DescAo) (for both subjects). In addition, aortic root (AoR) was defined
for analysis of HC and thoracic aortic aorta (TAA) for P.
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5.3 Results
5.3.1 Validation of Hemodynamics in Lumen
Fig. 5.3 shows the comparison of MRI normalized WSS (WSS/WSSave) to the CFD simulated
results. WSS was normalized using the respective average values of WSS for MRI and CFD.
The data are visualized at peak systole for both HC (Fig. 5.3a) and P (Fig. 5.3b).

(a) Healthy Control (b) Patient

Figure 5.3: Comparison between MRI (top) and CFD (bottom) at peak systole for the healthy control (HC - (a))
and patient (P - (b)) in terms of normalized wall shear stress (WSS/WSSave [-]) where WSS was normalized by the
respective spatially average values (WSSave) for MRI and CFD.

The maximal and average values and standard deviation (𝜎 ) of WSS for each of the
cases and methods can be seen in Tab.5.4

Table 5.4: The maximal, mean, and standard deviation (𝜎 ) of wall shear stress (WSS) for healthy control and
patient based on MRI and CFD.

WSSmax [Pa] WSSmean [Pa] 𝜎 [Pa]
Healthy Control
MRI 4.36 1.35 0.62
CFD 65.16 3.31 2.78
Patient
MRI 3.29 1.15 0.51
CFD 69.57 6.32 5.39
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5.3.2 Time-Averaged Hemodynamics in Lumen
The time-averaged quantities that quantify the hemodynamics close to the aortic wall are
shown in Fig. 5.4 for both HC and P. We have visualized the time-averaged wall shear
stress (TAWSS [Pa]), Oscillatory Shear Index (OSI [-]), and the Endothelial Cell Activation
Potential (ECAP [Pa-1]). For both HC and P, the color bar limits are set to the same values
to allow an adequate comparison.

(a) Healthy Control (b) Patient

Figure 5.4: Time-averaged wall shear stress (TAWSS [Pa]), Oscillatory Shear Index (OSI [-]), and Endothelial Cell
Activation Potential (ECAP [Pa-1]) for healthy control (a) and patient (b) in the lumen-only approximation of
aorta.

5.3.3 Mass Transfer of O2 and NO in Lumen
To study the effects of O2 and NO mass transfer in the lumen, we have calculated and
visualized the time-average Sherwood number (TASh [-]) for the different species in Fig.
5.5. For O2, TAShO2 is shown for two different modes of transport are shown - passive (top)
and active (bottom). The data range for the passive TAShO2 is half of active TAShO2 .
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(a) (b)

(c) (d)

Figure 5.5: Time-averaged Sherwood number for (from top to bottom) oxygen (TAShO2 [-]) for passive oxygen
transport (top) and active oxygen transport (bottom) and Time-averaged Sherwood number for nitric oxide
transport (TAShNO [-]) for healthy control (a) and patient (c) and the estimation of hypoxic areas based on
Sherwood number lower then Damköhler number (Da<Sh) visualized using TaShO2 [-] for healthy control (b)
with DaHC = 290 and patient (d) with DaP = 304 in the lumen-only approximation of aorta.
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Fig. 5.5 (b) and (d) also show the estimated hypoxic regions for passive and active
O2 mass transport. The locations of hypoxia occur if the O2 mass transfer towards the
wall (Sh) is lower than its consumption by the wall (Da), i.e., if TASh < Da applies. We
have estimated Da (as defined in Eq. 5.22), separately for HC and P based on the average
diameter of the aorta (healthy portion only for P). The estimated values were: DaHC = 290
for HC and DaP = 304 for P. Additionally, we have calculated the relative percentage area
affected by hypoxia (Ahyp), defined as the hypoxic area per the total area, in the ascending
aorta (AscAo), aortic arch (Arch) and descending aorta (DescAo). Ahyp for both studied
subjects is shown in Tab. 5.5 (for passive and active O2 transport).

Finally, Fig. 5.6b shows the time-averaged Sh for NO (TAShNO [-]) for both studied
cases.

(a) (b)

Figure 5.6: Time-averaged Sherwood number for nitric oxide transport (TAShNO [-]) for healthy control (a) and
patient (b) in the lumen-only approximation of aorta.

Next, we have visualized the circumferential average of various hemodynamic quantities
(TAWSS, OSI, and ECAP) together with TASh for NO and O2 (passive and active) alongside
the normalized centerline length (l/lmax) for both studied subjects, Fig. 5.7. The centerline
length was normalized by its maximum (lmax), and the different sections of the aorta are
highlighted (ascending aorta - AscAo, aortic arch - Arch, descending aorta - DescAo, and for
P only: aneurysm - TAA). For HC, to achieve an adequate comparison, only the data within
the range of centerline length for P were taken into account since the simulated domain
was longer. The average values in the regions of interest (Aor, AscAo, Arch, DescAo, and
TAA for P) of all the studied quantities for HC and P are shown in Tab. 5.5.

Until now, we have primarily focused on the absolute behavior of the cardiac cycle by
analyzing the time-averaged quantities. While this approach allows for understanding the
complete mass transfer and blood flow behavior, it may cause the concealment of specific
details due to the averaging. Therefore, we have extracted data at peak systole alongside
two lines (inseam and outseam) for both studied subjects, as shown in Fig. 5.8. We have
visualized WSS with Sh for NO and active O2 mass transport. The length of the inseam
and outseam (𝑙) were non-denationalized using the respective maximal values. Finally, the
boundaries for the specific regions of interest are highlighted.
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(a) Healthy Control (b) Patient

Figure 5.7: Circumferential average alongside the normalized centerline length (𝑙/𝑙𝑚𝑎𝑥 ) for: time-averaged wall
shear stress (TAWSS [Pa]), oscillatory shear index (OSI [-]), endothelial cell activation potential (ECAP [Pa-1],
Time-averaged Sherwood number for active oxygen (TAShO2a [-]), and Time-averaged Sherwood number for
nitric oxide (TAShNO [-]); for healthy control (a) and patient (b) in the lumen-only approximation of aorta; we
divided the domain to highlight the ascending aorta (AscAo), aortic arch (Arch), descending aorta (DescAo), and
aneurysm (TAA - for the patient only).

Table 5.5: Average values of hemodynamic mass transfer properties for healthy control (HC) and patient (P)
within specific sections of aorta (ascending aorta - AscAo, aortic arch - Arch, descending aorta - DescAo, for H
only aortic root - AoR, and for P only aneurysm - TAA); the evaluated variables are: relative percentage hypoxic
area for passive (AhypP) and active (AhypP) transport, time-averaged wall shear stress (TAWSS), oscillatory shear
index (OSI), endothelial cell activity potential (ECAP), time-averaged Sherwood number for passive oxygen
transport (TAShO2P), active oxygen transport (TAShO2A), and nitric oxide transport (TAShNO).

Healthy Control Patient
AoR AscAo Arch DescAo TAA AscAo Arch DescAo

Hemodynamics
TAWSS [Pa] 0.12 0.88 0.90 0.65 1.06 1.49 2.06 1.63
OSI [-] 0.03 0.20 0.16 0.21 0.23 0.13 0.09 0.17
ECAP [Pa-1] 0.03 0.26 0.18 0.34 0.25 0.29 0.06 0.13
Mass Transfer
TAShO2P [-] 29 242 316 179 322 260 416 298
TAShO2A [-] 71 611 686 559 671 623 745 660
TAShNO [-] 37 332 280 432 301 351 199 338
Hypoxic Area
AhypP [%] 25 63 45 85 38 58 19 47
AhypA [%] 2.0 3.8 3.3 5.4 1.3 3.5 0.8 1.6

5.3.4 Mass Transfer of O2 and NO in Aortic Wall
Fig. 5.9 shows the normalized concentration of O2 (𝑐𝑂2 /𝑐𝑂2

𝑚𝑎𝑥 [-]) and NO (𝑐𝑁𝑂/𝑐𝑁𝑂
𝑚𝑎𝑥 [-])

visualized at different locations of interest (A - root, B - ascending aorta, C - after arch)
alongside with the velocity field with normalized velocity magnitude (v/vin [-]) for peak
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(a) Healthy Control (b) Patient

Figure 5.8: Wall shear stress (WSS [Pa]), Sherwood number for active oxygen (ShO2a [-]), and Sherwood number
for nitric oxide (ShNO [-]) alongside the normalized centerline length (𝑙/𝑙𝑚𝑎𝑥 ) extracted alongside the inseam and
outseam for: healthy control (a) and patient (b) in the lumen-only approximation of aorta; the domain is divided
to highlight the ascending aorta (AscAo), aortic arch (Arch), descending aorta (DescAo), and aneurysm (TAA -
for the patient only).

systole. The concentration of both species was normalized using the inlet (maximal) 𝑐𝑂2
𝑚𝑎𝑥

for O2 and global maximum 𝑐𝑁𝑂
𝑚𝑎𝑥 for NO. The velocity magnitude was normalized using

the average velocity at the inlet vin. Additionally, the data are visualized alongside the lines
extracted from (A1 and C1) in Fig. 5.10. We visualized the data alongside a normalized
diameter of the particular slice (𝑑/𝑑𝑚𝑎𝑥 ), with 𝑑𝑚𝑎𝑥 being the maximal lumen diameter of
the slice.

5.4 Discussion
In this study, we have conducted simulations of blood flow and combined mass transfer of
O2 and NO in a subject-specific aorta and its wall, focusing on two cases: a healthy control
(HC) and a patient (P) with a root aneurysm. The simulations were based on 4D-flow MRI
measurements, from which geometry and boundary flow conditions were extracted. To
examine flow dynamics in the wall, we have developed a simplified, single-layer model of
the aortic wall, featuring a constant thickness and physical properties based on the average
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Figure 5.9: Normalized concentration of O2 (𝑐𝑂2 /𝑐𝑂2
𝑚𝑎𝑥 [-]) and NO (𝑐𝑁𝑂 /𝑐𝑁𝑂

𝑚𝑎𝑥 ) [-]) and normalized velocity
magnitude (v/vin [-]) for healthy control (top) and patient (bottom) visualized at several locations of interest.

of intima, media, and adventitia.
Since the information for the blood flow was derived from a single 4D-flow MRI

measurement, we used this data to validate our simulated flow field within the lumen.
Comparing normalized values of WSS for both cases at peak systole, the simulated blood
flow shows similar behavior to the measured one. We note that while there are some
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(a) Healthy Control (b) Patient

Figure 5.10: Normalized concentration of O2 and NO (𝑐𝑖/𝑐𝑖𝑚𝑎𝑥 [-]) and normalized velocity magnitude (v/vin [-])
for healthy control (top) and patient (bottom) visualized alongside extracted line with normalized distance for the
particular location (𝑑/𝑑𝑚𝑎𝑥 ), where 𝑑𝑚𝑎𝑥 is the maximal lumen diameter.

differences between the two methods, as reported in our previous studies [13, 14, 32], the
data from both methods agree well in capturing the global behavior of WSS including areas
of local maximal and minimal values. We conclude that the blood flow data obtained from
simulations adequately represent reality, as demonstrated in our earlier research [13, 14].

Besides WSS within the aorta, several previous studies have focused on time-averaged
hemodynamical quantities to establish potential biomarkers for the progression of TAA. In
this study, we have explored potential biomarkers for the progression of TAA by examining
the effects of time-averaged hemodynamical quantities such as TAWSS, OSI, and ECAP, as
shown in Figure 5.4, in both HC and P cases. When comparing the healthy and aneurysmal
cases, the section suffering from TAA indicates few striking characteristics. For instance,
TAWSS shows a global minimum in the area of TAA, similar to previously reported behavior
in TAA and AAA [33, 34]. Moreover, TAA also suffers from higher OSI than the healthy
aorta, and the ECAP is significantly higher in the location of TAA compared to the rest
of the aorta. These three characteristics indicate a potentially higher risk for additional
growth or rupture due to impaired endothelial cell activity. Endothelial cells respond to non-
physiological values of WSS and change in the direction of WSS during the cardiac cycle in
various ways [35, 36], which, among others, affects the production of different species (like
NO). However, since we have only simulated two subjects, we cannot conclude whether
TAWSS, OSI, and ECAP are reliable predictors of aneurysms. Instead, we suggest that these
hemodynamical indicators should be further investigated in a large population study with
multiple HC and patients with TAA, as we observed apparent differences between HC
and P in these variables. Moreover, to determine if these biomarkers are associated with
aneurysm growth, longitudinal data are necessary to be included in the analysis.

We also highlight the region of the AscAo immediately following the TAA. In this
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region, the artery experiences a sudden increase in TAWSS (in the transition between
TAA and the’healthy’ part), as can be observed in Fig. 5.7. This behavior is also evident
in the instantaneous WSS at peak systole, as depicted in Fig. 5.8. Additionally, a sudden
increase in OSI and ECAP occurs further downstream of the TAA, as shown in Fig. 5.7. In
contrast, such behavior is not evident in the AscAo of HC. These findings suggest that a
further aberrant blood flow occurs downstream of TAA, potentially leading to additional
growth, the genesis of the secondary aneurysm, or even the onset of aortic dissection
(AD). Consistent with this observation, Peng et al. have demonstrated a strong correlation
between the hemodynamics close to the tear in AD and aberrant blood flow, as well as
high OSI [37]. Furthermore, TAA is considered a risk factor for AD [1].

In addition to hemodynamics, we also simulated the mass transfer of O2 and NO in
the lumen and aortic wall. Within the lumen, both species show non-uniform distribution.
Moreover, we found an inverse correlation between the two species, as regions with lower
O2 exhibited higher NO concentration and vice-versa, as depicted in Fig. 5.7 for the time-
averaged quantities and in Fig. 5.8 for instantaneous mass transfer at peak systole. We can
also observe similar behavior regarding concentration boundary layer thickness within
the lumen. For both cases, the boundary layer is very thin, with a sudden decrease in
concentration for both species. The observed relationship can be explained by the relative
thickness of the concentration boundary layer compared to the momentum boundary
layer, expressed in Schmidt number (Sc). For both species, Sc is very high, with values of
ScNO ∼ 1000 for NO and ScO2

p ∼ 3000 and ScO2
a ∼ 30000 for passive and active O2 respectively.

Thus, NO is almost instantly consumedwithin the lumen, and the O2 concentration gradient
at the wall is very steep, with minimal influence from lumen-side mass transfer limitations.
Similar observations were previously reported for idealized arteries by Plata et al. for NO
[19] and Moore and Ethier for O2 [15], as well as for mass transfer in aorta [21].

In regard to O2 mass transfer, this phenomenon is also manifested in the estimation of
hypoxic regions within the aorta. The hypoxic area can be estimated by comparing the
mass transfer towards the wall (Sh) with the estimated consumption of the wall (Da). In
our study, the hypoxic region occurred if Sh was lower than Da = 290 for HC and Da = 304
for P. Notably, the estimated hypoxic area for passive O2 is much greater than for the active
O2. For the latter mentioned, just one to four percent of the total aortic area suffers from
estimated hypoxia. In addition, we can observe subtle differences between HC and P. The
hypoxic area is lower in P, particularly in DescAo, which could also be attributed to the
estimated value of Da. Moreover, Da was estimated to be lower in HC. This discrepancy in
Da was influenced by the calculated average diameter (a) of the artery, which was higher
for P, even though we excluded the majority of TAA from the calculations. To address
this limitation, an adaptive calculation of Da should be employed, with variable 𝑎 as a
function of centerline distance. However, when considering only estimated hypoxia in P,
no significant differences between the healthy tissue and TAA are apparent.

Nevertheless, the impact of hemodynamics on O2 concentration persists. In the case
of P, a distinct recirculation zone is evident just after the arch (slice C in Fig. 5.9). This
recirculation zone causes a slight reduction in O2 concentration. Similar hemodynamics-
induced variations in concentration were previously observed in the stenotic region of the
carotid artery [18]. Thus, monitoring areas with aberrant blood flow within the aorta is
crucial, as prolonged hypoxia can trigger extracellular matrix remodeling and degradation
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[38] and play an essential factor in aneurysm pathogenesis [39].
The distribution of NO closely follows the TAWSS distribution in the aorta since WSS

triggers NO production. Consequently, NO is unevenly distributed in the lumen and
the aortic wall, as can be observed in our simulations as well as previously reported NO
distribution in the aortic wall [21] and in coronary arteries [23]. Notably, the distribution
of NO within the aortic wall differs significantly between P and HC, particularly near the
root, as shown in Fig. 5.9 and 5.10, due to the presence of TAA. Here, the gradient in NO
concentration is very high between the inner and outer curves of the aorta, with additional
disruptions in the proximity of the inner curve. These variations could indicate dysfunction
of the arterial wall due to uneven stimulation of smooth muscle cells within TAA, which
may contribute to further growth.

We identified several limitations in our study. Firstly, we restricted our analysis to only
two subjects, precluding us from drawing a statistically significant conclusion regarding
the effects of limitations in O2 and NO transport on aortic aneurysm development. To
enable us to draw definitive conclusions, it is imperative that we expand our sample size to
include a more substantial pool of healthy controls and patients, taking into account diverse
locations of aortic aneurysms. Nonetheless, our study was primarily aimed at establishing
a framework for modeling species transport and proposing a set of hemodynamic and
biochemical biomarkers that could be evaluated in more significant population studies.
Secondly, while numerous studies presented approaches for a multi-layer representation
of (simple) arterial wall [40, 41], we assumed a homogeneous single-layer aortic wall
approximation. In reality, the aortic wall is composed of three layers (intima, media, and
adventitia), each exhibiting unique physiological behavior. Therefore, our model lacks
the capacity to determine the nature of mass transfer in each of the layers. However,
we established the properties of the wall using scaled averages based on the respective
properties of intima, media, and adventitia, thereby creating a model of the wall with
overall average properties identical to a three-layer wall model. Thus, while we cannot
provide insights into the specific behavior of each layer, we can reasonably capture the
understanding of joined dynamics, especially for identifying hypoxia. Thirdly, we assumed
a plug velocity profile at the inlet instead of a realistic one. However, our prior research
has shown that if the root of the aorta is segmented correctly (as in our studied domains),
the differences between the plug velocity profile and actual velocity profile are minimal
[42]. Finally, the most significant limitation of our study is the absence of validation of
O2 and NO concentration within the aortic wall and lumen with direct measurements.
The lack of validation originates from the current limitations of available methods for
(in)direct non-invasive examination of these species in human arteries [9–12]. While an
indirect comparison of our results can be made with invasive experiments that report on
the concentration of O2 using the hot cathode method on animal models [43, 44], a direct
comparison is not presently possible.

5.5 Summary and Conclusions
This study aimed to simulate the mass transfer of O2 and NO in the aorta of healthy control
(HC) and patient (P) with root thoracic aortic aneurysm (TAA). To achieve this, a complex
model was developed for the mass transfer of both species, incorporating hemoglobin-based
transfer of O2 in the domain, production of NO based on the local variation of WSS, and
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mass transfer (via diffusion) and consumption of both species in the arterial wall. The
arterial wall was constructed with a single-layer assumption with homogeneous physical
properties based on the average behavior of intima, media, and adventitia. Both simulations
(HC and P) were based on 4D-flow MRI, with geometry and boundary conditions at the
inlet and outlet directly based on the measurements. The simulated velocity field and WSS
were validated against measured data, demonstrating good agreement.

The study revealed significant differences in hemodynamics between P and HC in and
around the root, where P developed TAA. In these regions, WSS was markedly lower, while
OSI and ECAPwere elevated for P, whereas HC showed amore uniform distribution of these
parameters. The distribution of O2 and NO varied spatially in both the lumen and aortic
wall, with apparent differences between healthy tissue and TAA in NO concentrations. In
contrast, the concentration of O2 was not influenced by the presence of TAA. However,
the study demonstrated how aberrant blood flow could lead to hypoxia, indicating that O2
should be monitored as a potential precursor for TAA pathogenesis.

In conclusion, the findings suggest that the studied quantities could be used as hemo-
dynamical and biochemical predictors for TAA pathogenesis. However, due to the limited
number of cases investigated, no statistically significant conclusions can be drawn. The
authors propose that these hemodynamical and biochemical indicators be investigated in
extensive population studies with multiple HC and patients with TAA, including longitu-
dinal data. Such research could enhance the understanding of the aortic lumen and wall
processes and ultimately improve the diagnosis and treatment of TAA.
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Appendix A: Mesh Dependency
Our mesh dependency analysis focused on two aspects:

1. Lumen-only - dependency of the simulated results on the varying size of volume
mesh for lumen-only geometry

2. Lumen-wall - dependency of the simulated results on the varying number of extruded
layers close to the lumen-wall interface for simulations with wall included

In this section, we will elaborate on these mesh dependency studies.

Lumen-only
To perform the mesh dependency study, we have created three meshes: coarse (≈ 1 mil.
polyhedral elements), medium (≈ 2 mil. polyhedral elements), and fine (≈ 4 mil polyhedral
elements). After performing simulations, we compared WSS, as shown in Fig. 5.11 at the
surface (with detail on ascending aorta), and its local variation alongside an extracted
line, as shown in Fig. 5.12. We can see that the three meshes agree well upon qualitative
analysis, with only a small variation. We have also analyzed the Grid Convergence Index
(GCI) to quantify these findings, as presented in Tab. 5.6.

Figure 5.11: Wall shear stress (WSS [Pa]) for the healthy control with lumen-only approximation, using a coarse,
medium, and fine mesh.

Table 5.6: Grid convergence index (GCI) estimation for the healthy control; f1 is wall shear stress for the fine mesh,
f2 is for the medium mesh, and f3 is for the coarse mesh; r is the remeshing factor, p is the order of convergence,
fh=0 is the Richardson solution, GCI1,2 is the GCI for fine and medium mesh, and GCI2,3 is the GCI for medium
and coarse mesh.

f3 f2 f1 r p fh=0 GCI1,2 [%] GCI2,3 [%] Asymptotic?
Lumen-only 4.51 4.76 4.85 2.00 1.42 4.90 1.43 3.90 1.019
Lumen-wall 4.40 3.92 3.88 2.25 3.29 3.88 0.08 1.144 0.992
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(a) (b)

Figure 5.12: Extracted local Wall shear stress (WSS [Pa]) alongside the line visualized in a) with normalized length
𝑙/𝑙𝑚𝑎𝑥 [-] where 𝑙𝑚𝑎𝑥 is the total distance of the line, for the healthy control with lumen-only approximation,
using a coarse, medium, and fine mesh.

Lumen-wall
We have adopted a different approach to the mesh sensitivity analysis for the case when
the wall is included in the simulations. Here, we created three meshes with volume
settings based on the medium mesh from the lumen-only analysis. The differences between
the meshes were the number of extruded layers (the wall side) in the proximity of the
lumen-wall interface, with two, five, and ten layers for the coarse, medium, and fine mesh,
respectively. We performed blood flow simulations to test the meshes and calculated WSS
on the lumen-wall interface. Subsequently (for visualization and analysis purposes), WSS
was interpolated on the vasa vasorum, where we have performed the mesh sensitivity
analysis, as shown in Fig. 5.13 for the surface with detail on the ascending aorta and in Fig.
5.14 for the local variation in WSS alongside an extracted line. As for the previous case, we
have also calculated GCI, reported in Tab. 5.6

Figure 5.13: Wall shear stress (WSS [Pa]) for the healthy control with lumen-wall approximation, using coarse,
medium, and fine mesh.
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(a) (b)

Figure 5.14: Extracted local Wall shear stress (WSS [Pa]) alongside the line visualized in a) with normalized length
𝑙/𝑙𝑚𝑎𝑥 [-] where 𝑙𝑚𝑎𝑥 is the total distance of the line, for the healthy control with lumen-wall approximation,
using a coarse, medium, and fine mesh.
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6
Modelling of O2 in Circle of

Willis

Long-time exposure to lack of oxygen (hypoxia) in some regions of the cerebrovascular system
is believed to be one of the causes of cerebral neurological diseases. In the present study, we
show how a combination of Magnetic Resonance Imaging (MRI) and Computational Fluid
Dynamics (CFD) can provide a non-invasive alternative for studying blood flow and transport
of oxygen within the cerebral vasculature. We perform computer simulations of oxygen mass
transfer in the subject-specific geometry of the Circle of Willis. The computational domain
and boundary conditions are based on 4D flow MRI measurements. We consider two different
oxygen mass transfer models: passive (where oxygen is treated as a dilute chemical species in
plasma) and active (where oxygen bonds to hemoglobin) models. We show that neglecting
hemoglobin transport results in a significant underestimation of the arterial wall-mass transfer
of oxygen. We identified the hypoxic regions along the arterial walls by introducing the critical
thresholds that are obtained by comparison of the estimated range of Damköhler number
(𝐷𝑎 ⊂ ⟨9;57⟩) with the local Sherwood number. Finally, we recommend additional validations
of the combined MRI/CFD approach proposed here for larger groups of subject- or patient-
specific brain vasculature systems.

This chapter has been published as: R. Perinajová, P. van Ooij, S. Kenjereš, On the identification of hypoxic regions
in subject-specific cerebral vasculature by combined CFD/MRI, Royal Society Open Science 10 (2023).
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6.1 Introduction
Hypoxia occurs when an organ or tissue suffers from a lack of oxygen, eventually leading to
cellular necrosis [1]. Several studies have hypothesized that this lack of oxygen can trigger
mechanisms responsible for various types of pathological conditions/diseases such as
dementia [2, 3], atherosclerosis [4], or aneurysm generation and progression, as shown for
the thoracic aortic aneurysm [5]. Circulation hypoxia occurs when the red blood cells carry
the oxygen but do not deliver it to the tissue, [6]. Morphometric changes in the blood vessels
can cause this phenomenon, as previously demonstrated in [7, 8] for stenotic arteries. Due
to stenosis, small recirculation zones are generated that are characterized by insufficient
oxygen transfer to the arterial wall, causing local hypoxia. Therefore, identifying these
regions can provide more insights into the initial screening and potential improvements
in treatment for the pathologies mentioned above. The oxygen concentration needs to
be accurately measured to predict the degree of hypoxia in blood vessels. Unfortunately,
the present generation of measuring methods of the local oxygen concentration cannot
provide the required spatial resolution or are intrusive and, as such, not applicable to
clinical settings. Furthermore, in vivo tests on animal models also demonstrated high
inter-subject sensitivity and obtained results cannot be easily generalized, as shown in
[2, 3]. Consequently, a new method, which will provide detailed insights into oxygen mass
transfer in blood vessels, needs to be introduced. Here, we propose a method that integrates
specific data from 4D-flow MRI (precisely the geometry and flow boundary conditions)
with advanced computational fluid dynamics (CFD) that includes mass transfer modeling
in cerebrovascular systems. Performing such simulations will be able to provide a detailed
mapping of the local blood flow patterns and corresponding mass transfer limitations far
beyond current measurement capabilities.

In recent years, a continuous increase in computational capabilities enabled detailed
numerical simulation studies of the blood flow in the complex patient-specific geometries
of the cardiovascular system. To obtain subject-specific results, we can utilize the 4D-flow
MRI measurements to provide both computational domain and boundary conditions for
CFD simulations, [9–19]. In addition to the flow, we must define mass transfer model-
ing. For example, for many diseases, it is essential to understand local variations in the
concentration of different species, e.g., oxygen or low-density lipoprotein (LDL) (for the
onset of atherosclerosis), [20–22]. Few modeling approaches for oxygen mass transfer
were performed either in simplified models of arteries, as in [7, 8, 23–30], or in the subject-
specific computational geometries obtained from CT or MRI imaging techniques, as shown
in [31–33]. In numerous previous computational studies of oxygen mass transfer in blood
vessels, researchers focus on two approaches: (i) oxygen transport as a free species in
plasma, [7, 23, 26, 29, 30, 33, 34], (ii) oxygen transport by hemoglobin, [27, 28, 31, 32, 35, 36].
It was suggested that the inclusion of hemoglobin-mediated oxygen transport was essential
to obtain a proper representation of oxygen mass transfer in blood vessels, [27].

In the present study, we propose an integral approach, which combines the transport of
oxygen through free diffusion in the plasma with transport by hemoglobin in the subject-
specific brain vascular system. We base the numerical simulations on the geometry and
blood flow rates of the detailed cerebrovascular network of blood vessels obtained from
7T 4D-flow MRI scans. Utilizing 4D-flow MRI enables a direct comparison between the
calculated (CFD) and observed (MRI) blood flow patterns, which are essential prerequisites
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for accurate predictions of oxygen transport. Based on these simulations, we propose
a novel method for the identification of the regions within the cerebrovascular system
wherein the hypoxia can take place.

6.2 Methods
6.2.1 Clinical data set - MRI
The volunteer (male, 25 years old) underwent a 4D flow MRI examination on a 7T MRI
scanner (Achieva, Philips Healthcare, Cleveland, USA) that was retrospectively gated with
a peripheral pulse unit. Non-interpolated spatial resolution was 0.47 × 0.47 × 0.50 mm3.
Echo time was 3.1 ms, repetition time was 6.8 ms, and the flip angle was 20°. Velocity
encoding was 150 in the 𝑥,𝑦, and 𝑧 directions. We reconstructed twelve cardiac phases,
resulting in a temporal resolution of 75 ms at an average heart rate of 54 beats/minute. The
adopted protocol accelerates the scan with a SENSE factor of 3 in the right-left direction.
Additionally, we corrected phase images for the concomitant field and eddy-current-related
phase offsets. The lumen of the Circle of Willis was semi-automatically segmented using
commercial software (Mimics, Materialise, Leuven, Belgium). Finally, we calculated the
wall shear stress (WSS) as previously described [37].

6.2.2 Computational fluid dynamics and mass transfer
Governing eqations
he conservation of mass was solved using the continuity equation under the assumption
that the whole blood behaves as an incompressible fluid (𝜌 = constant):

∇ ⋅𝐮 = 0 (6.1)

where 𝐮 is the velocity vector, and the Navier-Stokes equations were used for solving the
conservation of momentum:

𝜌
𝜕𝐮
𝜕𝑡

+𝜌 (𝐮 ⋅∇)𝐮 = −∇𝑝 +∇ ⋅ (𝜇∇𝐮) (6.2)

where 𝑝 is the pressure and 𝜇 is the dynamic viscosity of the blood.
Oxygen transport by plasma, also known as passive oxygen transport, can be described

by the dilute approximation. We use the convection-diffusion equation to describe the
transport of species ’𝑖’, which can be written as:

𝜕𝑐(𝑖)

𝜕𝑡
+∇ ⋅(𝐮𝑐(𝑖)) = ∇ ⋅(D∇𝑐(𝑖))+𝑅(𝑖) (6.3)

where the last term 𝑅(𝑖) is the source/sink, omitted for passive oxygen transport. In the case
of active oxygen transport (transport of oxygen bound to hemoglobin) the source/sink term
describes the reaction process of binding/releasing oxygen to/from hemoglobin. There
are four available locations for oxygen molecules to bind to a hemoglobin molecule and
the binding process is enhanced by already bound oxygen molecules [38]. The reactions
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occurring are:

Hb+O2
K1−−−−→ HbO2

HbO2 +O2
K2−−−−→ Hb(O2)2

Hb(O2)2 +O2
K3−−−−→ Hb(O2)3

Hb(O2)3 +O2
K4−−−−→ Hb(O2)4 (6.4)

with K1, K2, K3 and K4 being the reaction constants. With this approach, a total of six
species need to be specified and solved in Eq.(6.3). This would make the calculations
computationally too extensive. Instead, the oxygen-hemoglobin dissociation curve was
chosen to model the binding process. The oxygen-hemoglobin dissociation curve has a
sigmoidal shape and relates the saturation of hemoglobin (S) to the partial pressure of
oxygen (PO2). This process can be described by Hill’s equation [39]:

S =
PO2

𝑛

PO2
𝑛 +P50𝑛

(6.5)

with coefficients 𝑛 (Hill’s coefficient) and P50 (partial pressure of oxygen for saturation of
50%) equal to 𝑛 = 2.7,P50 = 26.6 mmHg, respectively [8].

Several models can be used to describe the dependency between the partial pressure of
oxygen and saturation of hemoglobin. Hill’s equation is the preferred calculation approach
because of its relative simplicity. Previously, Collins et al. demonstrated that Hill’s equation
predicts the actual clinical state accurately [40]. Using the oxygen-hemoglobin dissociation
curve to describe active transport results in two convection-diffusion equations, which
correspond to the two different species - oxygen and hemoglobin - as follows:

𝛼(
𝜕PO2

𝜕𝑡
+∇ ⋅ (𝐮PO2)) = 𝛼∇ ⋅ (D𝑏∇PO2) + 𝑟 (6.6)

where 𝛼 is the solubility coefficient of oxygen, D𝑏 is the oxygen diffusion coefficient in
blood, and 𝑟 is the oxygen release rate by the heme group. The transport equation for
saturated hemoglobin can be written as

[Hb](
𝜕S
𝜕𝑡

+∇ ⋅ (𝐮S)) = [Hb]∇ ⋅ (D𝑐∇S)− 𝑟 (6.7)

where [Hb] is the oxygen-carrying capacity of hemoglobin in blood and D𝑐 is the oxyhe-
moglobin diffusion coefficient in blood. When combining these two equations, the reaction
terms are eliminated, and an equation for the transport of oxygen then is:

(1+
[Hb]
𝛼

𝑑S
𝑑PO2)(

𝜕PO2

𝜕𝑡
+𝐮 ⋅∇PO2) = ∇ ⋅ [D𝑏(1+

[Hb]
𝛼

D𝑐

D𝑏

𝑑𝑆
𝑑PO2)

∇PO2] (6.8)

where on the left-hand side of the equation, coefficients in the bracket can be interpreted
as a non-constant oxygen carrying capacity, and the coefficient can be understood as a
non-constant diffusivity on the right side. The resulting equation is nonlinear as both new
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coefficients are dependent on the term 𝑑S
𝑑PO2

, [8]. We can further reduce computational
time by linearizing nonlinear terms in Eq.(6.8). After performing a first-order Taylor series
expansion of Eq.(6.5) one can obtain

𝑑S
𝑑PO2

=
𝑛S
PO2

(1−S) (6.9)

where PO2 is a reference value of the partial pressure of oxygen (for the highest minimiza-
tion of the error, a value of 75 mmHg is used) and S is a saturation level of oxygen evaluated
at PO2. This equation can be used to linearize both sides of Eq.(6.8), yielding ([8]):

(1+
[Hb]
𝛼

𝑛S
PO2

(1−S))(
𝜕PO2

𝜕𝑡
+𝐮 ⋅∇PO2) =

∇ ⋅ [D𝑏(1+
[Hb]
𝛼

D𝑐

D𝑏

𝑛S
PO2

(1− 𝑆))∇PO2] (6.10)

where the coefficient on the right-hand side is the non-constant diffusivity of oxygen
and the coefficient on the left-hand side as the non-constant carrying capacity of oxygen,
respectively.

Finally, the non-dimensional mass transfer is evaluated through the Sherwood number,
which defines the ratio between the total mass transport and purely diffusive mass transport,
and which we calculate as:

𝑆ℎ𝑤 =
−𝑑0(

𝜕𝑐(𝑖)

𝜕𝑛 )𝑤

𝑐(𝑖)𝑏 − 𝑐(𝑖)𝑤
(6.11)

where 𝑑0 is the diameter of the studied artery, at its entry, subscripts 𝑏 and 𝑤 correspond
to the bulk and wall, respectively.

Computational domain and numerical mesh
In this study, we performed simulations on the geometry of the Circle of Willis. Fig.6.1(a)
shows the studied domain after pre-processing and meshing. The arterial system consists
of three inlets: Basilar Artery - BA, Left and Right Internal Carotid Artery - L(R)ACA,
six outlets: Left and Right Middle Cerebral Artery - L(R)MCA, Left and Right Posterior
Cerebral Artery - L(R)PCA, Left and Right Superior Cerebellar Artery - L(R)SCA and two
connecting arteries: ACoM and PCoM. For the geometry manipulation (which includes:
smoothing, opening ends, and adding extensions), we used open-source software, Vascular
Modeling Toolkit (VMTK) [41].

We have opted for a polyhedral mesh to perform our simulations with boundary layer
refinement. In total, mesh contained ten boundary layers, with the first element width of
∼ 5 ⋅10−3𝐷0 and the total width of ∼ 7 ⋅10−2𝐷0 (in BA), where𝐷0 is the diameter of the inlet of
BA. The final polyhedral grid used for the simulations is shown in Fig.6.1(a) with the details
of the boundary layer refinement. This mesh was proven adequate for the simulations,
as shown in the mesh-dependency analysis in the Supplementary Material. We have
created a finer and a coarser mesh to perform the mesh sensitivity study. The coarse mesh
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BA
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BA
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a) b)

Figure 6.1: (a) The pre-processed geometry with added outflow extensions and the created polyhedral mesh. The
black labels correspond to the inlet arteries, the blue to the outlet arteries and green to the connecting arteries.
(b) The average velocity over time at the inlets (BA-Basilar Artery, RICA-Right Internal Carotid Artery, LICA-Left
Internal Carotid Artery).

consisted of approximately 1.3 million polyhedral elements (initially 5 million tetrahedral
elements). In contrast, the medium mesh consisted of roughly 2.3 million polyhedral
elements (initially 12 million tetrahedral elements), and finally, the finer mesh included
approximately 5 million polyhedral elements (initially 40 million tetrahedral elements). In
our previous work, in which we addressed the transport of the momentum and magnetic
drug carriers in the brain vascular system, a similar numerical mesh resolution proved
sufficient to obtain grid-independent solutions, [42]. We have performed a mesh sensitivity
analysis that can be found in Supplementary Material, confirming that the results obtained
on the medium mesh are grid-independent. Appendix D includes the grid convergence
index (GCI) study and a comparison of the locally extracted WSS profiles.

Boundary conditions
We assumed a rigid wall, with the no-slip condition for the flow, and the oxygen concentra-
tion was considered zero. Three inlets are present in the subject-specific geometry of the
Circle of Willis - Basilar Artery (BA), Left Internal Carotid Artery (LICA) and Right Internal
Carotid Artery (RICA). The 4D-MRI measurement technique measured the velocities for
each artery mentioned for one cycle (1034 ms) every 94 ms by the four-dimensional MRI
measurement technique. Subsequently, we fitted an appropriate curve for the obtained
velocity data points. Fourier series predicts that each curve, which shows some periodicity,
can be decomposed into a sum of sine and cosine functions. MRI data with fitted curves
are shown in Fig.6.1(b). The numbers obtained for harmonics used to describe the inlets of
the arteries are: BA (𝑛 = 5), RICA (𝑛 = 8) and LICA (𝑛 = 12). The 𝑛-values were chosen, so
the statistical term 𝑅2 (squared residuals) was equal to 1.00.

The time-dependent curves were implemented as an inlet boundary condition, and
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a parabolic velocity profile was constructed. We specified the outlet mass flow rates by
Murray’s law based on the conservation of mass at the branching points of arteries [43, 44].
It can be written as

𝑞0
𝑞𝐷𝑖

=(
𝑅0
𝑅𝐷𝑖 )

1/3

(6.12)

where 𝑞0 stands for the volumetric flow through a mother artery of radius 𝑅0 and 𝑞𝐷𝑖 is
the volumetric flow through one of the branches with radius 𝑅𝐷𝑖 . The resulting ratios of
the total mass flow rate are as follows: LACA - 12%, LMCA - 25%, LPCA - 9%, LSCA - 5%,
RACA - 11%, RMCA - 29%, RPCA - 7%, and RSCA - 2%.

Materials and physical setup
The physical properties of the fluid (blood) are specified as follows: density equal to 1060
kg/m3, hematocrit level of 45% and non-Newtonian viscosity behavior defined by the
Carreau-Yasuda model [45]:

𝜇𝑒𝑓 𝑓 (𝛾 ) = 𝜇∞ + (𝜇0 − 𝜇∞) (1+ (𝜆𝛾 )𝑎)
𝑛−1
𝑎 (6.13)

where 𝜇0 is viscosity at zero shear rate, 𝜇∞ is viscosity at infinite shear rate, 𝜆 is a relaxation
time, 𝑛 and 𝑎 are the power indices. The estimated parameters are based on fitting measured
viscosity of blood for the hematocrit level of 45% [46]: 𝜇0 = 213.1 mPa⋅s, 𝜇∞ = 3.14 mPa⋅s,
𝜆 = 50.2 s, 𝑛 = 0.331 and 𝑎 = 0.8588.

For the passive transport of oxygen, we used a characteristic value of the Schmidt
number of 𝑆𝑐 = 2917. The oxygen-carrying capacity [Hb] is specified as 0.2ml O2/ml blood,
with the following properties: the oxygen solubility 𝛼 = 2.5×10−5 ml O2/ml plasma/mmHg,
the oxygen diffusion coefficient in blood D𝑏 = 1.5 × 10−9 m2/s and the oxyhemoglobin
diffusion coefficient in blood D𝑐 = 1.5×10−11 m2/s [8].

Numerical Setup
In this study, the second-order upwind discretization scheme for convective terms in
transport equations was applied, which ensures higher stability and accuracy of the results,
[47]. The solution methods used in this study for all the models mentioned here are listed
below.

• Solver - pressure based

• Pressure-Velocity Coupling - SIMPLE

• Spatial discretization

– Gradient - Least Squares Cell-Based
– Pressure - Second-Order
– Momentum - Second-Order Upwind
– Species - Second-Order Upwind

• Time discretization - Second-Order Implicit

• Residuals (continuity, velocity components, and O2) - 10−5
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6.2.3 Post-processing and Data Analysis
In total, five cycles of simulations were performed (as shown in Fig. 6.1b), and only the last
cycle was used for further analysis. To analyze the blood flow and oxygen mass transfer,
we have calculated several additional parameters. First, the wall shear stress (𝜏w) was
calculated as

𝜏w = 𝜇 ⋅ ̇𝛾w (6.14)

where 𝜇 is the dynamic viscosity of the blood and ̇𝛾𝑤 is the shear rate at the wall. For
comparison purposes between CFD and MRI, we have normalized 𝜏𝑤 using the respective
maximal values of wall shear stress as:

(𝜏 𝑖w)
∗ = (𝜏 𝑖w) /(𝜏

𝑖
w)max (6.15)

where 𝑖 denotes MRI or CFD. Additionally, we have calculated the time-averaged quantities
for 𝜏w and Sh as:

TAWSS =
1
𝑇 ∫

𝑇

0
||𝜏w||𝑑𝑡 (6.16)

TASh =
1
𝑇 ∫

𝑇

0
|Shw|𝑑𝑡 (6.17)

where 𝑇 is the period of a cardiac cycle, ||𝜏w|| is the absolute value of shear stress vector at
the wall, and |Shw| is the Sherwood number. To identify the level of oxygen consumption
in the wall, we have calculated the Damköhler number (𝐷𝑎), which is defined as

𝐷𝑎 =
�̇�𝑇𝑑
𝐾D𝑃𝑏

(6.18)

where �̇� is oxygen consumption rate of arterial tissue, 𝑇 is the arterial wall thickness, 𝑑 is
the mean arterial diameter, 𝐾 is Henry’s constant, D is the oxygen diffusion coefficient
and 𝑃𝑏 is the bulk pressure of oxygen, [38]. We have adopted the following values of the

transport coefficients, �̇�
𝐾D

= 1.96 ⋅105 mmHg/cm2 and 𝑃𝑏 = 90 mmHg, in accordance with
[48] and [25].

Finally, if any variables (𝜙) were compared, we have calculated the relative difference
(Δ𝜙) as:

Δ𝜙 =
𝜙MRI −𝜙CFD

0.5 ⋅ (𝜙MRI +𝜙CFD)
⋅100 in [%] (6.19)

where 𝜙MRI and 𝜙CFD are the values of the compared variable for MRI and CFD, respectively.
To be able to make more objective comparisons, the CFD results were mapped to the MRI
mask by applying the following steps:

• CFD results were interpolated onto a grid with an equal cell size of 0.001 mm - to
eliminate the high cell density close to the wall

• For the voxel-to-voxel comparison, the CFD mask was registered on the MRI mask

Afterward, the percentage difference was calculated as shown in Eq.6.19.
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6.3 Results
6.3.1 Blood flow validation in CoW
A comparative assessment of blood flow at the systole, obtained from CFD and MRI, is
shown in Fig.6.2(a). We plotted stream traces and contours of the velocity magnitude for
both cases. The details of the flow in the LICA bifurcation are shown in the highlighted
regions. Fig.6.2(b) shows the net volumetric flow for each of the outlets as acquired by
MRI (black) and calculated by CFD (grey). Additionally, we have calculated the relative
percentage difference in the outflows between the two methods, Fig.6.2(b). To statistically
evaluate the agreement between the calculated and measured velocity magnitude of the
blood flow in the subject-specific CoW, Fig.6.2(c) shows the voxel-to-voxel correlation of
the data sets. In this plot, we have selected ten horizontal slices (along the 𝑧−direction) and
performed extrapolation of the CFD data to the corresponding MRI mask. The Pearson
product-moment correlation coefficient was 0.79, which implies a good correlation between
CFD and MRI.

We provide a more detailed comparison between the CFD and MRI results by zooming
into a characteristic horizontal cross-section shown in Fig.6.3. This cross-section shows
parts of the RICA and LICA along with a small fraction of the PCoMs. The contours of the
velocity magnitude are superimposed with in-plane velocity vectors. Comparing the overall
agreement between the CFD (-left) and MRI (-right) shows that both methods capture the
most salient flow features. A zoomed-in selection (LICA) is shown in Fig.6.3 for CFD (c)
and MRI (d) together with a voxel-to-voxel relative percentage difference between the two
methods (e). To calculate this, we have interpolated the CFD data on the MRI grid and
calculated a voxel-to-voxel difference between the two data sets, Fig.6.2.

6.3.2 Wall Shear Stress validation in CoW
The non-dimensional WSS for MRI and CFD at the peak systole, for two characteristic
views (the front view-top and the back view-bottom), are shown in Fig.6.4. Note that the
values were made dimensionless for each case separately with the respective mean values.
To perform comparisons between MRI and CFD more quantitatively, values of the overall
maximal and averaged values of WSS for three distinct time instants of the pulsating cycle
were selected (𝑡 = 𝑘 ⋅𝜔 beginning of diastole, 𝑡 = 0.6𝑘 ⋅𝜔 end of diastole, 0.9𝑘 ⋅𝜔) peak
systole) and results are shown in Table 6.1.

Table 6.1: Global maximal and mean values of the wall shear stress (WSS) for MRI and CFD results, for 3
characteristic times of a k-th cardiac cycle (k⋅𝜔), where 0.6k⋅𝜔 represents the diastole and 0.9k⋅𝜔 the systole, k =
0, 1, 2, ...

Maximal WSS Average WSS
Time [ms] MRI CFD Difference [%] MRI CFD Difference [%]

k⋅𝜔 18.66 84.63 127.74 2.89 4.61 45.87
0.6k⋅𝜔 21.72 23.24 6.76 1.81 2.04 11.95
0.9k⋅𝜔 17.82 87.62 132.40 3.97 7.42 60.58
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(a)

(b) (c)

Figure 6.2: Contours of velocity magnitude at the peak systole as obtained from CFD (left) and MRI (right) details
of one of the bifurcations (a), comparison of flow rate in ml/s at all of the outlet faces of the Circle of Willis for
CFD and MRI with the estimated relative difference between the MRI and CFD of the outlet net flow rate (b) and
the correlation plot of velocity magnitude between CFD and MRI for ten randomly chosen Z-slices (out of 40
total), where the calculated R coefficient is equal to 0.79 (c).

6.3.3 Mass transport of oxygen in CoW
To find a possible correlation between themomentum (flow) andmass (oxygen) transfer over
the entire cardiac cycle, the time-averaged wall shear stress (TAWSS) and time-averaged
Sherwood number (TASh) are calculated for both the passive and active oxygen transfer.
They are visualized in Fig.6.5, for both investigated modes of oxygen transport (passive -
O2 and active - HEM).
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Figure 6.3: Velocity magnitude with in-plane velocity vectors for a characteristic horizontal cross-section of the
Circle of Willis: the results of CFD (a) and MRI (b) with the details of one of the arteries are shown for both CFD
(c) and MRI (d) and the percentage difference between MRI and CFD (e).

To perform a more detailed comparison between the passive and active mass transfer
of oxygen, the difference between the two models is calculated for each control volume
and shown in Fig.6.6 (for two perspective views - from the front (-left) and from the back
(-right)). Note that this difference was calculated similarly to Eq.6.19.

6.3.4 Identification of Hypoxic Regions

A possible way to identify hypoxia is to compare oxygen consumption within the wall
with the mass transport from the luminal side. The consumption of oxygen within the
wall can be characterized by the non-dimensional Damköhler number (Da) as defined in
Eq.6.18. The estimated values of Da for different regions in CoW are listed in Table 6.2
together with the averaged diameter of the corresponding arteries (𝑑𝑎𝑣𝑒) and the respective
estimated wall thickness (𝑇 ).

In theory, hypoxia occurs if the mass transport towards the wall (defined by Sherwood
number - Sh) is lower than the consumption of oxygen in the wall (defined by Damköhler
number - Da) - hence, if the condition Sh<Da applies. In Fig.6.7 we highlight the regions of
CoW where Sh<Da. The color range is adjusted according to the estimated values of Da,
Tab.6.2. We show the hypoxic regions for the passive oxygen transport (O2) in a) and for
the active oxygen transport (HEM) in b). Additionally, Fig.6.7(c) show the percentage of
the total surface area of CoW potentially affected by hypoxia for both modes of transport
(passive and active) and passive×2. Finally, we show the reduction (in %) of hypoxic area
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Figure 6.4: Normalized wall shear stress (WSS/WSSmean) at the peak systole as obtained from MRI (left) and CFD
(right) from two perspectives (top/bottom); WSS was normalized for both cases separately by the corresponding
mean value.

Table 6.2: Average diameter (𝑑𝑎𝑣𝑒 ), estimated wall thickness (𝑇 ), and calculated values of the Damköhler number
(Da) for all major arteries of CoW (ICA - Internal Carotid Artery, BA - basilar artery, ACA - Anterior Choroidal
Artery, MCA - Middle Cerebral Artery, PCA - Posterior Cerebral Artery, PcoM - Posterior Communicating Artery,
AcoM - Anterior Communicating Artery, SCA - Superior Cerebellar Artery). Note that the arterial wall thickness
estimates were based on the study of [49].

Artery 𝐝𝐚𝐯𝐞 [mm] 𝐓 [mm] Da [-]
ICA 4.00 0.66 57
BA 4.00 0.61 53
ACA 2.50 0.45 25
MCA 3.50 0.58 44
PCA 3.00 0.51 33
PcoM 1.00 0.39 9
AcoM 1.00 0.39 17
SCA 2.00 0.44 19

concerning the passive transport for passive×2 and active oxygen transport, Fig.6.7(d).

6.4 Discussion
In this work, we have investigated the blood flow and oxygen mass transfer in the Circle
of Willis, an integral part of the cerebrovascular system. The simulations were based on
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Figure 6.5: Time-averaged wall shear stress (TAWSS) (-left), time-averaged Sherwood number for passive transport
(TASh-O2) (-middle) and active transport (TASh-HEM) (-right).

Figure 6.6: Relative percentage difference in the Sherwood number between the passive and active model from
the front (left) and back (right).

4D-flow MRI. We have used these measurements to define the computational domain and
the inlet boundary conditions. We have also validated the simulated blood flow with the
4D-flow MRI measurements. For oxygen mass transfer, we have used and compared two
different models of oxygen transport - passive transport (free diffusion in plasma) and
active transport (combined diffusion in plasma and bound to hemoglobin). Finally, we
proposed a method to identify the hypoxic regions, based on the ratio between oxygen
mass transfer towards the wall and the estimated consumption by the wall.
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Figure 6.7: Comparison of the hypoxic regions area for both oxygen mass transport models - as dissolved species
(O2) -(a) and as bonded to hemoglobin (HEM) - (b) for the boundary condition at the wall of 0 mmHg. The hypoxic
regions (when Sh<Da) are shown in red, and the percentage of the arterial the surface area with hypoxic behavior
based on the passive, two times passive, and active oxygen transport models (c) and the hypoxic area reduction in
comparison to the passive model for the range of the Damköhler number (d).

6.4.1 Agreement in Flow Field
To validate the simulated results, we have compared the calculated flow field to the 4D-flow
MRI measurements, Fig.6.3 and Fig.6.2. The velocity distribution within the CoW obtained
from CFD is in qualitatively reasonable agreement with MRI results. At the same time,
we can observe some significant deviations in certain parts of the CoW. For example, the
inlet region of the ICAs from CFD shows that the flow field is fully developed. However,
MRI measurements do not display this behavior. The difference between the two results
from the CFD simulation has a parabolic velocity profile as the inlet condition. In reality,
the velocity profile is often not fully developed, and it can change during the cardiac
cycle. Consequently, the assumption of a fully developed parabolic velocity profile used
at the inlet can produce differences compared to the MRI. On the other hand, the real
velocity profiles based on the characteristic pulsating Womersley solution (with values of
the Womersley number estimated here as 𝛼 = 𝐷

√
𝜔/𝜈 to be between 1 and 3, [50], [51])

are similar to parabolic solutions. Deviations from these estimates are mainly present for
the ICAs, which can partially explain the above-discussed differences between MRI and
CFD in the proximity of the inlet.

To provide even more detailed comparisons between MRI and CFD, we extract a single
location, as indicated in the middle panel in Fig.6.3. We can see reasonable agreement be-
tween CFD and MRI, for this location, with a maximal absolute difference of 40%. However,
we have to highlight that the maximal deviation is (as expected) obtained in the near-wall
region because of the limited spatial resolution of MRI and boundary-layer resolving nu-
merical mesh used in CFD. We illustrate an additional comparison between MRI and CFD
in Fig.6.2b, which shows the characteristic outlet flow rates (with eight outlets in total).
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Again, we can see overall good agreement between CFD and MRI for the majority of outlets,
except for the RMCA and RPCA where CFD calculation predicts 35% and 28% lower flow
rates, respectively.

6.4.2 Agreement in Wall Shear Stress
A very high resolution close to the aortic wall is necessary to capture WSS adequately.
Previous studies show that MRI cannot capture the velocity gradient adequately, and
the absolute values of WSS are often underestimated by MRI [52, 53]. We see similar
observations also in our data. For peak systole (𝑡 = 0.9𝑘 ⋅𝜔), the difference between the
maximal WSS of MRI and CFD is very large. In contrast, at the diastole (𝑡 = 0.6𝑘 ⋅𝜔), the
agreement is much better with less than a 10% difference. These trends are similar also for
the averaged WSS, although with significantly more minor deviations. We again saw the
most significant deviation at the peak systole with a difference of 60%. Both maximal and
averaged values of WSS obtained from MRI show consistently lower values than CFD.

While MRI generally underestimates the absolute values of WSS, the local distributions
of high/low WSS can still be adequately estimated by this technique [19]. Therefore, to
compare the WSS distribution between CFD and MRI, we have normalized both data sets
by their respective average values. The normalization allows for a qualitative comparison
between the two methods [19]. As shown in Fig.6.4, the local WSS distribution in the
different arteries of CoW is similar for MRI and CFD. However, the agreement between
measured (from MRI) and numerically calculated (from CFD) WSS is significantly less
satisfactory than the velocity magnitude. Generally, the decreased agreement can be
expected since estimating the WSS requires a very accurate calculation of the velocity
gradients in the proximity of the arterial wall. Here we postulate that one of the primary
reasons for this difference is due to the different spatial resolutions of MRI and CFD. In
contrast to a uniform spatial resolution of MRI, the CFD spatial resolution is significantly
refined in the arterial wall’s proximity to correctly resolve hydrodynamic (momentum)
boundary layers. This refinement will lead to more accurate calculations of the velocity
gradients and, consequently, to more precise WSS.

6.4.3 On the modeling of the oxygen mass transfer
We can observe that at many locations with high values of TAWSS, the TASh distributions
also reach their local maximum. The contour plots of the TASh number for passive (O2)
and active (HEM-hemoglobin) oxygen transport exhibit qualitatively similar behavior, with
the latter showing at first-sight significantly higher values in almost the entire CoW. That
is the consequence of an increase in the effective diffusivity of the oxygen for the active
model.

The difference in Sh between passive and active oxygen mass transfer indicates the
significance of active oxygen mass transfer, i.e., the importance of the hemoglobin coupling
in oxygen mass transport modeling. This difference shows a solid local dependency, with
values between +50% and -10%, and with the highest distinction in regions characterized
by a low Sherwood number. Based on this distribution, we can also conclude that there
is no simple pre-factor scaling of the passive oxygen mass transfer that would be able to
match the active mass transfer of oxygen locally.
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6.4.4 Identification of hypoxia
The low values of Sherwood numbers are associated with regions of a low wall-mass
transfer of oxygen, which potentially can lead to hypoxia. To identify hypoxic regions
at the arterial wall, we will use the criterion that the local rate of oxygen consumption
is higher than the local Sherwood number, [32, 54]. The non-dimensional rate of oxygen
consumption can be expressed as Damköhler number (𝐷𝑎), which is defined in Eq.6.18.

In the present study, the calculated averaged mean diameters of the major arteries and
their estimated wall thickness are given in Tab.6.2. Note that the estimate of the arterial
wall thickness was based on the study of Harteveld et al. [49]. Based on our simulations, the
potential hypoxic regions are significantly reduced in the case of active oxygen transport.
The comparison between the percentage of the arterial wall surface affected by hypoxia
for passive and active mass transfer of oxygen r different values of 𝐷𝑎 is shown in Fig.6.7c.
Some studies in the literature suggest that the simplified calculation of the oxygen mass
transfer based on the passive model, can be sufficient when the final results of the non-
dimensional wall mass transfer were multiplied by a factor of two, which provided a good
agreement with the results of the active model, [25]. This study motivated us also to
include results of the passive model multiplied by a factor two in Fig.6.7c. The percentage
of the hypoxic area increases with 𝐷𝑎, and that maximum area of 13%, 4%, and 1% for the
passive, passive scaled twice, and active oxygen models, respectively. Additionally, we
calculated the hypoxic area reduction as predicted by the active and twice passive models
compared with the passive oxygen transfer model, and summarized results are given in
Fig.6.7d. Values of around 70% were obtained for the majority of big arteries for the twice
passive oxygen transfer model, whereas values of approximately 90% were obtained for
the active oxygen transfer model. We can conclude that a simple pre-scaling by a factor of
two cannot provide a close agreement with the active oxygen transport model. This also
additionally confirms the need to apply a more advanced active model of oxygen transport
to identify possible hypoxic regions within the subject- or patient-specific cerebral vascular
system.

Finally, we need to comment on the validity of the identified hypoxic regions. While
we could locate a considerable percentage of the total surface area to be hypoxic, the data
might have been affected by the uncertainty brought to the simulations due to the relatively
low resolution of 4D-flow MRI. Similarly to WSS variability due to segmentation in the
aorta [53], we also expect variability in the Sh number. Thus, the analysis of hypoxic
regions should be validated on a larger cohort, including intra- and inter-observer analysis.
However, the proposed method for identifying hypoxia in the cerebrovascular system
shows potential for use in further studies.

6.4.5 Limitations
We made several assumptions in this study; therefore, we must mention the pertinent
limitations of the models. Regarding blood flow simulations, we initially attempted to
match the CFD outflows at the outlet faces to be as close as possible to the measured MRI
values. Unfortunately, due to limited MRI resolution, the measured velocity field does not
comply with the overall divergence-free condition in CFD (i.e., conservation of mass was
not satisfied), which resulted in a compromising approach where we utilized Murray’s law
to calculate the flow rates at the outlets. Additionally, we have assumed a rigid wall. In
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reality, compliance of arteries allows the wall to move during the cardiac cycle. However,
for the case of Circle of Willis, the arterial wall movement is very limited [55]. Hence, this
assumption should not affect the calculated flow field and the derived variables.

Regarding oxygen transport, wemade the following simplifications. Firstly, flux through
the wall was assumed to be the same for the whole CoW - in reality, the flux differs as it is
highly dependent on the thickness of the arterial wall and its physical properties, which
vary spatially [48]. Moreover, in all of the simulations, a wall-free model was assumed.
Therefore no wall mass transfer resistance was present, and we only studied the fluid
mass transfer resistance. Secondly, the calculation of Damköhler number was based on
the properties from literature and not patient-specific ones. Therefore, it is necessary to
gain this information from MRI together with the geometry and flow for exact estimates.
Thirdly, we have been able only to validate the velocity field, not the oxygen distribution.
To directly validate the presented results, the mass transfer of oxygen through the wall has
to be measured by a non-intrusive technique. However, the resolution of state-of-the-art
non-intrusive imaging techniques is very limiting, and the changes in oxygen concentration
in the lumen and the arterial wall is beyond their capabilities [56–59].

Finally, we have included only a single subject (a healthy volunteer, 25 years old) in
this study. More subjects should be assessed to draw statistically significant conclusions,
including healthy volunteers and patients with different pathologies and diseases. Never-
theless, the goal of our study was to present a framework for identifying hypoxia using
subject-specific simulations.

6.5 Summary and conclusions
In the present study, we addressed the application of the combined MRI/CFD approach to
provide detailed insights into the blood flow and corresponding transport of oxygen in the
subject-specific brain vascular system. We considered two models of oxygen mass transfer:
passive transfer, where the oxygen was treated simply as a dissolved chemical species in
plasma, and active transfer, in which we included hemoglobin-bound oxygen in the model.

In the investigation, a subject-specific geometry of a part of the brain vascular system
(Circle of Willis) is analyzed by a combined MRI/CFD approach. We specified the flow
conditions to closely mimic the MRI measurements at the characteristic inlets and outlets.
A detailed comparison of the blood flow field revealed a good agreement between 4D flow
MRI and CFD results. On the other hand, the comparison between CFD and MRI was less
satisfactory in predicting the local distributions of the wall shear stress. The primary reason
for this discrepancy was the low spatial resolution of MRI in the proximity of the arterial
wall. Finally, after obtaining the blood velocity fields, we activated the oxygen transport
to determine the local concentration of oxygen along the arterial walls. We showed that
significant differences between the passive and active models of oxygen transport were
obtained, not only in the magnitude of the non-dimensional arterial wall mass transfer,
but also in their local distributions. This finding also confirmed the importance of using a
more advanced model of oxygen transport in the subject-specific geometries of the brain
vascular system. Finally, by comparing the local non-dimensional oxygen mass transfer at
the arterial wall (Sherwood number) and corresponding non-dimensional rate of oxygen
consumption (Damköhler number), we were able to identify the potential hypoxic regions
within the cerebral vasculature. The Damköhler number was estimated to be in a range
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𝐷𝑎 ⊂ ⟨9;57⟩ for the case studied. Due to geometrical changes in the Circle of Willis, we
identified several locations with the Sherwood number lower than the Damköhler number.
This suggests the fluid phase limits oxygen transport to the wall. This information can be
helpful in follow-up patient studies dealing with early diagnosis or progression of dementia.
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Appendix A: Hemodynamics in the simplified geome-
try
A simplified arterial geometry was designed to match the test case proposed by [8]. This
geometry is characterized by a rigid-walled axisymmetric cosine-function-shaped stenosis
(defined as: 𝑟(𝑧)/𝑅 = 1 − 𝛿/𝐷 [1+ 𝑐𝑜𝑠 (2𝜋𝑧/𝑧0)], where 𝑟(𝑧) is the radius of artery at the
streamwise position 𝑧 in the stenosed region (from −2𝐷 to 2𝐷)) with maximum lumenal
area reduction of 88.9% and an extension of two artery diameters on either side of the
stenosis center (i.e. 𝛿 = 𝐷/6, 𝑧0 = 4𝐷). A fully developed Hagen-Poiseuille profile is imposed
at the inlet with the characteristic Reynolds number of 𝑅𝑒𝐷 = 50. The total length of
the simulated geometry was 𝐿 = 20𝐷. The constant pressure boundary condition was
specified at the outlet. A hybrid mesh was applied to obtain grid-independent solutions
consisting of the hexagonal elements in the proximity of the arterial wall and tetrahedra in
the central part of the lumen. Special attention was devoted to also adequately resolving
the concentration boundary layers (due to high values of Schmidt number 𝑆𝑐 = 2917). The
coarse and fine mesh had approximately 3.5 and 7 million control volumes and with the
characteristic thickness of the first row of control volumes in the proximity of the arterial
wall of Δ𝑟1 = 0.03𝐷 and 0.02𝐷, respectively. The magnitude of Wall Shear Stress (WSS)
(𝜏w = 𝜇 (𝜕𝑢||/𝜕𝑟𝑛)wall) extracted along the wall is compared with the results of [8], Fig. 6.8.
Note that the locally calculated WSS was normalized by the Hagen-Poiseuille value of WSS
for a straight cylinder.

As shown in Fig.6.8, the WSS profile follows the one predicted by the Hagen-Poiseuille
expression upstream of the stenosed region. At the center of the stenosed region, due to
the increase of the streamwise velocity, the WSS increases up to a value approximately 40
times greater than the value in the non-stenosed area. Afterward, the importance of WSS
starts to decrease as the diameter of the stenosed region increases. Finally, the minimum of
the WSS is located approximately at the 1D distance from the end of the stenosed region
and reaches values below the values predicted by the Hagen-Poiseuille solution. Further
downstream, the WSS slowly approaches the value of the undisturbed flow. It can be
concluded that WSS behavior predicted from the present study agrees well with the results
of [8].

Appendix B: Oxygen mass transport in the simpli-
fied geometry
The mass transfer boundary conditions for the case of the simplified stenosed artery
were chosen as follows. Both the inlet and outlet partial pressure of oxygen were set to
be 90 mmHg, which is a reasonable assumption based on [8]. For the arterial wall, the
partial pressure of oxygen was kept at a constant value of 0 mmHg for all simulations
presented here. While this assumption is somewhat arbitrary, it is still a reasonable first
approximation to test the limits of the blood-side transport equation. By imposing this
boundary value of the partial pressure at the wall, the most extreme variation in the slope
of oxyhemoglobin saturation function can be studied, [8].

The constant pressure boundary condition and zero-gradient concentration of oxygen
were specified at the outlet. The calculated Sherwood number for the passive and active
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Figure 6.8: (a) Profile of the Sherwood number for passive and active oxygen extracted along the top-line of the
simplified artery with comparison to results from the literature [8] and theoretical Graetz-Nusselt solution for a
straight cylinder, and (b) wall shear stress normalized with the theoretical value for a straight cylinder for two
different grids (coarse and fine) and results from the literature [8].

oxygen transport are shown in Fig.6.8(a), whereas the grid dependency on the local wall
mass transfer is shown in Fig.6.8(b). It can be seen that the present passive oxygen study
agrees well with the data of [8]. The Sherwood number profile follows the theoretical
Graetz-Nusselt solution upstream from the stenosed region. After entering the stenosed
region, the Sherwood number profile exhibits a steep increase up to a value of around
𝑆ℎ = 125 in the proximity of the stenosis throat. In the second part of the stenosed region,
the Sherwood number decreases with a minimum located at approximately 0.75D with
a value close to zero, where the thickest mass transport boundary layer can be found.
Farther downstream of the stenosed region, the extracted Sherwood number approaches
the Graetz-Nusselt solution again, as the momentum boundary layer thins. The result
obtained with the active oxygen transport shows qualitatively similar behavior to the
passive solution, but with significantly higher Sherwood number values. The characteristic
local maximal and minimal values are more than twice higher for active oxygen transport.
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Appendix C: The Hill eqation
The oxygen-hemoglobin dissociation curve is shown in Fig.6.9(a) as described by the Hill
equation. The curve has its characteristic sigmoidal shape. Comparing the calculated
data for different partial pressure of oxygen to the measurements demonstrated that Hill’s
equation accurately predicts the actual clinical state, as shown in Fig.6.9(b).

(a)

(b)

Figure 6.9: (a) Oxygen-Hemoglobin dissociation curve as described by Hill’s equation with oxygen concentration
both in plasma and bound by hemoglobin; (b) Comparison of Hill’s equation with the clinical data [40] (bottom).

Appendix D: Mesh sensitivity analysis: brain vascu-
lature (CoW)
Figure 6.10 shows the contours of WSS for three different meshes (top to bottom: coarse,
medium, and fine) and extracted values ofWSS alongside the visualized curve. The contours
show WSS is very similar for all of the meshes. Similar findings can also be seen for the
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extracted values, where the curves overlap. Also, the average values for all three meshes
are close to each other.

Figure 6.10: Wall shear stress with a marked extraction line for the coarse mesh, medium mesh, and fine mesh.
The extracted wall shear stress alongside the lines with a global wall shear stress average for the coarse and fine
mesh (-bottom).

Additionally, we have performed the grid dependency study based on Grid Convergence
Index (GCI). The results, based on average WSS alongside the extracted line, are shown
in Tab. 6.3 As shown, the grid is convergent, and an asymptotic range has been achieved.
Based on both of the analyses, we have continued with the medium mesh for all of the
simulations.

Table 6.3: Grid convergence index (GCI) estimation for the volunteer; WSS1 is wall shear stress for the fine mesh,
WSS2 is for the medium mesh, and WSS3 is for the coarse mesh; r is the remeshing factor, p is the order of
convergence, fh=0 is the Richardson solution, GCI1,2 is the GCI for fine and medium mesh, and GCI2,3 is the GCI
for medium and coarse mesh.

WSS1 [Pa] WSS2 [Pa] WSS3 [Pa] r p fh=0 GCI1,2 [%] GCI2,3 [%] Asymptotic?
Whole Domain 5.66 5.65 5.62 1.99 2.46 5.66 0.03 0.14 1.001
Extracted Line 11.24 11.21 11.09 1.99 1.88 11.25 0.14 0.51 1.003
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7
Conclusions and Outlook

7.1 Conclusions
Progress in diagnosing and treating cardiovascular pathologies is driven by the level of
understanding of their pathogenesis. One such pathology is an aneurysm, which can occur
in various major arteries. Aneurysms often remain asymptomatic until their rupture, which
leads to sudden death in 70% of the cases. For many years, blood flow hemodynamics
were thought to be the main driver behind the aneurysm development and progression.
However, a detailed analysis of the flow in aneurysms is not feasible due to the limitations
of current clinically used imaging methods, especially their spatiotemporal resolution.
In this thesis, we have tried to overcome this problem and unravel the processes behind
the genesis, progression, and diagnosis of aneurysms using a numerical approach. An
important aspect when using a numerical approach is properly defining each studied case’s
subject-specific nature. To do this, we have created custom 4D-flow magnetic resonance
imaging (MRI) based computational fluid dynamics (CFD) models.

To create a subject-specific model, we have to focus on the level of accuracy (e.g., how
many specific details we include in the model) versus the level of computational efficiency.
The latter is essential for the clinical availability of simulation-driven diagnostics. The
arteries and blood flow are complex biological systems with many variations from subject
to subject. Hence, modeling each detail of the arterial system or all of the mechanisms
occurring during blood transport would not be feasible. Due to this, the focus of this thesis
was to define subject-specific models with a variable amount of assumptions and evaluate
their accuracy of how well they represent the blood flow, especially in the aorta.

Before looking at blood flow modeling, we first needed to understand what is the
level of uncertainty brought to the simulations by the input data? We addressed this
in Chapter 2, where we looked into variability in simulations due to small geometrical
changes in arteries caused by the segmentation of 4D-flowMRI. The deviations in geometry
were caused by the manual segmentation procedure of 4D-flow MRI data sets. Here we
compared simulated hemodynamics (with a focus on wall shear stress - WSS) within the
aorta of ten volunteers, with four segmentation for each volunteer: geometry based on
the scan (1) and re-scan after 30 minutes (2), geometry based on repeated segmentation of
a scan by the same person (inter-observer) (3) and by a different person (intra-observer)
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(4). Based on our analysis, we have found that the highest deviation of the calculated WSS
was for segmentations based on intra-observer. Hence, in studies that include multiple
subjects, it should be preferable to use geometries based on segmentation by a single person.
Doing this the error in the simulated flow will be reduced. We have also evaluated three
different methods of analysis: (1) ’0-dimensional’ where the cases were compared based
on average values within a certain part of the aorta, (2) ’1-dimensional’ comparison of
circumferentially averaged values alongside the complete aorta, and (3) ’2-dimensional’
comparison of absolute values on flattened surfaces. We have found that the analysis
method strongly influenced the perceived agreement between the different segmentations.
The Spearman correlation coefficient decreases with the increasing order of the analysis
method. While this behavior elucidates some discrepancies between different studies
presented in the literature, it does not mean that any analysis methods are superior. Each
of the methods focuses on different aspects: the collective behavior of the whole segment
(1), the behavior of the particular circumference (2), or the complex behavior of each voxel
(3). Therefore, the choice of the analysis method should be based on the study’s goal. This
choice is crucial for extensive population studies, where different healthy controls and
patients are compared. Hence, to answer the initial question, the level of uncertainty in
simulations caused by the input data (specific geometry) varies with the level of detail we
want to assess.

An essential aspect of modeling blood flow in the aorta is to define an appropriate
model to capture its turbulent nature. While many discussions were raised about whether
turbulence can occur in CVS, the peak Reynolds number in the aorta can approach 𝑅𝑒 ∼
10 000, especially for specific aortic pathologies, e.g., the coarctation of the aorta (CoA).
CoA is a significant reduction in aortic diameter (stenosis) that causes sudden acceleration
of blood velocity and an increase in aortic pressure. Hence, the blood flow can show
turbulent behavior. However, what is the most efficient yet accurate model to account
for the instantaneous and localized turbulence of the blood flow? We investigated
this problem in Chapter 3, assessing several different Reynolds averaged Navier-Stokes
(RANS) models within CoA. To eliminate any possible misinterpretation due to geometrical
variation (as presented in Chapter 2), we first performed a thorough analysis of turbulent
blood flow in an idealized representation of CoA. This analysis was done using 4D-flowMRI
and CFD with different RANS models (standard 𝑘 − 𝜖, 𝑘 −𝜔 Shear Stress Transport - SST,
and Reynolds Stress Model - RSM). Our analysis shows that the 𝑘 − 𝜖 model is inadequate
for turbulent blood flow simulations in the aorta. This model under-predicts the velocity
behavior in and after the bend (aortic arch). In this region, we can identify the creation
of counter-rotating vortices due to the adverse pressure in the flow. Unfortunately, the
𝑘 − 𝜖 model cannot correctly capture this behavior and compensates for it with the over-
prediction of turbulent kinetic energy. The SST model closely captured the blood flow
behavior in the curved artery. However, compared to 4D-flow MRI, we could still identify
several differences. On the other hand, the simulated velocity field using RSM closely
resembled the measured blood flow in the phantom. Based on these observations, we
have performed simulations of turbulent blood flow in patient-specific CoA using RSM.
These simulations showed that even in such a complex geometry, RSM-based CFD could
efficiently and accurately capture the flow in the proximity of stenosis, similar to the
4D-flow MRI. Because of this, we recommend using RSM to model turbulent blood flow in
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the aorta with high accuracy and efficiency.
Another critical aspect in modeling blood flow in the aorta is the treatment of its wall.

The aortic wall moves during the cardiac cycle due to the (1) motion of the heart and (2)
the contraction of smooth muscle cells within the aortic wall. While, until now, we have
assumed the aortic wall to be static, as many other studies do due to the complexity, this
can potentially impact the simulated blood flow. In Chapter 4, we have tried to answer
another important question in modeling blood flow in moving arteries: How can the
patient-specific nature of aortic wall movement be defined? To do this, we have
developed and proposed a novel method based on Radial Basis Function (RBF) interpolation
of key-frame segmentations (extracted from 4D-flow MRI). By doing this, we could ensure
that our model is highly subject-specific since we did not make any assumptions about
the mechanical properties of the aortic wall. Our initial results showed that the RBF-based
prescribed motion matched the ’real’ aortic motion (based on 4D-flow MRI) well, with
most movement recorded close to the root and ascending part. These regions also showed
the highest variation in hemodynamical parameters that are often considered potential
biomarkers: time-averaged wall shear stress (TAWSS) and oscillatory shear index (OSI). We
have observed a relationship between the degree of motion and the variability in TAWSS
and OSI. Hence, to properly model aortic blood flow, the motion of its wall should always
be considered in the computational model. To do so, we recommend using image-based
modeling since it is computationally efficient and robust, does not require many (usually
unknown) mechanical parameters, and is genuinely subject-specific by nature.

Until now, we have only focused on hemodynamics as the sole factor that may affect
the aortic aneurysm pathogenesis. However, the pathways triggered by hemodynamical
changes might be one of many possible causes of aneurysm formation. An important aspect
of unraveling the aneurysm pathogenesis is understanding different species’ abnormal
behavior. Potential biochemical markers could be nitric oxide (NO) and oxygen (O2). Hence,
to find an answer toWhat is the role of hemodynamics and biochemical parameters in
the AA formation and rupture?, we have performed a thorough investigation in Chapter
5. Here, we investigated the effects of mass transfer resistance in the lumen and wall of
oxygen and nitric oxide and evaluated their potential (accompanied by hemodynamics) to
be predictive biomarkers. We have performed simulations on healthy control and a patient
with a thoracic aortic aneurysm (TAA). We considered the blood flow and mass transfer in
the lumen and the arterial wall. We could identify several essential differences between a
healthy aorta and TAA based on our analysis. First, the impaired hemodynamics in TAA
could be identified by low TAWSS, high OSI, and high endothelial cell activation potential
(ECAP). Additionally, high OSI and ECAP were also present in a location downstream
of the TAA, which could potentially lead to additional growth or even aortic dissection.
Concerning the effect of TAA on NO and O2 distribution, NO showed a significantly
uneven distribution within the aortic wall in TAA compared to the healthy tissue. This
deviation could lead to an impaired function of the aortic wall since NO is an essential
regulator of arterial hemostasis. On the other hand, the concentration of O2 was not
significantly affected by the presence of TAA. However, we could still identify several
locations suffering from hypoxia, especially in the descending aorta, distal to the arch,
where the recirculation zone created an area with increased luminal mass transfer resistance
of O2. Prolonged hypoxia could lead to extracellular matrix remodeling and potential offset
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of arterial pathologies, such as an aneurysm. Hence, the hemodynamical biomarkers for
aneurysm development should be accompanied by biochemical factors, such as NO and O2.

Finally, in Chapter 6, we have addressed the last question: How can the models be
applied for use in other parts of the cardiovascular system? Here, we have specifically
focused on the Circle of Willis (CoW) an essential part of the cerebrovascular system. We
have studied the transfer of species in this section of CVS, with a specific focus on O2.
Understanding of lumen-side mass transfer limitations of O2 in CoW is vital since the lack
of O2 (hypoxia) here can lead to a variety of pathologies - e.g., dementia, atherosclerosis,
and aneurysm. Due to the essential nature of CoW, these pathologies can cause high
morbidity and mortality. In our analysis, we have considered two different modes of O2
transport - ’passive’, where O2 is transported as free species in plasma and ’active’, where O2
is transported as bounded to hemoglobin. We have found significant differences between
these two modes of transport and highlighted the importance of incorporating the more
physiologically based model (’active’) to study O2 mass transfer in arteries. After that,
we uncovered that even healthy CoW might suffer from circulation hypoxia. To identify
hypoxia, we have defined a threshold limit. The limiting factor for hypoxia is when the O2
mass transfer towards the wall from the luminal side is lower than the consumption of O2
by the wall, expressed in terms of non-dimensional numbers as Sherwood number is lower
than Damköhler number (𝑆ℎ < 𝐷𝑎). We have found that approximately 1% of the surface
suffered from hypoxia based on the ’active’ model and 14% based on the ’passive’ model.
This study shows the importance of physiologically based modeling and the consideration
of hypoxia as a pre-factor for arterial pathologies. Finally, to clarify the original problem,
in this Chapter, we have shown that the proposed procedures and models for modeling
blood flow in the aorta can be easily adjusted and applied to other parts of CVS. Hence,
this unravels many possibilities for studying and diagnosing other vascular diseases.

7.2 Future Work
With this thesis, we have addressed several important aspects of modeling the blood flow
in the human cardiovascular system. However, due to the complex nature of the blood flow
and behavior of the vessels, we can still identify several aspects that need to be addressed.
We can summarize these in two main categories:

1. modeling aspects - definition of the domain, modeling of turbulence and growth,
and automation

2. scalability (parametric and population studies)

Below, we will propose research possibilities for all these challenges.

Data Sources for Aortic Morphology
As shown in Chapter 2, CFD simulations are sensitive to the small geometrical changes
in segmentation, especially if WSS is examined. Hence, this opens the opportunity for an
essential improvement in subject-specific modeling. While other imaging techniques (such
as computed tomography - CT) can produce high spatial resolution anatomy images, they
often lack acquisitions at different steps in the cycle (important for movement modeling).
Additionally, they cannot directly produce velocity information, an essential input for
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subject-specific modeling of blood flow. Therefore, here we will look only into techniques
and potential improvements that can provide the necessary information.

In this thesis, we have used 4D-flow data sets as an initial input to our CFD model. This
method accurately acquires data needed for the flow boundary conditions. However, due
to the manual nature of the segmentation process, the input geometries cause uncertainty
for CFD. To overcome this, Berhane et al. recently proposed a fully automated approach
for the segmentation of 4D-flow data based on deep learning and convolutional neural
networks [1]. This method shows great potential, as the segmentation process was rapid
and consistent, with comparable accuracy to manual segmentations.

In addition, high spatiotemporal resolution of CFD data, in combination with imaging
data (e.g., 4D-flow MRI), can be used to train machine learning reduce-order models (ROM)
[2]. We can use the trained ROMs to reduce the level of uncertainty in CFD data coming
from the slight geometrical variation due to segmentation and pre-processing. While this
method is still more theoretical, it shows a high potential to overcome the segmentation
variability problem.

Finally, segmenting multiple data sets through the cardiac cycle is time-consuming
due to many necessary manual adjustments. To overcome this, we propose to apply
the radial-basis function (RBF) interpolation, presented in Chapter 4, to the segmentation
process. In doing this, only a few key-frames would need to be segmented and consecutively
interpolated to obtain the morphology of the aorta for the whole cycle.

Modelling and Validation of Turbulence in Blood Flow
While the research community still needs to be unified on whether turbulence occurs
in healthy arteries, modeling and analyzing turbulent blood flow is often explored in di-
verse aortic pathologies. In these, a disturbed flow occurs naturally, and hence, various
approaches to model turbulence can be tested. In Chapter 3, we have shown that the RSM
turbulence model can potentially study disturbed blood flow in the aorta. However, many
studies still call for ’validation’ of the results, for example, by using direct numerical simu-
lations (DNS), since the imaging data usually do not account for turbulence. Nevertheless,
is modeling turbulent blood flow using DNS with the assumption of homogeneous fluid
even valid?

As we have discussed, blood consists of numerous cells suspended in plasma. Hence,
it cannot be considered a homogeneous fluid. Instead, we have to look at it as a dense
suspension; therefore, the turbulence models should be chosen with this condition in
mind. Antiga et al. hypothesize that the size of the smallest eddies is not the Kolmogorov
microscale, but rather, they are in order of magnitude similar to the size of red blood cells
[3]. In this situation, the energy does not dissipate due to the viscosity but rather due
to cell-cell interaction. Hence, a more accurate analysis would be to consider DNS with
resolved RBCs size, e.g., as shown by Zheng et al. [4] for a spherical particle flow, with
modifications to use shapes of RBCs. However, this approach is highly computationally
expensive, so its applicability is limited. Therefore, the main objective should be to utilize it
in the validation of other turbulence models (e.g., RANS, DES, or LES) for precise modeling
of blood flow in the aorta.
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Modelling of Growth and Rupture
In this thesis, we have presented a model for the prescribed movement of the aortic
wall (Chapter 5), which allows us to understand blood flow within a single cardiac cycle.
However, the progress of the aortic pathologies is slow and cannot be captured by this
technique. Thus, we must employ a different approach to model the progress of aortic
pathologies. Implementing a Fluid-Structure-Growth (FSG) framework is possible, in
which the two-way coupled fluid-structure interaction is enhanced with the remodeling of
extracellular matrix (ECM) that causes a simulated growth. Here, we will discuss several
opportunities for implementing the FSG framework to simulate the growth of an aortic
aneurysm.

Several studies have proposed approaches to model the growth of the aortic aneurysm.
They started with the Finite Element Modelling (FEM) approach by Baek et al. [5], who
presented a mathematical model for enlarging intracranial aneurysms. In this model, the
aneurysmwas represented via thin-wall assumption (single wall layer) with axisymmetrical
properties and no influence of the fluid on the growth (just solid modeled). They reported
that the (in-) stability of the growth process strongly correlates with collagen remodeling
and alignment. The growth and failure of a simplified spherical AAA utilizing FEM were
also reported by Volokh et al. [6]. Their study presents a thin-wall isotropic model, where
they consider the coupling between the growth, the stiffening of the material, and the
decreasing of its strength. This model incorporates the microstructural changes (the elastin
degradation or collagen remodeling) by influencing the macroscopic parameters (stiffness,
strength, and others) without directly modeling these processes. Additionally, this approach
does not account for the fluid-side influence on the progression of AA.

To account for the influence of blood flow, the first coupled fluid-growth-structure
model for a patient-specific AAA was proposed by Grytsan et al. [7]. This study presents
a model of a thick-walled aorta as a non-linear tube with two layers (intima-media and
adventitia) composed of elastin. Theymodel elastin degradation. However, only a simplified
model is used to describe the degradation of ECM, assuming a direct correlation with
WSS changes. The proposed model can successfully capture the growth of an aneurysm;
however, it allows it to grow in one direction with the assumption of left-right symmetry.
The unidirectional model was a severe simplification compared to the actual cases [8]. Also,
they considered Newtonian assumption for blood viscosity and additional simplification
for the fluid modeling (steady-state and rigid wall). Therefore, the model does not account
for the compliance of the aorta during the cardiac cycle. The model proposed by Grytsan
et al. [7] was used to study the rupture risk potential of four patient-specific AAAs [9].
The primary outcomes are that the examination at a single time point in the aneurysm’s
lifetime is insufficient. This deficit is due to growth-related significant changes in the
hemodynamical parameters like WSS and pressure, which are often connected to its
rupture [10–13].

Finally, the growth model for all the presented studies lacked validation by medical
imaging techniques, providing excellent potential for improvement. The possibility to
overcome this was shown by Joly et al. [14], who studied the flow in the patient-specific
AAA for three different time points over eight years. However, they did not include the
growth model in their simulations. Instead, they only compared the hemodynamics in
three different instances. Hence, it would be favorable to implement the FSG framework
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to simulate the growth of an aneurysm in a data set containing patient and healthy cases
with periodic follow-ups.

Automation for Clinical Application
The primary factor in the applicability of computational methods (based on the Eulerian
approach) within the medical field is process automation’s ability (and feasibility). When
considering CFD in human arteries, the major hurdle is the creation of the computational
mesh. The mesh is necessary for discretizing the computational domain in smaller parts,
where the governing equations are solved (in this thesis - we have used the finite-volume
method - FVM). Due to this, the results of numerical studies are highly dependent on
the quality of the computational mesh [15]. Hence, this particular stage requires serious
attention, especially for specific pathologies, such as aortic dissection, for which the
discretization process is very complicated. Because of this, the meshing step often cannot
be automatized, requires an input of a skilled professional, and often takes much time.
Additionally, the complications with meshes become even more pronounced if the flow is
studied in a domain with a moving boundary (as presented in Chapter 4). Movement of
the boundary causes additional deformation of the mesh and decreases its quality, which
can lead to a need for re-meshing the domain and increased simulation time.

A possibility to overcome this problem is to implement a mesh-less, Lagrangian-based
method, such as Smoothed Particle Hydrodynamics (SPH) [16, 17]. Instead of numerically
solving the governing equations in a discretized domain using a finite number of volumes,
SPH represents the flow based on particles (points with a given mass and known velocity at
each point in time) [18]. The collective motion of these particles approximates the motion
of liquids and gasses. SPH has shown to be a feasible alternative for modeling complex
flow (such as blood flow), mainly due to the simplicity of introducing multi-phase flow [19]
and non-Newtonian properties of fluid [20], as well as its excellent behavior for simulating
moving domain [21].

Biomedical application of SPH was previously shown in a model of stenosed artery
[22], and left ventricle with dynamic movement [23]. While Qin et al. show high deviations
between SPH and conventional CFD due to the low particle density that was utilized [22],
the latter mentioned highlights the potential of SPH for simulating flows with dynamic
motion of boundary [23]. Due to this, we have performed a preliminary feasibility study
of SPH application in simulating blood flow in the subject-specific aorta. In Fig. 7.1, we
show velocity magnitude in the ascending aorta and arch for a healthy volunteer using
SPH and CFD. As can be seen, both methods produce very similar velocity fields, showing
the potential for clinical application.

Nevertheless, we have discovered several limitations that still need to be addressed. First
and foremost, the method was initially developed for boundary-free flows. Unfortunately,
this leads to a re-occurring problem with flows in the closed domain. Next, partially
associated with the previous point, the no-slip boundary condition is not enforced at the
wall. Finally, the boundary layer has to be refined for calculating WSS due to the steep
velocity gradients in this region. While the mesh refinement in these regions is relatively
simple, the size and number of particles cannot be easily increased in the wall’s proximity.
However, these points can be overcome by introducing a large enough number of particles.
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Figure 7.1: Velocity magnitude [m/s] for two different locations in the aorta (inlet - left and mid arch - right) as
obtained using smoothed particle hydrodynamics (SPH - top) and computational fluid dynamics (CFD - bottom)
for blood flow with 𝑅𝑒 = 50, the scale changes per location, based on MSc thesis of D. Krauklys [24].

Population Study

Finally, in this thesis, we have primarily focused only on simulating a small number of cases
since the goal of our study was to create and test diverse modeling approaches. Hence,
we could not analyze the influence of hemodynamics in a wide variety of cases. To do
this, an in-depth population study has to be performed that would include enough healthy
volunteers and patients with different aortic pathologies (e.g., aneurysm, dissection, and
coarctation) to find a statistically significant relationship between hemodynamics and
pathogenesis. Specifically for aneurysms, it would be preferable if such a population
study also includes follow-up of patients at a different stage of this pathology - e.g., when
diagnosed and at regular intervals during its growth. Since full 3D hemodynamical data are
only sometimes available during these interventions, patient-specific modeling of blood
flow shows great potential to be utilized in population studies.

An essential outcome of a population study would be the definition of biomarkers
for aneurysm development and growth. Based on our blood flow analysis and species
mass transfer, we recommend which variables have the highest potential to be predictive
biomarkers for aneurysm formation and growth. Hemodynamical-based parameters are
time-averaged wall shear stress, oscillatory shear index, and pressure distribution. Finally,
we also highlight to study of the distribution of certain species that might affect the aortic
wall function (i.e., O2 and NO).
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7.3 Outlook
CFD analysis is often utilized in various engineering fields, for example, to test the perfor-
mance or to examine different actors in the proposed design. The potential of applying the
same methodology also to analyze the flow in the human body, create a detailed plan for
patient-specific intervention, or study the drug delivery to tissue is very high. While the
computational methods do not suffice the clinical needs regarding the speed-to-accuracy
ratio, the continuous computing power improvements could allow for patient-specific CFD
models’ implementation directly into clinical practice. This implementation can lead to
highly personalized medicine, with treatment options directly adjusted to the patient. In
this thesis, we showed the impact of patient-specific CFD models, coupled with imaging
data, and their ability to capture hemodynamics accurately in the aorta. However, several
actors still play an essential role in the widespread adoption of ’computational medicine’.
In the authors’ opinion, perhaps the most critical factor is the confidence of patients and
doctors in this technology. As with any other advancement, multiple elements may affect
the view on the predictive modeling of diseases, such as poor understanding or fear of
sensitive data exploitation. However, the advantages patient-specific modeling could bring
to personalized medicine might eventually bring CFD methods to clinical practice.

’Nothing in life is to be feared; it is only to be understood. Now is the time to
understand more, so that we may fear less.’ Marie Curie
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