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ABSTRACT
Studies have shown that feminine chatbots are perceived as warmer
(e.g., likable, friendly) and imbue more humanness to a machine
than masculine or gender-androgynous chatbots. As chatbots are
being widely deployed in various empathic contexts (e.g., revealing
sensitive personal information or facilitating charity donations),
how to design the gender of chatbots remains a critical question in
the empathic design community. Should designers assign feminine
identities to chatbots to improve empathic reactions? In this po-
sition paper, we explore the tension between designing empathic
agents and the gender assignment of chatbots and how they can
relate to the design of the metaphor of the chatbots. After analyz-
ing the problem, we discuss the possible design strategy and their
trade-offs. We conclude with possible future work directions that
could inform CA gender design that elicits user empathy.

CCS CONCEPTS
• Human-centered computing→ Human computer interaction
(HCI); • Social and professional topics→ Gender.
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1 INTRODUCTION
Empowered by the advancement of Natural Language Process-
ing (NLP) technology, conversational agents (CA) are becoming
ubiquitous in our everyday lives. Examples of CAs include wide-
spread voice assistants like Amazon’s Alexa or Google Assistant,
social companion bots like Pandorabot’s Kuki, and customer ser-
vice chatbots. While CA’s capabilities and scope have considerable
breadth [23], we focus on text-based task-oriented chatbots in this
paper. Supported by the rapid growth of messaging applications
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(e.g., Slack,Whatsapp, andMessenger), chatbots are deployed in var-
ious contexts ranging from education [8, 46], healthcare [20, 48], to
customer care [26, 53]. The recent advent of chatbots like OpenAI’s
ChatGPT implies how chatbots can continue to gain ground in our
daily lives in assisting numerous tasks, from generating research
articles to giving instructions in computational coding [50].

Empathy is manifested in nuanced ways through affective, cogni-
tive, and behavioral aspects [25]. While humans and animals (even
rats [3]) can show empathy to others, computers cannot be truly
empathic to human users as they do not have emotions. However,
CAs can simulate and trigger empathy [41] as users apply human-
human social rules when interacting with them in a conversational
manner [39]. For example, chatbots can mimic empathy through
sentiment analysis, detect users’ emotions, and act accordingly [26].
Moreover, chatbots can simulate emotions and trigger empathy in
users. For example, recent research has shown how robots simulat-
ing emotions (i.e., sadness) were less likely to be punished by people
for their wrongdoings [33], suggesting that people were more em-
pathic to the emotional robots. Similarly, in a sensitive personal
information revelation context, chatbots expressing sympathy and
empathy were favored over unemotional chatbots, especially when
the users were skeptical of machines’ social abilities [35].

In this regard, does CAs with feminine quality simulate and trig-
ger empathy better in the human-chatbot interaction compared to
chatbots perceived as other genders? We see a clear dominance of
CAs with feminine identities in our lives. For example, Feine et al.
analyzed 1,375 chatbots and found around 77% were classified as fe-
male by default or an only option [18]. A recent study has explained
this proliferation of feminine agents as people’s (un)conscious at-
tempt to make machines appear "more human [4]." In their paper,
they argued how female bots are intuitively favored over male bots
because they are judged as warmer and more likely to experience
emotions. Along with gender stereotype that exists in our soci-
ety [14, 15, 22], female CAs have been considered to be warmer
and higher in experience, male agents to be more competent and
high in agency, and gender-androgynous agents to be unlikable as
they create categorical tension to users [17, 36, 40]. And these two
axes of warmth-experience and competence-agency are considered
two fundamental dimensions of social judgment (i.e., "Big Two"
dimensions) [2, 19].

However, the ethical implication of the proliferation of female
CAs has been fiercely debated in society as computers may reinforce
the gender stereotype and existing power structure [12, 24, 40, 44,
49]. A recent UNESCO report highlighted how such phenomena
reflects and intensifies people’s expectation towards woman as
"subservient" assistants rather than decision makers [52]. While
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this debate has decades of history in the HCI community, most of
the research often frames this problem as a dichotomy of choosing
one gender or the other without considering how gender could be
manifested in a nuanced way through different metaphors. Without
considering this, we risk being in an echo chamber of arguing one
is either (1) causing social harm by facilitating gender stereotypes
or (2) losing a chance to foster engaging and empathic experiences
with the chatbots.

In this paper, we discuss the conflicts between making empathic
chatbots and assigning gender to them by reviewing previous find-
ings. We argue that the EmpathiCH community can benefit from
the awareness of metaphors that they imbue on their empathic
chatbots. We also examine possible ways to tackle this problem
at hand and design considerations for these options. Finally, we
propose future work directions that can inform CAs that facilitate
meaningful empathic human-chatbot interactions.

2 EMPATHIC CHATBOTS, GENDER, AND
METAPHOR

2.1 Empathic Chatbots
Empathy has been explored in various areas of human-chatbot
interaction while generating mixed result. For example, empathic
chatbots have been investigated in the self-disclosure context to fa-
cilitate users to reveal sensitive information that needs to be shared
more easily. One of the most widely investigated areas is chatbots
for soliciting self-disclosure in psychotherapy. Self-disclosure of
stigmatic conditions or traumatic experiences has numerous ben-
efits in achieving mental well-being [13, 16, 27]. However, people
experiencing psychological instability are often discouraged from
getting professional help because of financial burdens, time and
location problems, and the emotional burden of revealing their
sensitive emotions to other human beings [16]. To address these
challenges, chatbots have been suggested to lower barriers to peo-
ple by being physically accessible and reducing the pressure to
self-disclose. However, recent research suggests that a chatbot’s
empathic behavior does not directly influence users’ self-disclosure,
but it only mediates the self-disclose by increasing social presence
of the chatbot [32].

Similarly, eliciting monetary donation to charity through an
empathic chatbot has been explored. However, in such cases, people
perceived chatbots showing human emotions through empathy as
an attempt to deceive them, leading to psychological aversion [42].
Nevertheless, in another study in human-robot interaction, male
participants attributed higher trust to an agent with a female voice
than to amale agent in a donation context, while female participants
did not show statistically significantly different reactions [45].

Empathic behavior in an online gaming format led to increased
trustworthiness, likeability, and perceived caring and support [5,
10]. Additionally, it increased social presence and engagement [34].
Moreover, CAs showing apologetic or regretful behavior seem to
increase user trust and acceptance. People tend to punish agents
less when the CA showed sadness after their wrongdoings [33].
Moreover, another research reported that people trusted and ac-
cepted CAs who apologized for their mistakes more than the CAs
who did not show apologetic behavior in collaborative railroad
construction game [47].

In conclusion, designing CAs to simulate empathic behavior is a
context-dependent design choice. In cases where designers want to
trigger self-disclosure of psychological instability, they should be
aware how social presence of CAs influence such behavior more
than the chatbots’ empathic behavior itself. However as empathic
behavior can increase the social presence, they should adopt it
wisely. Empathic behavior in gaming context seems like a beneficial
design choice. Especially when chatbots make a mistake, it seems
like making agents to apologize their users could increase trust and
acceptance. In cases where users are asked for monetary expenses,
empathic behavior only backfires in building trust. In such cases,
showing no emotional or empathic behavior could earn users’ trust
better.

2.2 Gender Stereotype and Conversational
Agents

Adopting the Big Two dimension, an empathic chatbot will signal
a higher warmth-experience as it will simulate affective behavior.
Recent findings suggest that chatbots signaling high warmth can be
"always beneficial" [30] as it increases the intention to adopt, desire
to cooperate, and usability of the agents. In the same study, chatbots
showing higher competence led to negative results in intention to
adopt and desire to cooperate hypothetically because they did not
match users’ high expectations of chatbots’ competency. Such effect
of warmth showed primacy over competency where people still
preferred systems with high warmth even when they were overly
deficient in their competence [21].

Considering this, it is interesting to see how female chatbots are
stereotypically perceived as warmer than male chatbots. In society,
there is a gender stereotype that females are perceived to excel at
domains that require high empathy and feelings. In contrast, males
are perceived to perform well in contexts involving high compe-
tence and agency. As people anthropomorphize chatbots through
communicating with them in human language, it was argued that
people apply their gender stereotype unconsciously to the chatbots
even when they consciously understand that computers do not
have gender [39, 40]. However, some findings report how female
chatbots were perceived as more human than males, eliciting more
trust, credibility, perceived uniqueness of treatment, and positive
attitudes [4] while male chatbots did not elicit higher perceived
competence. This result leaves us to wonder if we should continue
designing chatbots in female form to ensure a more pleasant user
experience, although at the expense of reinforcing gender stereo-
types.

However, as discussed in the Introduction, framing this prob-
lem as choosing one gender over the other will just leave us in a
dilemmatic dichotomy. When we think about it, a wide spectrum
of warmth and competence can be expressed within one gender.
For example, a metaphor of a grandma will be perceived as high
in warmth but low in competence, while a metaphor of teenage
girl could lead to low in warmth but high in competence [7]. More-
over, real-world examples of chatbots also show that this is the
case. For example, Microsoft’s Xiaoice resulted in gathering mil-
lions of monthly users, while the very same Microsoft’s Tay was
discontinued within 16 hours after its launch after attracting troll
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interactions [30]. Both Xiaoice and Tay can be perceived as female,
but they elicited very different reactions, possibly due to the dif-
ferent ways that they introduced themselves. For example, Tay
explained itself as the "AI with zero chill" while Xiaoice marketed
itself as a "sympathetic ear" [37].

Therefore, it is arguablymore important to focus on themetaphor
that we assign to our chatbots than the gender of the agent. In the
following section, we explain the concept of metaphor and recent
work investigating the impact of agent metaphors on user behav-
iors.

2.3 Designing Metaphors of Chatbots
According to the seminal book "Metaphors We Live By" by Lakoff
and Johnson, people’s conceptual system is fundamentally meta-
phoric [31]. In other words, when people try to understand abstract
concepts, they often bring their knowledge from other, more tangi-
ble domains for them to grasp. For example, according to the "time
is money," people understand the concept of time (target) in terms
of money (source) and refer to time as spending time, wasting time,
or run out of time.

Applying metaphor to explain the computing system’s ability is
as long as the history of the computer itself [9]. One of the most
famous examples includes the "Computer is a Desktop" metaphor,
which helped users understand the graphical user interface of per-
sonal computers in terms of their workspace. Therefore, people
could make files, write documents, place them in folders, or throw
them away in a trash bin.

There is an emerging space where researchers investigate how
metaphors impact when attached to chatbots. Namely, Khadpe et
al. showed how assigning chatbots with high warmth metaphors is
always beneficial in increasing the desire to cooperate, intention to
adopt, and perceived usability [30]. Moreover, they also reported
how metaphors guide user expectations and lead to significant
differences in actual usage behavior. Similarly, Jung et al. [28] inves-
tigated the effect of attaching non-human metaphors to chatbots by
adopting the Great Chain of Being framework. They also showed
how different metaphors used for chatbots resulted in significant
differences in worker engagement and intrinsic motivation.

However, whether metaphor will impact significant differences
when chatbots trigger or simulate empathy is still unclear. Will
metaphors signaling high warmth and experience persist as a better
choice when they do not show empathic behavior? On the other
hand, will metaphors with low warmth and experience be consid-
ered deceptive when they assert that they have an empathic ability?
Future works can explore this area.

3 DESIGN STRATEGIES AND FUTUREWORK
There are a few design strategies that CA designers can take to
mediate the problem of making their chatbot vulnerable to gender
stereotyping. The first is to remove a chatbot’s gender markers as
much as possible. This choice also comes with making the bot less
anthropomorphic through ways like not endowing the bot with
human-form avatars or names. An example of chatbots using such
a strategy is OpenAI’s ChatGPT, which response to whether it has
a gender by explaining that they are just a language model with no
biological characteristics. Moreover, the bot’s avatar is only a green

abstract logo without an anthropomorphic name (e.g., Alexa or
Mitsuku). Less anthropomorphic design choice has been shown to
lower the risks of bad customer satisfaction, overall firm evaluation,
and purchase intention when a user is angry. At the same time,
anthropomorphic design features in agents did not affect users
in a non-angry emotional state [11]. However, in the voice user
interface context, making the CA gender-androgynous has been
reported to receive poor usability, likeability, trust, and intention
to adopt [36, 40]. Yet, applying such results directly to text-based
chatbots is hard because only a handful of research has reported
the negative consequences of using gender-androgynous design.
As the characteristics of mediums like voice can more easily trig-
ger innate social reactions in people than written text, chatbots
might hypothetically be able to sidestep the negative consequences
of less anthropomorphic and gender-androgynous designs. There-
fore, future works can ask the following research question through
an empirical study:What are the trade-offs of gender androgynous
text-based task-oriented empathic chatbots compared to the gendered
chatbots regarding usability, user engagement, likeability, trust, and
intention to adopt?

The second strategy is trying to introduce more male chatbots
with metaphors signaling high warmth and experience. In this
strategy, we do not try to avoid our bots having gender, as the
gender stereotype is a deeply innate human quality that gets acti-
vated (un)consciously. Research reported how gender stereotypes
emerge in verbal and written communication [38], and how we
can (un)consciously infer the gender of the author based on a plain
text [6]. Moreover, even after some deliberate attempts to make an
agent gender-neutral, people still assign a gender to them, implying
how gender stereotyping is something that we cannot avoid [40].
Additionally, anthropomorphic design has shown to provide con-
sistent benefits to users in increasing performance expectancy [43],
and engagement [29], and reinforcing brand reputation [1]. Further-
more, anthropomorphic design increases the chances of guiding
users to categorize chatbots in a certain gender category. Therefore,
to incorporate both the benefit of gendering chatbots and prevent-
ing the reinforcing of gender stereotypes through chatbots, future
work can investigate whether male chatbots can be as empathic as
female chatbots by manipulating their warmth-experience level. In
this regard, future works can ask the following questions: To what
extent can text-based empathic chatbots with male gender cues sig-
nal higher warmth and experience when attached with high warmth
metaphors than female chatbots?

The third strategy can make the chatbot female while balancing
the societal and ethical risk of reinforcing gender stereotypes. For
example, a female chatbot can be assertive when they experience
abusive comments or sexualization from the users [51]. Notably,
Apple’s Siri has changed their reaction to such verbal abuse after
some public debate around it. Not until recently, Siri used to reply
in flirty and provocative ways to sexualization [52]. For example,
when a user tells Siri, "You’re hot," it used to reply, "You say that
to all the virtual assistants?" and when they say, "You’re a slut," it
says, "I’d blush if I could." However, Apple changed Siri’s reaction,
and now it reacts in non-provocative ways to those comments. In
this regard, future work can ask the following research question:
What strategies can feminine chatbots take to show assertiveness to
users’ abusive behavior in empathic contexts?
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It is difficult to give a clear answer to this complex and nuanced
problem of how we can design empathic chatbots with careful con-
sideration of their gender design in this paper. However, we would
like to increase awareness and call upon the EmpathiCH research
community to investigate further the consequences of designing
for human-chatbot empathy. Specifically, we ask researchers to con-
sider how designing for empathic chatbots could unintentionally
guide designers to imbue female identity towards chatbots, adding
to the proliferation of feminine agents in everyday lives. While
the consequences are still not fully known, hypothetically, it could
develop harmful mental models of agents in people and reinforce
gender stereotypes in society.

4 CONCLUSION
To elicit an experience that triggers empathy in human-chatbot
interaction, it is essential to design the nuance of the chatbot’s
behavior and social identity. We see a clear proliferation of the
feminine identity of chatbots in the market, being chosen for their
ability to shape expectations of being more warm and empathic.
However, as numerous concerning voices argue, it may cause social
harm by reinforcing the gender stereotype of females taking assis-
tive roles. In this paper, we argue how empathy designers should
bring metaphor into this dilemmatic dichotomy and build a more
nuanced layer in understanding the manifestation of gender. While
we do not give any specific direction or evidence on how to do
it, we raise awareness in the EmpathiCH community and suggest
several future research directions for solving this problem.
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