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ViTaLS—A Novel Link-Layer Scheduling
Framework for Tactile Internet Over Wi-Fi

Vineet Gokhale , Member, IEEE, Kees Kroep , Member, IEEE, R. Venkatesha Prasad , Senior Member, IEEE,
Boris Bellalta , Senior Member, IEEE, and Falko Dressler , Fellow, IEEE

Abstract—The pioneering field of tactile Internet (TI) will
enable the transfer of human skills over long distances through
haptic feedback. Realizing this demands a roundtrip latency of
sub-5 ms. In this work, we investigate the capability of Wi-Fi
6 and existing TI scheduling/multiplexing schemes in meeting
this stringent latency constraint. Taking the concrete example
of the state-of-the-art video-haptic multiplexer (VH-multiplexer),
we highlight the pitfalls of relying on the existing Wi-Fi 6 systems
for TI communication. To circumvent this, we propose video-
tactile latency scheduler (ViTaLS)—a novel link layer framework
for tuning the video-tactile frame transmissions to suit their
heterogeneous Quality of Service requirements. We present a
mathematical model to characterize the packet transmission
duration of ViTaLS. Using a custom simulator, we validate our
model and measure the objective performance improvement of
ViTaLS over VH-multiplexer. We also present ViTaLS-optimal—
a variant of ViTaLS, for further 4 reducing the tactile latency.
Objectively, we show that ViTaLS-optimal yields a latency
improvement of up to 82 %. Based on experiments conducted on a
real TI testbed, we subjectively demonstrate that ViTaLS-optimal
outperforms the VH-multiplexer.

Index Terms—802.11ax, tactile Internet (TI), ultralow latency
(ULL), video-tactile latency scheduler (ViTaLS), Wi-Fi 6.

I. INTRODUCTION

THE FIELD of real-time applications is poised to achieve
a whole new level of immersion due to the upcoming

field of tactile Internet (TI) [1]. TI’s ability to transport haptic
(touch) feedback will enable high-precision interaction with
remote environments in an unprecedented manner. The most
celebrated applications of TI are telesurgery, telemaintenance,
and remote repairs in Industry 4.0.

A. Background

Taking the Industry 4.0 use case, a human operator equipped
with a tactile wearable (glove, exoskeleton, or a full-body
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Fig. 1. Our in-house TI testbed showing the human operator with the tactile
glove and the custom robotic arm with tactile sensors connected through a
Wi-Fi 6 first/last mile communication.

suit) in the master domain controls a robot arm inside a
manufacturing plant (controlled domain) for performing a
physical task. This setup is depicted in Fig. 1.

Sense-Communicate-Actuate: A typical TI application
encompasses: 1) sensors for kinematic (position, velocity,
and orientation), haptic, and visual signals; 2) communication
modules for transporting the sensed signals; and 3) actua-
tors on the robot arm and tactile wearable. For sensing the
kinematic signal, the tactile wearable consists of sensors for
capturing the operator’s actions. The robot arm is equipped
with actuators for reproducing the operators’ actions as well
as haptic and vision sensors for actuation in the master domain.

Unprecedented Network Challenges: To enable effective
teleoperation, worst case roundtrip latency of sub-5 ms is cru-
cial for tactile traffic [2].1 Not satisfying such ultralow latency
(ULL) guarantees may lead to catastrophic consequences,
especially in mission-critical applications. The TI standards [2]
also recommend packet-level reliability of 99.9999% as a key
requirement for seamless user interaction. However, this is
only a speculation, and there is no evidence-based substan-
tiation of this reliability requirement. On the contrary, several
independent studies reveal that the user experience decreases
only marginally even up to 30% packet loss for many appli-
cations [3], [4], [5], [6]. Leveraging these insights is a key to
delivering high-quality performance for TI applications.

Under a tight ULL budget, it is crucial to perform opti-
mizations at every segment of the network. Tremendous
advancements, such as time sensitive networking (TSN) and
deterministic networking (DetNet), are underway to achieve
ULL guarantees in the core network (network domain) [7].
However, the core network is operated by ISPs and telecom

1As both kinematic and haptic traffic are key for generating tactile feedback,
we refer to them jointly as tactile sensor traffic or simply tactile traffic.
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providers. This limits the ability to deploy and test new algo-
rithms in the core network. On the contrary, much of the
research in the first/last mile link has been improving the
network throughput. While this is important, it does not nec-
essarily yield ULL performance. In this work, we focus on
the first/last mile communications where Wi-Fi emerges as
the forefront runner due to its large-scale deployments. IEEE
802.11be working group is already aiming to provide specific
solutions to offer ULL guarantees [8], [9], although they are
not tailored for TI applications. Wi-Fi operates in ISM bands
and there exist open-source Wi-Fi stacks. This provides us
with a great platform for the deployment and evaluation of
custom link-layer designs for TI applications.

Heterogeneous Quality of Service (QoS) Needs Specialized
Scheduling: It is important to understand the QoS require-
ments of tactile and video modalities in TI. While the tactile
modality requires ULL, a loss of even up to 30% is manage-
able, as stated earlier. On the other hand, the video feedback
has a much higher latency budget (∼30 ms) but an extremely
low loss-tolerance of 2% [10], [11]. Satisfying these heteroge-
neous requirements demands efficient transmission scheduling
policies. This is even more crucial in Wi-Fi networks where
channel access uncertainty and collisions are significant. This
results in large and unpredictable delays that can hamper the
QoS performance of TI.

B. Relevant Literature

We now briefly review the related literature in the areas of
Wi-Fi and TI to position this work properly.

The classical 802.11e amendment, also known as enhanced
distributed channel access (EDCA) [12], provides different
levels of QoS support by defining access categories (ACs)
for prioritizing realtime traffic. EDCA is based on chan-
nel contention using a random backoff mechanism. Several
enhancements have been proposed to improve the efficiency
of EDCA further [13], [14], [15]. Additionally, to enhance
Wi-Fi’s overall performance, the state-of-the-art Wi-Fi 6 provi-
sions orthogonal frequency-division multiple access (OFDMA)
which can significantly improve the latency performance [16].
However, the question of how to leverage the ACs and OFDMA
optimally for TI communication? has not been addressed to date.

Independent of Wi-Fi, a few application layer strategies
exist for multiplexing video and tactile traffic. The proposals
video-haptic (VH) multiplexer [17] and dynamic packetization
module [18] augment the two traffic types to generate a single
data stream, thereby inevitably requiring the use of a single
AC. Such strategies fail to leverage Wi-Fi’s ACs for differen-
tiated service between video and tactile traffic. On the other
hand, the works in [19] and [20] propose to separate tactile and
video frames for leveraging different ACs. This is a significant
development. However, relying on standard Wi-Fi scheduling
for multiple streams can be worse than single-stream solutions
due to the increase in the amount of contending ACs. Without
designing specialized scheduling policies for TI traffic, this is
counterproductive.

Only a handful of works have studied TI communication
over Wi-Fi. The work in [21] studies the tactile latency using

hybrid coordination function channel access (HCCA), where
the AP orchestrates the channel access. However, HCCA is not
embraced by Wi-Fi vendors due to its protocol complexity, and
hence is not a realistic Wi-Fi solution [22]. The work in [23]
studies the latency-loss tradeoff in tactile traffic by sending
only the latest buffered tactile frame at the time of channel
access and dropping all previous ones. The work in [24] pro-
poses a scheduling algorithm for TI over the fiber wireless
(FiWi) network. None of the above works consider the video
feedback, which forms the bulk of TI traffic. Hence, the above
works are not comprehensive and do not consider realistic TI
application scenarios.

Using standard Wi-Fi design and even state-of-the-art pro-
posals leads to a severely under-optimized system for sup-
porting TI communication. Contrary to this, one needs to
jointly consider both TI application requirements as well as
network characteristics for designing an effective TI frame-
work. Motivated by this, we propose our solution in this work.

C. Our Contributions

In this work, we demonstrate the major issues related to TI
communication over Wi-Fi by taking state-of-the-art 802.11ax
as well as TI scheduling/multiplexing protocols. Identifying
link layer as the bottleneck, we propose a novel link layer
framework, called video-tactile latency scheduler (ViTaLS).
The novelty of our work is the media-aware scheduling
tuned for heterogeneous QoS requirements of video and tac-
tile modalities, while fully conforming to the existing Wi-Fi
standards. Our specific contributions in this work are the
following:

1) By taking as the reference VH multiplexer (VH-
multiplexer), we provide a detailed overview of TI
communication over Wi-Fi 6 and highlight their pitfalls
(Section II).

2) We propose ViTaLS as a way toward TI communication
over Wi-Fi 6/7 networks. We describe the various ingre-
dients of ViTaLS and present its design (Section III-A).

3) We develop a mathematical model for characterizing
packet duration of ViTaLS (Section III-C). Apart from
providing a formal description of ViTaLS, our model
validates the custom simulator used.

4) We also present ViTaLS-optimal—an efficient vari-
ant of ViTaLS for optimizing the MAC queue sizes.
Through extensive objective and subjective evaluations,
we demonstrate that ViTaLS-optimal outperforms the
VH-multiplexer (Section IV).

5) We provide implementation notes to serve as guidelines
for vendors/implementers to deploy ViTaLS-optimal on
Wi-Fi 6/7 devices (Section III-E).

II. TI OVER WI-FI 6: OVERVIEW

Consider the Industry 4.0 use case of a connected fac-
tory (depicted in Fig. 1) with the communication inside the
plant enabled by Wi-Fi 6.2 Human operators control wireless,
mobile robot arms inside the factory. Given the mission-critical

2Although this work is built on top of Wi-Fi 6 specifications, we expect
that it can also contribute to building a TI profile for upcoming Wi-Fi 7.
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Fig. 2. Timing diagram showing DL and UL transmission within the Wi-Fi
6 framework when using VH-multiplexer.

nature of TI applications, it is reasonable to assume a tightly
controlled Wi-Fi 6 network serving only TI traffic. We focus
on a single basic service set (BSS) where a single Wi-Fi 6 AP
serves a set of Wi-Fi 6 STAs. This helps to completely remove
the effects of overlapping BSS, thereby enabling us to isolate
the performance of ViTaLS. We take the VH-multiplexer [17]
as the reference TI multiplexing scheme.

A. Video-Haptic Multiplexer

The VH-multiplexer is designed to operate in the controlled
domain where video and haptic traffic are generated. Let us
assume standard frame rates for video and haptic streams of
60 Hz and 1 kHz, respectively. The VH-multiplexer splits each
video frame into multiple fragments at the application layer.
An application layer message consists of an augmented haptic
frame and a video fragment (H+V in Fig. 2) forming an MAC
protocol data unit (MPDU). This prevents the transmission of
large video frames from holding up haptic frames while also
meeting the video latency budget. The link-layer scheduling
is managed by Wi-Fi 6.

B. Wi-Fi 6 Communication

Channel Access: We show EDCA of Wi-Fi 6 in Fig. 2.
Compared to a slower AC, a faster AC has a smaller: 1) con-
tention window (CW) range and 2) a smaller predefined
interval known as arbitration interframe spacing (AIFS). When
the channel is busy, a device backs off by selecting a ran-
dom backoff counter (BO) uniformly from [0, CW−1], where
CW∈[CWmin, CWmax]. When the channel becomes idle for
AIFS, the BO countdown starts. BO is counted down every
time the channel is idle for a predefined interval of slot size
denoted as Ts. When BO reaches 0, the device transmits a
packet. Upon collision, the CW follows a binary exponential
increase until CWmax is reached.

Video-Tactile Transmission: When an STA wins contention,
it transmits H+V frames in single-user (SU) mode on uplink
(UL) occupying the entire bandwidth. On the other hand, when
the AP wins contention, it could employ OFDMA if there
are kinematic (K) frames for multiple STAs in its queue.
This is multiuser downlink (MU-DL) transmission. Further,
the AP can also provide MU-UL transmissions.3 In MU-UL,
the scheduled STAs transmit H+V frames in allocated portions
of the channel.

3Note that we consider only OFDMA-based multiuser transmission in this
work and not MIMO-based multiuser transmission.

TABLE I
NUMBER OF AVAILABLE AND SCHEDULED STAS IN MU-UL FOR 80 -MHz

CHANNEL FOR THE RU-ALLOCATION SCHEME IN [25]

To summarize, the UL transmissions happen when either an
STA or the AP wins the contention, whereas DL transmissions
only occur when the AP wins. Therefore, when the AP wins, it is
important to first transmit the K frames as they would be queued
up since the previous AP channel access. For TI applications,
the AP must perform an MU-DL first and then provision an
MU-UL. We adopt this strategy throughout this article.

For MU transmissions, the channel is divided into blocks of
subcarriers (tones), known as resource units (RUs). For exam-
ple, an 80 -MHz channel is made up of 996 tones and can be
split into two 484-tone RUs, four 242-tone RUs, eight 106-tone
RUs, and so on. We adopt a simple RU-allocation scheme
proposed in [25] for maximizing the number of STAs sched-
uled during an MU-UL access. Table I summarizes the RU
allocation and number of scheduled STAs. For the MU-DL,
the AP looks up its queue to schedule DL transmissions. In
the case of MU-UL, the information regarding the number of
STAs with UL data and the scheduled ones are exchanged
using buffer status report poll (BSRP), buffer status report
(BSR), and trigger frames [26].

C. Shortcomings of VH-Multiplexer With Wi-Fi 6

We highlight the two important shortcomings of VH-
multiplexer.

1) VH augmentation leaves no scope to selectively transmit
or drop (during congestion) frames belonging to a partic-
ular modality (haptic or video). Hence, VH-multiplexer
fails to enable prioritized frame transmissions, which
severely hampers QoS performance.

2) Collision between augmented VH frames results in a
larger collision duration than when only haptic frames
collide. In a collision-prone Wi-Fi network, this results
in a considerable amount of wasted bandwidth.

We quantify the above claims objectively in Section IV-B1.
In order to overcome the above limitations, we propose the
ViTaLS framework.

III. PROPOSED VITALS FRAMEWORK

We present the architecture and design of the proposed
ViTaLS framework depicted in Fig. 3. For concreteness in
exposition, we have also depicted its workflow in Fig. 4. Note
that we have not explicitly shown the first/last mile commu-
nication in the master domain for brevity and also to map the
workflow to the considered setup of Wi-Fi in the controlled
domain.

A. Design

1) Leveraging Wi-Fi ACs: To enable transmission prior-
itization between tactile and video frames, we propose to
leverage the different ACs of Wi-Fi. At the STAs, the haptic
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Fig. 3. Schematic representation of ViTaLS framework depicting the different
steps involved at MAC layer.

Fig. 4. Detailed workflow showing the data flow between the master and con-
trolled domains encompassing the ViTaLS functionalities for Wi-Fi network
in the controlled domain.

and video frames are assigned to AC_VO (fastest AC) and
AC_VI (slower AC), respectively. This allows us to tune
the scheduling mechanism and other transmission parameters,
such as retry limit and CW range, to suit the heterogeneous
QoS requirements. However, this also poses a challenge. Each
STA now has two independently contending ACs, potentially
leading to higher collisions than single AC solutions [17], [18].
Although Wi-Fi offers virtual collision management between
ACs within a device, AC_VI and AC_VO packets belong-
ing to different devices can still collide. To mitigate this
issue, we propose to increase the CW range of AC_VI signif-
icantly compared to that of AC_VO so that the video frames
reduce their SU transmissions. Essentially, the idea is to reduce
tactile-video frame collisions in a Wi-Fi 6 standards-compliant
manner. At the AP, kinematic frames are enqueued in AC_VO
as they also require ULL guarantees. Haptic transmissions in
the SU mode are marked at t2, t3, and t4 in Fig. 5. We use
the notation tx to refer to different points in time where events
of interest for us take place.

2) Scheduling Video Frames in MU-UL: While increasing
the CW range of AC_VI favors tactile frames, it can potentially
starve the video frames of channel resources, leading to video
QoS violations. To address this, we leverage AP-initiated MU-
UL transmissions for scheduling the video frames. The idea is
to exploit this contention-free UL transmissions for transmit-
ting high-reliability video frames. This implies that the video
latency is predominantly dependent on AP channel accesses.
Since the kinematic frames use AC_VO, one can expect the AP
to get channel access quite often, thereby benefiting the video
traffic. Further, collision-free video transmission also meets

Fig. 5. Timing diagram showing UL and DL transmissions as defined in
ViTaLS framework from the standpoint of Wi-Fi devices and the channel.

the high reliability requirement of the video stream. Moving
video transmissions predominantly to MU-UL is an important
feature of ViTaLS since the collisions occur only between the
tactile frames, which are typically small.

3) Video Fragmentation and Thresholding: Transmitting a
video frame as a whole results in a large MU-UL duration. As
an example, consider 8 STAs, each employing modulation and
coding scheme MCS-9 and generating video traffic at 15 Mb/s.
A channel data rate of 400 Mb/s results in a MU-UL dura-
tion of 6 ms. This causes significant hold-up of tactile frames,
increasing their worst case latency. To prevent this, we adopt
the idea of video fragmentation from the VH-multiplexer and
optimize it further. Each video frame (of size Sv) is split
into multiple fragments of size δSv. Here, δ ≤ 1 denotes
a parameter called fragment threshold. If video frames are
available at the time of the MU-UL, the STA transmits a maxi-
mum of one fragment. Going back to our numerical example,
δ = 0.33 implies three fragments per frame, lowering the
MU-UL duration to 2 ms.

A small δ is favorable for containing the tactile latency, but
it requires more MU-UL accesses per video frame. In the case
of a small number of STAs (denoted by N), a small δ suffices
for meeting the video QoS requirements. However, higher N
results in significant video latency. On the other hand, a large
δ is favorable for video streams but is problematic for tactile
streams. Therefore, an optimal choice of δ is important for
seamless TI interaction. We elaborate on the impact of δ on
TI latency in Section IV-B.

4) Tactile Queue Sizing: As explained in Section I, the per-
ceptual experience degrades marginally even up to 30% tactile
losses [3], [4], [5], [6]. This insight provides us with an oppor-
tunity to maintain a good user experience even during high
load conditions. An efficient way to achieve this is by limit-
ing the tactile queue size (denoted by Q) at the MAC layer.
When the queue is full, the older tactile frames are consid-
ered outdated and dropped to make room for the newer ones.
This induces an upper bound on the tactile queuing latency,
although at the expense of loss. It is important to state the dif-
ference in Q at an STA and the AP, denoted by Qsta and Qap,
respectively. Qsta is the maximum permissible haptic frames in
the queue. Qap is the maximum permissible kinematic frames
for each STA. Using Qsta and Qap as design parameters,
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Algorithm 1 ViTaLS Algorithm at STA
if haptic queue is full then

Drop oldest frame upon new frame arrival
end if
if STA-l wins contention then

Transmit Fh[l] haptic data or Fv[l] video data
end if
if STA-l is scheduled in MU-UL then

if both queues are non-empty then
Transmit multi-TID AMPDU with Fh[l] haptic
data and Fv[l] video data

else
Transmit Fh[l] haptic data or Fv[l] video data

end if
end if

we demonstrate their impact on the overall performance in
Section IV-B.

5) Heterogeneous Payload: Since MU-UL provides
collision-free channel access to the STAs, it is beneficial to
leverage MU-UL access for tactile frame transmissions, when
possible, without necessitating any control overhead. Wi-Fi
6 introduces multitraffic identifier-aggregated MPDU (multi-
TID AMPDU) where heterogeneous MPDUs can be included
in the same packet. According to multi-TID AMPDU, when a
particular AC is scheduled, even MPDUs belonging to higher
priority ACs can be transmitted along with the scheduled AC
MPDUs. We leverage this feature in ViTaLS to piggyback
haptic frames when video frames are scheduled in MU-UL
(t1 and t6 in Fig. 5). In MU-UL transmissions, the haptic
frames are packetized prior to video frames as shown in
Fig. 5. Note that this does not affect the video latency given
that it has a less stringent QoS requirement (30 ms) as well as
the transmission time of a haptic frame is small (around 40 µs
for our setup explained later in Section IV-A1). This greatly
benefits the tactile latency. Further, as per Wi-Fi 6 standards,
padding bits are added to synchronize MU-UL transmission
across the STAs. When the video buffer is empty, only haptic
frames are transmitted in MU-UL.

B. ViTaLS Algorithm

We will now describe the ViTaLS scheduling algorithm at
both STA (Algorithm 1) and AP (Algorithm 2). Let Fh[l] and
Fk[l] denote the amount of queued haptic and kinematic data
(in bytes) belonging to STA-l, respectively.

SU Transmissions: When STA-l wins the channel con-
tention, it sends a packet comprising of either Fh[l] haptic
data or a video fragment depending on the winning AC. We
expect negligible video transmission in the SU mode due to
higher CW for AC_VI (explained in Section III-A).

MU Transmissions: Since we are employing the RU-
allocation proposed in [25], an MU-DL transmission can
accommodate up to eight STAs based on the amount of DL
data per STA. After MU-DL transmission, the AP seeks the
maximum permissible UL data from each STA using BSRP.
Let the maximum permissible video data of STA-l be denoted

Algorithm 2 ViTaLS Algorithm at AP
if queue has Qap kinematic frames for STA-l then

Drop oldest frame for STA-l upon new frame arrival
end if
if AP wins contention then

Schedule STAs with most DL data
Send kinematic AMPDUs on allocated RUs
if STAs have UL data then

Compute MU-UL duration using UL data and RUs
Schedule STAs with highest UL data for MU-UL

end if
end if

by Fv[l] (in bytes). This is the minimum between δSv and
the video queue occupancy. With this information, the AP
schedules up to eight STAs based on Fh[l]+Fv[l]. The MU-UL
duration is computed as the transmission time for the STA with
the highest Fh[l]+Fv[l] and is dependent on the RU allocated
for that STA and MCS used. MU-UL duration (in the form of
PHY layer field L-SIG length) along with the RU allocation
are then communicated to all STAs using the trigger frames.
This is followed by the MU-UL transmission of multi-TID
AMPDUs or haptic AMPDUs.

C. Mathematical Model

We present an analytical model for estimating the packet
durations of ViTaLS. For the ease of analysis, we make the fol-
lowing reasonable assumptions: 1 the probability of AC_VI
winning the channel contention is negligible; 2 the CW
range and the number of backoff stages of AC_VO at AP
and STAs are identical; 3 there is no random access during
MU-UL transmissions resulting in no collisions during this
period as the AP broadcasts the MU-UL schedule to all STAs;
4 all the tactile frames in the queue are transmitted when a

device gets a channel access; and 5 there are no legacy (pre
Wi-Fi 6) devices connected to the AP as TI communication
necessitates a tightly controlled network.

The seminal work of Bianchi [27] provides an accurate
model for the throughput performance of Wi-Fi. Many later
works followed up on Bianchi’s work to model the latency
performance of Wi-Fi [28], [29]. The work in [26] estimates
the throughput for OFDMA-based Wi-Fi 6 systems. Based on
a per-slot analysis, the above works show that the packet trans-
mission probability, denoted by τ , of a device in a slot is a
constant that is dependent only on the CW parameters. As per
these works, if the CW parameters of the AP and STAs are
identical, they have equal τ . It is important to note that this
holds good only if any of the following conditions are satisfied:
a like legacy Wi-Fi systems, there is no AP-initiated MU-

UL transmission [27], [28], [29] and b the STAs do not reset
their BOs after MU-UL transmissions for further channel con-
tention, as is implicitly assumed in [25] and [26]. In ViTaLS,
although the CW parameters of AP and STA AC_VO are iden-
tical (assumption 2 ), none of the above conditions is satisfied.
While condition a does not hold as ViTaLS relies heavily
on MU-UL transmissions, condition b fails since the haptic
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queue of an STA is completely emptied during MU-UL trans-
missions (assumption 4 ) leading to resetting the BOs. Hence,
these models are not fully applicable in our case. Therefore,
capturing the above intricacies of ViTaLS requires a departure
from existing works. We take up this nontrivial exercise in the
following part.

Characterizing Transmissions: As explained previously, in
ViTaLS, the AC_VO BOs at the devices are reset every time
the AP gains channel access. To make the analysis concrete,
we view the temporal axis as a continuous series of time
durations between the start of consecutive, successful AP
transmissions, which we call intervening time. This is denoted
as Tint in Fig. 5. Note that within Tint, there can be x ≥ 0
SU transmissions. This includes collided as well as successful
ones. For the ease of analysis, we ignore the binary expo-
nential nature of the backoff process. To begin with, let us
consider the number of transmissions from a given STA in Tint.
x can be interpreted as the number of independent backoff
choices such that their cumulative sum is smaller than AP’s
backoff choice. We use the fact that the PDF of the sum of
independent random variables is the convolution of their indi-
vidual PDFs. Ignoring collisions, we can think of the devices
as picking a real backoff value uniformly with the distribution
f (x) = 1, ifx ∈ [0, 1], and 0 otherwise. Note that we han-
dle collisions separately later in our model. This gives us the
probability of at least n transmissions by the STA as

P(x ≥ n) =
∫ 1

0

(
f (x) ∗ n convolutions· · · ∗ f (x)

)
dx = 1/(n + 1)!.

The limits of the integral denote the range of AP backoff val-
ues on the new scale. From first principles, the probability of
exactly n transmissions by the STA can then be derived as

P(n) = P(x ≥ n) − P(x ≥ n + 1) = (n + 1)/(n + 2)!.

We can now calculate the expected number of SU transmis-
sions per STA in Tint as

E[n] =
∞∑

n=0

nP(n) = e − 2 ≈ 0.72. (1)

This means that for every AP transmission, each STA trans-
mits a mean of approximately 0.72 SU packets. This reveals
that τ of the AP and STAs are nonidentical in ViTaLS. This
important finding is a significant departure from the existing
works and forms the basis of our mathematical model.

Collision Model: The work in [26] derives τ as

τ =
[
(1 − Pc − Pc(2Pc)

m)(CWmin + 1)

2(1 − 2Pc)
+ 1

2

]−1

(2)

where m is the retry limit and Pc is the collision probability
of a transmitted packet. We will append the notations used
so far with subscripts “ap” and “sta” to denote the specific
parameters of AP and STA, respectively. Due to the asymmet-
ric nature of transmissions between AP and STA derived in
(1), we can obtain the respective transmission probabilities as

τap = τ, and τsta = ατ (3)

where α = E[n]. Based on τsta and τap, the collision proba-
bilities of AP and STA can be expressed as

Pc,ap = 1 − (1 − τsta)
N (4)

Pc,sta = 1 − (
1 − τap

)
(1 − τsta)

N−1. (5)

The closed form expressions for Pc,ap and Pc,sta can be
obtained by solving (2)–(5).

Due to packet retransmissions, one can think of collisions as
resulting in additional data to transmit from the standpoint of
the network. Further, the collisions result in bigger packets due
to MPDU aggregation. Therefore, the overall data rate scales
by a factor of 1/(1−Pc). Due to assumption 3 , the AP colli-
sions result only in kinematic frame retransmissions. Further,
MU-UL transmissions also involve padding due to the unequal
haptic frames at the STAs. Essentially, the amount of padding
is determined by the STA with the highest haptic queue occu-
pancy at the time of MU-UL transmission. As an upper bound,
every successful SU transmission by an STA would create a
padding frame equal to the amount of transmitted haptic data.
Hence, the data rates of MU and per-STA SU transmissions
can be, respectively, expressed as

DMU = N
[(

δSv + H
)

fv + (Sh + H)fh + (Sk + H)fk
1 − Pc,ap

]

DSU =
( α

1 + α

) (Sh + H)fh(
1 − Pc,sta

)
where H denotes the header overhead per MPDU, α/(1+α) is
the ratio of haptic data transmitted by an STA to that by the AP.
fh, fk, and fv denote the frame rates of haptic, kinematic, and
video traffic.

Fine-Grained Durations: Denoting channel bandwidth as B,
the mean duration of each MU and SU transmission can be,
respectively, expressed as

TMU = Te
MU + DMUTint

B
, TSU = Te

SU + DSUTint

αB
(6)

where Te
MU and Te

SU denote the extra time per MU and SU
transmission, respectively, due to control signals (TF, BSR,
BSRP, etc.), PHY layer header, and other overheads (SIFS,
AIFS, etc.). The expected backoff duration can be given as

Tb = CWminTs
2

[
1−(2Pc,ap)

m

1−2Pc,ap

]
. (7)

We can now express Tint as

Tint = Tb + αNTSU + TMU. (8)

Substituting (7) and (8) in (6), we obtain the simultaneous
equations

− αNTSU +
( B

DMU
− 1

)
TMU = B

DMU
Te

MU + Tb

( B

DSU
− N

)
TSU − TMU

α
= B

DSU
Te

SU + Tb

α
. (9)

The above equations can be solved to obtain closed-form
expressions for TMU and TSU in terms of parameters of Wi-Fi
and video-tactile traffic.

The parameters TMU and TSU significantly affect the latency
performance of ViTaLS. Modeling video-tactile as a func-
tion of the above parameters is nontrivial and requires further
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analysis. This forms a part of our future work. Hence, in
Section IV, we validate the estimated TMU and TSU through
simulations.

D. Complexity Overhead

In ViTaLS, we primarily leverage the MU-UL and multi-
TID AMPDU features of 802.11ax protocol without modi-
fying either the channel contention or the frame exchange
mechanisms. For MU-UL transmissions, the scheduling and
allocation of RUs are done by the AP as discussed earlier in
Section III-B. This requires neither sorting of STAs accord-
ing to their queue sizes nor proportional allocation of RUs.
Hence, the MU-UL transmissions of ViTaLS adds no com-
plexity overhead with respect to 802.11ax framework. Further,
the STAs use standard 802.11ax headers to indicate the multi-
TID AMPDU. Hence, there is no additional header complexity
incurred as well. For composing the heterogeneous payload,
the STAs packetize the haptic frames prior to the video frag-
ments. Note that a haptic frame is typically much smaller in
size compared to a video fragment. Further, an STA packetizes
all haptic frames in the queue without requiring to perform
any sorting or searching. To summarize, by design, the imple-
mentation changes required for ViTaLS are within the scope
of 802.11ax framework and do not introduce any additional
complexities in terms of communication as well as coding.

E. Implementation Notes

Deployment of ViTaLS requires only minor modifications at
the link layer. First, the CW range of AC_VI should be config-
ured to a much larger value than that of AC_VO. Under tightly
controlled Wi-Fi networks allowing only TI traffic, this will
not increase the video latency proportionately as the MU-UL
access will satisfy the necessary video QoS requirements.
Second, video frames at STAs should be fragmented as per the
predefined δ before forwarding to the physical layer. Within
the BSRs, the STAs must communicate to AP the amount of
queued haptic frames and the permissible video data (based
on δ) instead of the entire video queue occupancy. Lastly,
the MAC queue of AC_VO should adopt a head-drop scheme
for dropping earlier haptic frames when new ones arrive. The
proposed updates to link layer can also serve as a basis for
developing the TI operation profile for Wi-Fi 7.

IV. PERFORMANCE EVALUATION

In this section, we describe the experimental setup for the
performance evaluation of ViTaLS and present our important
findings.

A. Experimental Setup

1) Objective Evaluation: Since deploying custom MAC
algorithms at the kernel level on real Wi-Fi devices is challeng-
ing, we developed a custom Wi-Fi MAC simulator written in
C++ for objective evaluation of ViTaLS. To facilitate rapid
developments in the field of TI over Wi-Fi, we have open-
sourced our simulator.4 In our simulations, we use MCS-9

4Wi-Fi 6 MAC simulator—https://github.com/VinGok/Tactile-WiFi

TABLE II
802.11AX CONFIGURATION PARAMETERS USED IN OUR SIMULATIONS

Fig. 6. VE setup showing the haptic device with the video feedback in
master domain (left) and actual scene in the controlled domain (right).

in a static fashion. This removes the impact of rate adapta-
tion, enabling us to measure the performance improvement
solely due to ViTaLS. This is a common approach in [9]. For
our work, we choose a channel bandwidth of 80 MHz in the
5-GHz spectrum. The typical 802.11ax parameters are set as
shown in Table II.

The tactile traffic is generated at the standard rate of 1 kHz.
Each kinematic and haptic frame is 480 and 240 B, respec-
tively, amounting to 5.8 Mb/s of tactile traffic per STA. The
video frames, each of size 30 kB, are generated at 60 Hz. This
corresponds to realtime 4K video or VR traffic. Accounting
for the packet header overheads, we obtain an overall traffic
of roughly 25 Mb/s per operator–teleoperator pair.

2) Subjective Evaluation: For our subjective experiments,
we employ TI extensible testbed (TIXT), that we developed in
an earlier work [30]. The testbed encompasses real networks
and tactile devices. We leverage NetEm—a standard network
emulator for network latency and packet losses. We incor-
porate the latency and loss characteristics obtained from our
simulations in the emulator. This setup provides an easy
way to assess the subjective quality of ViTaLS and the
VH-multiplexer.

We perform TI interactions with a virtual environment (VE)
setup with a standard Novint Falcon haptic device on a real
network. Compared to our real teleoperation testbed (shown
in Fig. 1), this approach provides consistent and easily repro-
ducible results. We leverage a VE game that we developed
in-house. The task for the participant is to interact with a VE
object and move it to predetermined target locations, as shown
in Fig. 6. The VE runs on a remote workstation (right-side
display shown for illustration) and supplies haptic and visual
feedback to the operator (left-side display).

The subjective study involved 20 participants in the age
group between 17 and 53 years, with an average of 25 years.
Roughly half of the participants were novice users of the haptic
device. Each participant interacts with the VE under different
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Fig. 7. (a) Comparison between transmission durations (TMU and TSU) of ViTaLS as per our model (M) and simulations (S). (b) Collision probability of
ViTaLS and VH-multiplexer. (c) Overall time spent in collision for the case of ViTaLS and VH-multiplexer. (d) Asymmetric channel access latency between
AP and STAs along with their mean values.

Fig. 8. Comparison of latency profiles between ViTaLS and VH-multiplexer under different communication modes. (a) Tactile in basic mode, (b) video in
basic mode, (c) tactile in RTS/CTS mode, and (d) video in RTS/CTS mode.

network settings. The participants grade their TI experience
on a scale of 10 as follows:

10: no perceivable impairment; 8–9: slight impairment but
no disturbance; 6–7: perceivable impairment, slight distur-
bance; 3–5: significant impairment, disturbing; 1–2: extremely
disturbing.

B. Results

1) Objective Evaluation: Owing to the ULL requirements,
TI applications can only be supported in scenarios where the
network load is significantly lower than the saturation through-
put. In such scenarios, both ViTaLS and VH-multiplexer will
yield the same network throughput. Hence, we do not show
network throughput as a performance metric. However, there
is a significant difference in their latency performance, which
we will elaborate on in the rest of this article. In our sim-
ulations, we empirically choose δ = 0.33 unless mentioned
otherwise.

Model Validation: We begin by validating our mathemati-
cal model. To match the fluid nature of traffic assumed in the
model, we reduce the impulses created by video frames by
smoothing the data generation process. Also, we use a sin-
gle backoff stage with the retry limits specified in Table II.
For a traffic setting of 15 Mb/s per operator–teleoperator pair,
it can be seen in Fig. 7(a) that the estimations given by our
model (M) for both TMU and TSU corroborate very well with
the simulations (S). TMU increases monotonically with the
amount of STAs as the network load and channel contentions
increase proportionately. On the other hand, TSU increases
rather slowly with N. This is because the SU transmissions
occupy the entire channel bandwidth, which is significantly
high in Wi-Fi 6 and 7 networks.

Packet Collisions: We now compare the amount of packet-
level collisions between ViTaLS and VH-multiplexer. In

Fig. 7(b), we present the collision probabilities of AP and
STAs. ViTaLS improves the collision probabilities albeit
marginally as it does not modify the channel contention mech-
anism. The improvement, however, comes from the fact that
there are more successful packets transmitted due to a reduc-
tion in the wastage of airtime. On the other hand, ViTaLS
prevents the collision of video fragments to a large extent as
described in Section III-A2. To assess this effect, we measure
collision time—the percentage of total time that is wasted due
to collisions, shown in Fig. 7(c). Taking VH-multiplexer as
the baseline, ViTaLS reduces the collision time by up to 30%.
Apart from prioritizing tactile frames, this significant reduc-
tion in the collision time is a major reason for the expected
latency improvement of ViTaLS.

Latency Measurements: We plot the PDF of the channel
interaccess latency for AP and STAs along with their mean
values in Fig. 7(d) for N = 8 and Qap = Qsta = 50. Note
that the STA interaccess latency includes both SU and MU
channel accesses. As expected, each STA gets channel access
much more frequently than the AP. This is because of the AP-
initiated MU-UL transmissions. This implies that the haptic
frames encounter significantly lower latency than the kine-
matic frames.5 This is an important observation and will be
utilized later in this section for optimal tactile queue sizing.

We now present the worst case latency performance of
ViTaLS and VH-multiplexer over a range of N. We take the
95th percentile value as the worst case latency. In Fig. 8(a)
and (b), we show the tactile and video latency profiles, respec-
tively, for basic mode of transmission where data packets
are transmitted without any control frames. As can be seen,
ViTaLS comprehensively results in significantly lower latency
overall with a peak reduction of up to 47% in the two-way

5To reiterate, the haptic and kinematic frames are transmitted on UL and
DL, respectively.
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Fig. 9. (a) Evaluation of ViTaLS depending on the system parameters. Impact of (a) fragment threshold (δ) on video-tactile latency, (b) STA queue size
(Qsta) on haptic latency and loss, and (c) AP queue size (Qap) on kinematic latency and loss.

Fig. 10. (a) Tactile loss for different AP and STA queue sizes along with the loss threshold of 30%, (b) latency characteristics, and (c) loss characteristics
of ViTaLS, ViTaLS-optimal, and VH-multiplexer.

latency, which is the sum of haptic and kinematic latency.
Up to N = 3, where the amount of collisions is negligi-
ble, the tactile latency of ViTaLS and VH-multiplexer are
comparable. However, the video latency of ViTaLS is signif-
icantly lower. For δ = 0.33, three MU-UL channel accesses
are required to transmit a video frame. On the one hand,
the VH-multiplexer transmits a video frame over ∼17 hap-
tic frames (video frames are generated at 17 ms intervals),
and thereby takes much longer. On the other hand, it can
be seen that beyond N = 8, the video latency of ViTaLS
increases drastically. This is primarily because the chosen δ

cannot match the video generation and transmission rates. A
higher δ is favorable at higher network loads. On the contrary,
the video latency of the VH-multiplexer is still contained, as
every SU transmission also carries video fragments.

As explained in Section II-C, one of the reasons for the
high latency of VH-multiplexer is the significant collision
time. A standard method to reduce collision time is to use
request-to-send (RTS) and clear-to-send (CTS) frames. To
understand if this results in performance improvement of the
VH-multiplexer, we enable RTS/CTS with an RTS threshold
of 1 kB. The latency profiles are presented in Fig. 8(c) and (d).
VH-multiplexer sees no performance improvement in both tac-
tile and video latency, as RTS/CTS is known to be effective
only when N is substantially higher [31]. In the remainder
of this article, we focus on the performance of ViTaLS up to
N = 8 in basic communication mode (without RTS/CTS).

Impact of δ: In Fig. 9(a), we present the impact of δ on the
latency characteristics of ViTaLS by varying δ in the range
[0.1,1]. As can be seen, the two-way latency is an increas-
ing function of δ since larger video fragments negatively
impact the worst case tactile latency. On the other hand, the

video latency is a decreasing function of δ. Further, the min-
imum feasible value of δ for meeting the video QoS latency
increases with N due to less frequent MU-UL channel access.
It is important to note the tradeoff between tactile and video
latency, as explained in Section III-A. Further, given N, the
two-way latency varies significantly over the sweep of δ. This
suggests that choosing the optimal δ is crucial for a smooth
TI experience. Although determining the optimal δ is out of
the scope of this article, we empirically choose δ = 0.33 for
the rest of our experiments. This guarantees minimum tactile
latency while also supporting video QoS even for 8 STAs.

Impact of Qsta and Qap: Naturally, higher Qsta and Qap
result in higher tactile latency and lower loss. This can be
seen from Fig. 9(b) and (c), respectively. For N = 5, the loss
reaches 0 % at Qsta = 4, at which point the haptic latency
saturates at around ∼4 ms. This implies that at most four hap-
tic frames are queued up at the STAs, and higher Qsta would
overprovision the queue. Hence, Qsta = 4 is sufficient to trans-
mit all haptic frames without dropping any. Due to the higher
channel interaccess latency at AP, Qap needs to be higher to
achieve 0% loss for the same value of N. Note the difference
in scale of the latency axis in Fig. 9(b) and (c). Further, the
minimum Qsta and Qap for achieving 0 % loss increase with
N due to higher collisions and more queueing. These insights
suggest that there is potential for further improving the latency
performance of ViTaLS by trading off loss through controlling
the queue sizes.

We present the tactile loss as a function of queue sizes in
Fig. 10(a). For N = 1 and 2, even a small queue size of 1
frame results in no loss. For higher N, it can be seen that for
the same queue size, the AP drops more frames than STAs.
This is due to the asymmetric AP and STA channel interaccess
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Fig. 11. User grades showing that ViTaLS-optimal outperforms
VH-multiplexer and ViTaLS over different network settings.

behaviors [explained earlier in Fig. 7(b)]. Therefore, to achieve
a target tactile loss one needs to employ different values for
Qsta and Qap, and further tune it depending on N for optimal
performance. For instance, to utilize the 30% tactile loss target,
one can set Qsta = Qap = 1 for N = 4, whereas Qsta = 2
and Qap = 4 is the optimal setting for N = 8.

ViTaLS-Optimal: With the above insights, we empirically
tune Qsta and Qap for each setting of N to fully utilize the
30% loss target. As explained in Section I, this level of tactile
loss is known to be imperceivable to human operators in many
TI interactions [3], [4], [5], [6]. We call this version of ViTaLS
as ViTaLS-optimal. We now compare the performances of
ViTaLS, ViTaLS-optimal, and VH-multiplexer. In Fig. 10(b),
it can be seen that ViTaLS-optimal yields a reduction of up
to 82% in two-way latency compared to VH-multiplexer. The
advantage of exploiting the loss threshold is clearly reflected
in the latency improvement. Further, the video latency of
ViTaLS-optimal also improves since dropping tactile frames
reduces the network load. As seen in Fig. 10(c), the tac-
tile loss in case of ViTaLS-optimal reaches up to 30 %. The
nonmonotonic loss behavior is because the optimal Q is fine-
tuned depending on N. The video loss for all schemes is
negligible.

2) Subjective Evaluation: In Fig. 11, we present the user
grades for the cases of VH-multiplexer, ViTaLS, and ViTaLS-
optimal under three network conditions: N = 2, 5, and 7.
At N = 2, the performances of the three methods are
comparable due to similar latency profiles. At higher N,
the users experience a significant disturbance with both
VH-multiplexer and ViTaLS, although ViTaLS provides much
better objective performance—a two-way latency of 27.5 ms
with VH-multiplexer versus 17.2 ms with ViTaLS for N =
7. The reason for similar subjective performance between
VH-multiplexer and ViTaLS despite the objective improve-
ment is that the above latency numbers exceed the ULL
budget by a significant margin. On the other hand, ViTaLS-
optimal provides a significantly higher subjective performance
despite the high network load due to its ability to dynamically
drop frames without causing any perceptual degradation. This
further substantiates the efficacy of ViTaLS-optimal.

V. CONCLUSION AND FUTURE WORK

In this work, we investigated the less explored problem of
TI communication over Wi-Fi 6 networks. We showed concep-
tually and experimentally that the state-of-the-art scheduling

schemes in TI fall short of satisfying the ULL require-
ment. To bridge this gap, we designed ViTaLS—a novel
latency scheduling framework for TI. Taking VH-multiplexer
as the baseline, we showed that ViTaLS reduces the tactile
latency by about 47 %. Further, we present ViTaLS-optimal
that employs optimal queue sizes, leading to 82% latency
improvement over VH-multiplexer. Using a realistic TI testbed
encompassing haptic devices and a network, we demonstrated
that ViTaLS-optimal maintains a high quality user experience
even under high load conditions, while the performance of
VH-multiplexer deteriorates significantly. The proposed frame-
work can be a strong candidate for making Wi-Fi 6 fit for TI
communication. Further, ViTaLS-optimal can also be used to
create a TI operation profile for Wi-Fi 7 systems.

In future, we would like to investigate the interplay between
the parameters of ViTaLS, such as δ and Q, as well as their
dependence on the network load and TI application charac-
teristics. Additionally, we would like to focus on tuning these
parameters in realtime using AI-based solutions for reaping the
full benefits of ViTaLS [32]. Further, testing ViTaLS-optimal
on real Wi-Fi 6 devices is an interesting research avenue.
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