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Phase-Coded FMCW for Coherent MIMO Radar
Utku Kumbul , Graduate Student Member, IEEE, Nikita Petrov , Cicero S. Vaucher , Senior Member, IEEE,

and Alexander Yarovoy, Fellow, IEEE

Abstract— The phase-coded linear-frequency-modulated
continuous-wave (PC-FMCW) waveform with a low sampling
processing strategy is studied for coherent multiple-input
multiple-output (MIMO) radar. The PC-FMCW MIMO
structure, which jointly uses both fast-time and slow-time
coding, is proposed to reduce sidelobe levels while preserving
high range resolution, unambiguous velocity, good Doppler
tolerance, and low sampling needs. The sensing performance
and practical aspects of the introduced PC-FMCW MIMO
structure are evaluated theoretically and verified experimentally.
The numerical simulations and experiments demonstrate that
the proposed MIMO keeps the advantages of the linear-
frequency-modulated continuous-wave (LFMCW) waveform,
including computational efficiency and low sampling demands,
while having the ability to provide low sidelobe levels with
simultaneous transmission.

Index Terms— Linear frequency modulation (LFM), multiple-
input multiple-output (MIMO), phase-modulated chirps, radar
signal processing.

I. INTRODUCTION

THE multiple-input multiple-output (MIMO) systems are
commonly used in automotive radars for detection, track-

ing, and classification of targets in traffic environments under
diverse weather conditions [1]. The MIMO technology enables
achieving high angular resolution while keeping the radar
complexity and costs low. To implement the MIMO schemes,
it is essential that the waveform of different transmitters
can be identified upon signal reception. Therefore, the trans-
mitted waveforms should be orthogonal or have very low
cross-correlations.

In this study, we investigate the utilization of the
phase-coded linear-frequency-modulated continuous wave
(PC-FMCW) waveforms with a low sampling receiving strat-
egy for simultaneous MIMO transmission. We propose a
novel PC-FMCW MIMO radar structure, which combines
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both fast-time and slow-time coding to lower sidelobes while
maintaining simultaneous transmission of the waveforms, high
range resolution, unambiguous velocity, good Doppler toler-
ance, and low signal sampling requirements. Furthermore, for
the first time in literature, we assess the performance of such
waveforms in application to coherent MIMO radar. To do
that, we overview the state-of-the-art MIMO techniques in
Section II and then introduce the signal model and possi-
ble receiver structures for the single transmit scenario with
PC-FMCW waveform in Section III. Then in Section IV,
we give the signal model and the required processing steps
for the proposed PC-FMCW MIMO radar with a simultane-
ous transmission scheme. Subsequently, the performance of
the proposed MIMO radar is assessed in different domains
and compared with the other state-of-the-art techniques in
Section V. Moreover, we have applied the proposed method
to a real scenario, and the experimental verification is demon-
strated in Section VI. Finally, the conclusions are drawn in
Section VII.

II. STATE-OF-THE-ART MIMO TECHNIQUES

Currently, there are two competing waveform classes for
the MIMO systems in automotive radars: phase-modulated
continuous wave (PMCW) and linear-frequency-modulated
continuous wave (LFMCW) [1]. While the PMCW waveforms
can provide high mutual orthogonality to realize the MIMO
radar [2], [3], [4], they requires high sampling from analog-to-
digital converter (ADC) to achieve high range resolution [5].
Moreover, the PMCW waveform has poor Doppler tolerance,
and the orthogonality between codes heavily suffers from the
Doppler frequency shift due to the target’s movement [6].
On the other hand, the LFMCW waveforms can provide
high range resolution, good Doppler tolerance, and low side-
lobes [7], [8], [9]. Moreover, simple hardware implementation
and low sampling requirements from ADC favor the utilization
of the LFMCW waveforms in the automotive radars [5]. How-
ever, these advantages come with the price of having limited
waveform diversity. Without additional techniques to secure
orthogonality, the multiple LFMCW radars operating simul-
taneously within the same frequency bandwidth suffer from
mutual interference [10], [11], [12], [13]. To ensure orthog-
onality between transmitters, various transmitting schemes
have been proposed for the LFMCW waveforms [14]. These
methods aim to achieve orthogonality between transmitters in
time, frequency, chirp slope, or code domains, which result in
different advantages and disadvantages.

The simplest approach to distinguish the received signals
associated with different transmitters is time-division multiple
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access (TDMA). In the TDMA transmission scheme, chirp
sequences are consecutively transmitted one by one by each
transmit antenna. However, the time duration between chirps
transmitted by the same antenna (pulse repetition interval)
increased, and hence the maximum unambiguous velocity
of the target is degraded by a factor of the number of
transmitters [1]. Moreover, different transmitters illuminate a
target at different time instances, which introduces a phase
error for moving targets and increases the angle estimation
errors [15]. To deal with this, various techniques are proposed
to eliminate the phase migration introduced by every moving
target in the virtual array response [15], [16], [17]. Although
the motion-induced phase error can be addressed, reducing
the maximum unambiguous velocity by a factor of transmit
channels prevents increasing the number of transmitters, and
thus improving the angular resolutions is limited in the TDMA
transmission scheme.

Another method to achieve orthogonality between trans-
mitting channels is slow-time code division multiple access
(ST-CDMA). In the ST-CDMA transmission scheme, the
phase codes are used to modulate the initial phases of each
chirp pulse and let all the transmit channels simultaneously
transmit signals with different codes. One particular imple-
mentation of such coding is achieved using Doppler-division
multiple access (DDMA). In the DDMA transmission scheme,
the phase shifts are set such that different transmit channels
appear in different parts of the Doppler spectrum, and thus
they emulate Doppler frequency shift [18]. However, sharing
the Doppler spectrum downgrades the maximum unambiguous
velocity by a factor of the number of transmit channels.
Consequently, a target with a velocity higher than the reduced
maximum unambiguous velocity will appear in the Doppler
spectrum assigned to another transmit channel. This disad-
vantage restrains increasing the number of transmitters and
thus limits improving the angular resolution using DDMA.
In general ST-CDMA implementations, the phase codes are
designed to spread signals of different transmitters throughout
the full Doppler spectrum as pseudonoise after decoding in
the slow time with the reference phase code signal. As a
result, a maximum of 10 log10(Np) dB isolation between
transmitter channels in slow time can be achieved using Np

chirp pulses [19]. However, decoding in the slow time leads to
increased sidelobes in the Doppler domain. Moreover, the code
length and the number of chirp pulses are limited for the slow-
time phase coding [14]. Hence, the slow-time phase coding
alone is not enough to provide high mutual orthogonality and
suffers from high Doppler sidelobes.

In addition, the fast-time code division multiple access
(FT-CDMA) can provide high mutual orthogonality between
transmitting channels to realize simultaneous transmission for
the MIMO system. Consequently, the FT-CDMA transmission
scheme can address the degradation problem in the maxi-
mum unambiguous velocity seen in the TDMA and DDMA
transmission schemes. For this purpose, the circulating codes
which use a small frequency shift are proposed to modulate
LFMCW waveforms in adjacent frequency bands [20]. On the
other hand, such coding results in degradation in the range
resolution. Alternatively, the circulating codes are used with

slow-time coding for the pulses in [21]. However, this method
requires a special technique for Doppler processing, and the
windowing function cannot be applied to reduce sidelobes
further. In [22], the chirp signal modulated with orthogo-
nal frequency division multiplexing (OFDM) waveform is
proposed to improve the range resolution. However, such
a waveform imposes different limitations on the waveform
parameter selection and is difficult to use.

The aforementioned limitations can be circumvented using
the PC-FMCW waveform. In the PC-FMCW radar, the phase-
coded signals are used to modulate the phase changes within
the chirp, and a maximum of 10 log10(Nc) dB isolation
between transmitted signals can be achieved in the fast time
using Nc number of chips per chirp. Such PC-FMCW wave-
form keeps all the benefits of the LFMCW waveform, such
as good Doppler tolerance and high range resolution, while
providing high mutual orthogonality necessary for the simul-
taneous MIMO transmission [23]. Moreover, the PC-FMCW
waveforms can be jointly used with the slow-time coding to
decrease the sidelobe levels further.

Recently, various processing methods for the PC-FMCW
waveforms have been developed [24], [25], [26], [27], [28],
[29], [30]. Initially, the traditional full-band match filter
receiver, where the received signal is correlated with the
transmitted signal, is used to process such waveforms [24].
However, the acquisition of the received signals with its full
band demands a high sampling rate from ADC. To reduce
the sampling requirements, two approaches based on the
dechirping receiver structure have been proposed: the com-
pensated stretch processing and the group delay filter [25],
[26], [27], [28], [29], [30]. The compensated stretch processing
corresponds to performing a filter bank for all ranges of
interest, which requires high computational complexity com-
pared with the standard stretch processing. The group delay
filter, on the other hand, can be efficiently realized via an
infinite impulse response (IIR) filter [30]. Thus, the limited
processing power of automotive radars favors the utilization
of the group delay filter receiver. However, the group delay
filter causes a quadratic phase shift on the dechirped signal and
distorts the received code signal. Consequently, this distortion
significantly degrades the decoding performance when codes
with a high number of phase changes per chirp (meaning
substantial code bandwidth) are used [31]. Such performance
degradation limits the code length and, associated with it,
signal isolation. To deal with this issue, the phase smooth-
ing operation is proposed to obtain smoothed phase code
(e.g. Gaussian minimum shift keying), and then the phase lag
compensation (PLC) is applied to the transmitted phase code
to eliminate the undesired effect of the group delay filter [32].

III. PRELIMINARIES

This section introduces the preliminary studies for the
PC-FMCW waveforms and the competing receiver approaches
with low sampling requirements.

Assume a radar transmits multiple chirp pulses with a chirp
duration T and chirp bandwidth B . The fast-time term t can be
defined as t = t �−mT , where t ∈ [0, T ], m = 0, . . . , Np−1 is
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the index of slow time, Np is the number of chirp pulses, and
t � is the total duration of the one snapshot or frame. In only
fast-time coding case, each chirp pulses use the same phase-
coded signal s(t) to modulate chirp phases. Then, the mth
phase-coded chirp in the transmitted burst can be given as

xT(t, m) = s(t)e− j (2π fct+πkt2) (1)

where fc is the carrier frequency and k = B/T is the
chirp slope. Herein, the phase of the chirp signal changes
according to the code sequence s(t). Subsequently, the chip
(code) duration is defined by Tc = T/Nc , where Nc denotes
the number of chips within one chirp. Increasing Nc raises the
bandwidth of the code as Bc = Nc/T . In this study, we assume
that the bandwidth of s(t) is much smaller than the chirp
bandwidth Bc � B . The transmitted signal (1) is reflected
from a target and received with a delay. The round trip delay
for a target with constant velocity can be written as

τ (t, m) = 2(R0 + v0(t + mT ))

c
= τ0 + 2v0

c
(t + mT ) (2)

where R0 is the range, v0 is the velocity, and c is the speed
of light. Then, the received signal reflected from a point-like
target is the round trip delayed version of the transmitted signal
and can be written as

xR(t, m) = α0 xT(t − τ (t, m), m) (3)

where α0 is a complex amplitude proportional to the target
backscattering coefficient and propagation effects. Hereafter,
we substitute all the constant terms of signal processing into
α0 without loss of generality. In the dechirping process, the
received signal is mixed with the complex conjugate of the
uncoded chirp signal. Then, the dechirped signal can be written
as [31]

xM(t, m) = xR(t, m)e j(2π fc t+πkt2)

= α0s(t − τ (t, m))e j (2π fcτ0+2π( fb+ fd )t+2π fd mT )

≈ α0s(t − τ0)e
j (2π fbt+2π fd mT ) (4)

where fb = kτ0 is the beat frequency, fd = 2v0 fc/c is the
Doppler frequency, and we used (1 − 2v0/c) ≈ 1 since the
target velocities v0 � c for automotive scenario. Moreover,
2π fcτ0 is incorporated into α0 as a constant phase term.
In addition, the Doppler frequency shift in the fast time is
typically negligible compared with the beat frequency reso-
lution (one range cell) for dechirping-based automotive radar
processing, and thus we can approximate 2π( fb + fd)t ≈
2π fbt . Note that the Doppler frequency shift in the slow-time
2π fd mT will be used for velocity estimation via slow-time
processing. The slow-time processing is straightforward and
the same as in the traditional FMCW automotive radar process-
ing. The filter bank and group delay receiver techniques are
only related to the fast-time processing part, and thus we focus
on signal analysis in the fast time for Sections III-A–III-C. The
dechirped signal related to the fast-time part can be recast as

xM(t) = α0 s(t − τ0)e
j (2π fbt). (5)

A. Filter Bank Receiver

The matched filter, which is an optimal receiver in white
noise, can be realized by performing a filter bank for all
possible range–Doppler hypotheses [33]. To apply filter bank,
we can alternatively interpret the formulation of (5) by con-
sidering the response of a general waveform s(t) with the time
delay τ0 and the virtual Doppler frequency shift fVD = kτ0.
Herein, the direct relationship between the parameters pair
fVD = kτ0 necessitates a 1-D search across the parameter τ .
Then for each τ , the filter bank receiver performs [31]

y(τ ) =
� T

0
xM(t)s∗(t − τ )e− j(2πkτ t)dt . (6)

After sampling by ADC operating at the sampling frequency
fs and stored in a vector, the complex mixer output can be
defined as

xM = α0s(n/ fs − τ0)e
j(2πkτ0 n/ fs ) (7)

where xM ∈ CN×1 and t = n/ fs , n = 0, . . . , N − 1.
For each given τ , the hypothesis part in the integral (6) can

be written via a Hadamard product of two vectors b(τ )� s(τ )

b(τ ) = e j(2πkτn/ fs )

s(τ ) = s(n/ fs − τ ) (8)

where b(τ ), s(τ ) ∈ CN×1, n = 0, . . . , N − 1. Then, the
vectors with different τ are stacked up in columns and stored
in the N × Nr matrices as B = [b(τ0), . . . , b(τNr )] and
S = [s(τ0), . . . , s(τNr )], where the number of range cells in the
range grid is denoted by Nr . Subsequently, the convolution (6)
can be represented via a vector product as

y = (B � S)H xM. (9)

Consequently, the vector y contains the range profile.
In [25], shifting the reference phase-coded signal for each
range hypothesis is called compensation, and this receiver is
called compensated stretch processing. Performing the filter
bank receiver approach causes the computational complexity
of discrete Fourier transform (DFT) O(N2). A more efficient
implementation via fractional Fourier transform has been
recently proposed, hence being still more costly than the group
delay filter receiver [34], [35].

B. Group Delay Filter Receiver (Without PLC)

The group delay filter receiver approach aims to align the
signals from all ranges for decoding the phase-coded signal
first and then apply fast Fourier transform (FFT) for extracting
the range information from the beat signal. This alignment in
fast time can be realized by applying the group delay filter
before decoding as initially proposed in [29], [30]. Such filter
leads to the group delay τg( f ), which shifts the envelope
of the signal and equals to the first derivative of the filter
phase response [32]. In this case, the group delay filter should
eliminate τ0, and hence the desired group delay can be written
as

τg( f )
��

f = fb
= − 1

2π

dθ( f )

d f

����
f = fb

= −τ0 = − fb/k. (10)
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Subsequently, the group delay filter, which gives the desired
group delay in (10), can be found as [32]

Hg( f ) = e
j
�

π f 2

k

�
. (11)

The resulting group delay filter is applied to the dechirped
signal given in (5) by multiplying its spectrum. Note that
the group delay filter applies different time delays to each
frequency component to eliminate delay term τ0 for each
coded beat signal. As a result of applying nonlinear frequency
shifts, the group delay filter creates an unwanted dispersion
effect on the phase-coded signal. This dispersion term can be
written as

Hdis( f ) = e j( π
k ( f − fb )2). (12)

Then, the dechirped signal in the time domain becomes

yo(t) = α0(s(t) ⊗ hdis(t))e
j(2π fb t) (13)

where ⊗ denotes the convolution operation. For decoding, the
dechirped signal is multiplied with the complex conjugate of
the reference code signal s∗(t). However, the nonlinear shift
on the spectrum of the code signal leads to convolution with
hdis(t). Consequently, the decoding becomes imperfect, and
the decoded signal can be written as [32]

yd(t) = yo(t)s
∗(t)

= α0e j(2π fb t+�(t)) (14)

where (·)∗ denotes the complex conjugate, and �(t) repre-
sents the residual phase error due to the imperfection in
decoding. The range profile can be obtained by performing
FFT on the decoded signal, and thus the group delay fil-
ter receiver leads to the computational complexity of FFT
O(N log2(N)). However, the imperfection in decoding leads
to distortion of the range profile. Moreover, the group delay
dispersion effect becomes crucial for a phase-coded signal
with a wide spectrum. Hence, the sidelobe levels increase
significantly as the bandwidth of modulation sequence s(t)
raises [32]. To improve the decoding performance, compensa-
tion of the group delay dispersion effect will be discussed in
Section III-C.

C. PLC for Group Delay Filter Receiver

The group delay dispersion effect can be eliminated by per-
forming the PLC on the transmitted phase-coded signal before
transmission [32]. The required PLC filter is the complex
conjugate of the dispersion term and can be written as

Hlag( f ) = e
− j

�
π f 2

k

�
. (15)

The resulting PLC filter is performed to the spectrum of
the transmitted code. Then the dechirped signal given in (5)
becomes

xM(t) = α0 ŝ(t − τ0)e
j (2π fbt) (16)

where (.̂) denotes the phase-coded signals that are modified
after performing a PLC filter. Subsequently, the group delay

filter (11) is applied to the spectrum of (16), and the resulting
signal in the time domain becomes [32]

yo(t) = α0s(t)e j (2π fbt). (17)

Note that each coded beat signal is perfectly aligned, and the
group delay dispersion effect is eliminated using PLC. After
applying the decoding, the decoded signal becomes

yd(t) = α0e j (2π fbt). (18)

It can be seen in (18) that the beat signals are recovered
properly. This helps reuse all the software algorithms previ-
ously developed for the LFMCW radar. In addition, large code
bandwidth, which is essential to achieve high orthogonality,
can be used without degrading the sidelobe levels. It should
be noted that PLC leads to an amplitude variation in the
transmitted waveform [32].

IV. PROPOSED PC-FMCW MIMO

This section applies the introduced waveform and process-
ing steps given in [32] to the MIMO system and provides
the signal model for both fast-time and slow-time coded
PC-FMCW. The block diagram of the proposed MIMO radar
structure is illustrated in Fig. 1.

Assume an MIMO radar simultaneously transmits the
PC-FMCW waveforms, in which each chirp pulse uses dif-
ferent phase lag compensated codes for both the fast-time
and slow-time coding. The transmitted waveform for the pth
transmitter can be written as

xTp (t, m) = ŝp,m(t)e− j(2π fct+πkt2) (19)

where 1 ≤ p ≤ P is the index of the transmitter, m is the
index of the chirp sequence, P is the number of transmitters,
and ŝp,m(t) is the phase-coded signal modified by a PLC filter.
Here, the transmitted codes need to be orthogonal with each
other for the mth chirp pulse and pth transmitter. Consider the
MIMO system has L number of receiving antenna elements,
and the index of the receiver is represented as 1 ≤ l ≤ L.
The received signal at the lth receiver will be the round trip
delayed version of the transmitted signal at the pth transmitter.
The received signal reflected from a moving point-like target
can be represented as

xRl (t, m) = α0 aRl (θ)

P�
p=1

aTp(θ)xTp(t − τ (t, m), m) (20)

where aTp(θ) and aRl (θ) are obtained from the steering vectors
of the transmitter and receiver antennas, respectively, and can
be written as

aTp(θ) = e j2πdt (p−1) sin(θ)
λ (21)

and

aRl (θ) = e j2πdr (l−1) sin(θ)
λ (22)

where dt and dr are the spacing between transmitters and
receivers, respectively.
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Fig. 1. Block diagram of the proposed MIMO radar.

To get the beat signals, each received signal is mixed with
the complex conjugate of the uncoded chirp signal as shown
in (4). Then, the dechirped signals can be represented as

xMl (t, m) = xRl (t, m)e j(2π fct+πkt2)

= α0aRl (θ)

P�
p=1

aTp(θ)ŝp,m(t − τ0)e
j(2π fb t+2π fd mT ).

(23)

Applying group delay filter eliminates the τ0 term in code
signals as explained in Section III, and the resulting signal at
the lth receiver becomes [32]

xGl (t, m) = α0aRl (θ)

P�
p=1

aTp(θ)sp,m(t)e j(2π fb t+2π fd mT ). (24)

Subsequently, we can apply the decoding signal for each
chirp pulse, which is the complex conjugate of the transmitted
code. After applying decoding in each receiver channel, the
decoding output signal at the lth receiver decoded with code
signal at the pth transmit channel can be obtained as

dl,p(t, m) = xGl (t, m)s∗
p,m(t). (25)

After decoding, the code term is removed properly for the
beat signals matched to the transmitted code. As a conse-
quence, the beat signal matched to the transmitted signal is
obtained similar to the dechirped signal of the conventional
LFMCW radar, while beat signals coming from other trans-
mitters remain coded and suppressed. Moreover, this can be
used to mitigate the mutual interference between multiple
radars. For orthogonal transmit channels, the virtual array with
Q = P × L number of elements can be formed by stacking
the decoding output signals and stored in a vector as

y(t, m, q) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

d1,1(t, m)
...

dL ,1(t, m)
...

d1,P(t, m)
...

dL ,P(t, m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(26)

where 1 ≤ q ≤ Q is the index of the virtual array. From (26),
we can retrieve the range, Doppler, and angle information of
the target by performing a spectral analysis such as 3-D FFT.

V. PERFORMANCE ASSESSMENT AND LIMITATIONS

This section provides the performance assessment and lim-
itations of the proposed PC-FMCW MIMO radar. For the
numerical simulations, we consider an automotive radar oper-
ating with a carrier frequency fc = 77 GHz has three transmit
and four receive channels with antenna spacing dt = 2λ and
dr = λ/2 in the transmit and receiver subarrays, respectively.
Subsequently, the virtual array of the MIMO system has
12 elements with λ/2 spacing. Moreover, we assume the
transmitters and receivers operate in a linear mode. For each
transmit channel, we use a chirp signal with the chirp duration
T = 25.6 μs and the chirp bandwidth B = 300 MHz
is coded in both slow time and fast time with the phase-
coded signal. The Gaussian minimum shift keying (GMSK)
is used to modulate the phase-coded signal s(t), and the 3-dB
bandwidth of the Gaussian filter (smoother bandwidth) is set
to two times the chip bandwidth [32]. Moreover, we use the
random code sequences and perform PLC before transmission
for each GMSK phase-coded signal. For the fast-time coding,
we use Nc = 1024 number of chips per chirp. The duration
of the chip Tc is controlled with the number of chips per
chirp as Tc = T/Nc , and thus the code bandwidth becomes
Bc = 40 MHz for Nc = 1024. Moreover, Np = 255 number
of chirp pulses are transmitted for Doppler processing and
slow-time coding, where each chirp uses a different phase lag
compensated code signal ŝ(t).

On the receiver side, the dechirped signals (23) are low-
pass-filtered with the cutoff frequency fcut = ±40 MHz and
sampled with fs = 80 MHz. As a consequence, we have
N = 2048 range cells (fast-time samples) for this setting. The
group delay filter is applied to the sampled signal to align the
beat signals of different targets. Before decoding, the same
low-pass filter (LPF) is applied to the reference phase-coded
signal that is used for decoding to prevent a signal mismatch.
To focus on the sensing performance, we assume a noise-free
scenario with a single target at the range R0 = 200 m, with
a radial velocity v0 = 10 m/s and a target angle θ = 20◦.
As explained in Section III, the investigated receivers perform
different techniques for range processing. For each receiver
technique, we apply 80-dB Chebyshev window in the range
domain before processing. The Doppler and angle processing
parts are the same for all the processing approaches, and we
apply 60-dB Chebyshev window in both the Doppler and angle
domains before taking their FFT, respectively. In addition,
we normalize all the figures by the maximum value.

A. Sensing Performance
The sensing performance of the proposed MIMO radar is

assessed using the investigated processing method given in
Section IV and compared with the state-of-the-art processing
techniques: filter bank and group delay filter without PLC.

Firstly, we investigate the sensing performance of the pro-
posed MIMO in range, Doppler and angle domains. In Fig. 2,
we simulate the range–Doppler profile of the proposed MIMO
radar. It can be seen that the target response follows the main
lobe in the vicinity of the target. Outside of this region, the
signal returns from the simultaneously transmitted channels
spread over range and Doppler cells as a noise-like pattern
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Fig. 2. Range–Doppler profile for the proposed MIMO with Nc = 1024 and
Np = 255: R = 200 m, v = 10 m/s, and θ = 20◦ .

Fig. 3. Range–angle profile for the proposed MIMO with Nc = 1024 and
Np = 255: R = 200 m, v = 10 m/s, and θ = 20◦ .

due to both the fast-time and slow-time coding. The mutual
orthogonality between simultaneously transmitted channels
is determined by 10 log10(Nc) in the fast-time coding and
10 log10(Np) in the slow-time coding. Therefore, the theoreti-
cal limit of this suppression combined with the suppression
in both slow time and fast time is 54 dB on average for
perfectly orthogonal code. However, random phase coding
causes a (pseudo) noise-like behavior, and the sidelobe level
is altering over the range–Doppler with a peak sidelobe level
(PSL) around ∼−40 dB. The PSL of a signal is determined by
the maximum amplitude outside of the main lobe in a given
domain. We demonstrate the range–angle profile in Fig. 3 and
the velocity–angle profile in Fig. 4. Both the figures show that
the target at 20◦ has around ∼−56-dB PSL in the angle domain
while having noise-like sidelobes in the range and Doppler
domains. To highlight the angular coverage performance of
the proposed MIMO radar, we simulate the received target
angle versus the beamforming angle (Fig. 5). Herein, the
strong line along the diagonal axis indicates that beamforming
can be achieved without ambiguity between simultaneously
transmitted channels.

Fig. 4. Velocity–angle profile for the proposed MIMO with Nc = 1024 and
Np = 255: R = 200 m, v = 10 m/s, and θ = 20◦ .

Fig. 5. Target angle versus beamforming angle for the proposed MIMO with
Nc = 1024 and Np = 255: R = 200 m and v = 10 m/s.

Fig. 6. Range profile of the proposed MIMO for Nc = 1024, Np = 255,
R = 200 m, v = 10 m/s, and θ = 20◦ .

Afterward, we evaluated the sidelobe level of the proposed
MIMO radar as a function of chip numbers for fast-time
coding and compared it with other approaches. Since the
sidelobes in the range and Doppler have a (pseudo) noise-
like pattern, we consider integrated sidelobe level (ISL) as
a performance metric. Moreover, the sidelobes in the range
spread as a Gaussian shape due to GMSK coding (Fig. 6).
Therefore, we only take into account ISL in the interval noted
as [z1, z4]. Then ISL in a particular domain can be defined
as [36]

ISL = 10 log10

� z2

z1
|X (z)|2dz + � z4

z3
|X (z)|2dz� z3

z2
|X (z)|2dz

�
(27)

where the interval [z2, z3] defines the main lobe of a signal
denoted as X (z). In the numerical simulations, we consider
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Fig. 7. Range ISL versus number of chips for fast-time coding: Np = 255,
R = 200 m, v = 10 m/s, and θ = 20◦ .

Fig. 8. Doppler ISL versus number of chips for fast-time coding: Np = 255,
R = 200 m, v = 10 m/s, and θ = 20◦ .

the range ISL in the interval [150, 250] m and the Doppler
ISL in the interval [5, 15] m/s, corresponding to the code
bandwidth ±0.1 Bc and the unambiguous velocity ±0.125 vun,
respectively, for the selected system parameters.

The range ISL and Doppler ISL of the proposed MIMO
radar are compared and illustrated as a function of fast-
time code length in Figs. 7 and 8, respectively. Similarly,
we demonstrate the angle PSL as a function of fast-time code
length in Fig. 9. It can be seen in Fig. 7 that all the investigated
approaches have around ∼−80-dB range ISL for Nc = 1 case.
When increasing the number of chips for fast-time coding,
we observe that the proposed MIMO and the group delay filter
without PLC provide similar performance up to Nc = 128,
which is equivalent to Bc = 5 MHz for the chosen system
parameters. Thereafter, the group delay filter without PLC
suffers from the dispersion effect, and its sensing performance
is downgraded substantially. On the other hand, the range ISL
of the filter bank and proposed MIMO start to decrease and
improve for the long code scenarios. Moreover, the proposed
MIMO is computationally more efficient O(N log2(N)) than
the filter bank approach O(N2) and provides the best sensing
performance. Note that Np = 255 chirps are still used for
the slow-time coding in all the three cases. Consequently, the
Doppler ISL of the three investigated approaches is around
∼−23 dB for Nc = 1.

To investigate the trade-offs of slow-time coding, we use
fixed chips for fast-time coding Nc = 1024 and illustrate
the sidelobe levels of the proposed MIMO as a function of
the number of coded chirp pulses in Fig. 10. Here, the joint
utilization of slow-time coding helps reduce sidelobe levels
in range and angle with the price of increased sidelobe levels
in Doppler. In particular, the proposed MIMO can achieve
−49 dB range ISL, −45 dB Doppler ISL, and −54 dB
angle PSL using Nc = 1024 chips for fast-time coding and

Fig. 9. Angle PSL versus number of chips for fast-time coding: Np = 255,
R = 200 m, v = 10 m/s, and θ = 20◦ .

Fig. 10. Sidelobe levels of the proposed MIMO versus number of coded
chirps for slow-time coding: Nc = 1024, R = 200 m, v = 10 m/s, and
θ = 20◦ .

Np = 255 chirp pulses for slow-time coding. It is important to
note that all the three investigated approaches use dechirping-
based receivers and lower ADC sampling requirements com-
pared with full-band matched filtering. As mentioned earlier,
the suppression level improves as the number of chips for
the fast-time coding raises. However, this also increases the
sampling requirements for ADC as the code bandwidth Bc

raises. Since we use ADC with a sampling frequency 80 MHz,
we increase the number of chips for fast-time up to Nc = 1024,
which results in Bc = 40 MHz. To the best of our knowledge,
this ADC sampling is the limit of the current generation
of automotive radars. By increasing the ADC sampling rate,
higher code bandwidth, i.e., more chips for fast-time coding,
can be used to improve suppression.

B. Doppler Tolerance

Next, we investigate the Doppler tolerance of the proposed
MIMO radar. As explained in the introduction, the PMCW
waveform suffers from Doppler frequency shift and often
requires special techniques to compensate its poor Doppler
tolerance [6]. However, using the chirp signal as a carrier
shears the resulting ambiguity function of the phase-coded
signal, i.e., the resulting ambiguity function’s Doppler axis is
changed to a linear combination of the Doppler frequency shift
and delay [37]. Thus, the PC-FMCW waveforms have good
Doppler tolerance similar to the LFMCW waveforms [23].
To demonstrate the Doppler tolerance of the proposed MIMO
radar, we simulate the range ISL and angle PSL as a function
of radial velocity in Figs. 11 and 12, respectively. In these
simulations, we consider the scenario with Nc = 1024 number
of chips for the fast-time coding and Np = 255 pulses for the
slow-time coding. It can be seen that the range ISL of the
proposed MIMO radar is not affected by the Doppler shift,
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Fig. 11. Range ISL versus radial velocity: Nc = 1024, Np = 255, R =
200 m, and θ = 20◦.

Fig. 12. Angle PSL versus velocity: Nc = 1024, Np = 255, R = 200 m,
and θ = 20◦ .

Fig. 13. Range ISL for the proposed MIMO versus the number of
transmitters: Nc = 1024, Np = 255, R = 200 m, v = 10 m/s, and θ = 20◦ .

while the angle PSL degraded only half dB from v = 0
to v = 35 m/s. Consequently, the PC-FMCW waveforms
processed with all the three investigated approaches provide
good Doppler tolerance.

C. Limitations

In this section, we analyze the various limitation criteria for
the proposed MIMO radar.

1) Number of Transmitters: First, we investigate the range
ISL as a function of the number of transmitters as shown
in Fig. 13, where we consider Nc = 1024 chips for the
fast-time coding and Np = 255 pulses for the slow-time
coding. It can be observed that only one transmitter case
has around ∼−80 dB range ISL. This is expected because
there is no other waveform to interfere with the transmitted
signal, and the receiver can provide a high dynamic range
after decoding with the reference code. However, the reflected
signals coming from the other transmitters act as interferers in
the simultaneously transmitted MIMO system and are spread
over the range–Doppler profile due to coding. As a result,
the range ISL rapidly goes to −50 dB in the MIMO case.
Thereafter, we observe that adding a transmitter does not
significantly increase the range ISL for the chosen system
parameters. Thus, a higher number of transmitters can be used

Fig. 14. Range profile for the proposed MIMO as a function of the maximal
range: Nc = 1024, Np = 255, v = 10 m/s, and θ = 20◦ .

Fig. 15. Doppler profile for the proposed MIMO as a function of the maximal
range: Nc = 1024, Np = 255, v = 10 m/s, and θ = 20◦ .

in other applications based on the system requirements, such
as the unambiguous velocity.

2) Maximal Range: The maximal range is determined as
Rmax = (c fbmax/2k), and the maximum beat signal is defined
by the ADC sampling as fbmax = fs/2. We investigate the
range profile as a function of the maximal range in Fig. 14,
where we increase the target range for each of the six profiles
plotted in the figure. Herein, we use fs = 80 MHz and
Bc = 40 MHz (for Nc = 1024) so that Bc/ fs = 1/2.
Similarly, we demonstrate the velocity and angle profiles as a
function of the maximal range in Figs. 15 and 16, respectively.
It can be observed that the sidelobe levels are raised in the
range, velocity, and angle profiles as the range of the target
approaches the maximal range. This is due to the fact that
the corresponding coded beat signal approaches the cutoff fre-
quency of LPF (determined by the ADC sampling frequency)
as the target range goes close to the maximal range, and hence
some part of the coded beat signal spectrum is rejected by the
low-pass filter of the receiver before decoding. Such filtering
of the spectrum leads to imperfect decoding and downgrades
the sensing performance. Therefore, the ADC sampling rate
and its comparison to code bandwidth Bc/ fs have an impact
on the sensing performance and should be considered in the
system design. However, the range sidelobe level in the case
of MIMO is mainly determined by cross correlation between
the transmitted signals and thus has a minor dependency
on the range, when compared with operation with a single
transmitter [32].
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Fig. 16. Angle profile for the proposed MIMO as a function of the maximal
range: Nc = 1024, Np = 255, v = 10 m/s, and θ = 20◦.

D. Further Discussion on MIMO Schemes

In this section, we compare the sensing performance of
the proposed MIMO radar with commonly used state-of-the-
art MIMO techniques. For this purpose, we demonstrate
and compare the range–Doppler profiles of different MIMO
schemes with the proposed MIMO radar in Fig. 17, where we
used Np = 1024 number of chips for fast-time coding and
Np = 255 number of chirps for slow-time coding. Note that
the maximum unambiguous velocity vun = λ/(4T ) = 38 m/s
for a chosen system parameters. It can be seen that the maxi-
mum unambiguous velocity is degraded by a factor of P = 3
and becomes vun = 12.6 m/s with the TDMA transmission
scheme due to an increase in the time duration between chirps
transmitted by the same antenna [Fig. 17(a)]. Similarly, the
same target appears at other Doppler spectrum associated with
different transmitters, and the maximum unambiguous velocity
is degraded by a factor of P = 3 with the DDMA transmission
scheme as shown in Fig. 17(b). Hence, this disadvantage
restrains increasing the number of transmitters and improving
the angular resolution with the TDMA and DDMA transmis-
sion schemes. The slow-time coding with FMCW and the
fast-time coding with PC-FMCW overcome this degradation
problem in the maximum unambiguous velocity and provide
vun = 38 m/s. However, the slow-time coding with FMCW
suffers from high sidelobe levels in the Doppler domain,
while the fast-time coding with PC-FMCW suffers from
high sidelobe levels in the range domain [Fig. 17(c) and (d)]
On the other hand, we observe that the proposed MIMO
radar structure addresses the aforementioned limitations and
achieves sidelobe levels below 40 dB in the range–Doppler
profile without degrading the maximum unambiguous velocity
or range resolution [Fig. 17(e)]. Thus, the proposed MIMO
radar structure can be used to achieve high angular resolution
and good sensing performance.

VI. EXPERIMENTS

This section demonstrates the experimental verification of
the proposed MIMO structure. Since the experimental val-
idation of the PC-FMCW waveforms is not possible with
the currently available automotive radars, we use the ASTAP
radar system to demonstrate the proof of concept regard-
ing the cross-isolation between simultaneously transmitted

TABLE I

EXPERIMENT SYSTEM PARAMETERS

PC-FMCW waveforms and beamforming on transmit. The
ASTAP radar system consists of arbitrary waveform genera-
tor (AWG) Keysight M82190A, oscilloscope (Agilent Tech.
DSO-X 91604A), up–down converters (RF amplifiers and
mixers) and series-fed antenna patch array. This radar system
architecture can support multiple-input single-output (MISO)
configuration with multiple transmit channels and a single
receiver channel. It should be noted that there is no principal
difference in operation between MIMO and MISO regard-
ing the beamforming on transmit [38]. In this experiment,
we choose the system parameters as given in Table I and
use 4 transmit channels to demonstrate the proof of concept.
We use the GMSK phase coding with Nc = 1024 random
code sequences for fast-time coding, and each chirp pulse uses
a different random phase code signal for slow-time coding.
Then, we perform PLC for each phase code signal and use
Np = 512 chirp pulses. The block diagram of the radar system
used in the measurements is shown in Fig. 18. Herein, the
radio frequency and microwave subsystems inside the up- and
downconverters produce different distortions for each transmit
channel. Without any calibration, such distortion downgrades
the sensing performance. Thus, the frequency response of the
system transfer function is measured for each channel with test
measurement. Then, the inverse of the corresponding transfer
functions is applied to the spectrum of the waveform in each
channel to compensate the system effect and do the calibration
method as discussed in [39]. After calibration, AWG produces
the resulting PC-FMCW waveforms at an intermediate fre-
quency (IF). Then, the analog IF signals in each channel are
upconverted to the radio frequency (RF) using a common local
oscillator (LO). Subsequently, the resulting waveforms in each
channel are simultaneously transmitted via multiple series-fed
patch antenna array for coherent MISO transmission. On the
receiver side, the reflected signals are captured by the single
receive antenna and downconverted to IF. The received IF
signal is recorded by the oscilloscope, which is synchronized
with AWG using a reference clock. The recorded digital data
are then processed by the introduced steps given in Section IV.

For the measurements, the resulting waveforms in each
channel are simultaneously transmitted to detect two mov-
ing targets (triangular reflectors are attached to pendulums),
as illustrated in Fig. 19. Herein, both the pendulums are
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Fig. 17. Comparison of the range–Doppler profiles for different MIMO schemes. (a) TDMA FMCW. (b) DDMA FMCW. (c) ST-CDMA FMCW. (d) FT-CDMA
PC-FMCW. (e) Proposed MIMO (Nc = 1024, Np = 255, R = 200 m, v = 10 m/s, and θ = 20◦).

Fig. 18. Block diagram of the radar system used in the measurements.

located 3.15 m away from the antenna, but one is on the left
and the other is on the right compared with the antenna array
boresight. During experiments, we collect the data when one
pendulum moves toward the radar and the other moves away
from the radar. To process the collected data, we apply the
group delay filter and decoding with the reference transmitted
codes for each channel as explained in Section IV. Moreover,
we apply Hamming windowing in range and Doppler to
highlight the sensing performance. Since the angular resolution
is limited due to the available MISO configuration, we perform

Fig. 19. Illustration of the experimental setup and antennas.

rectangular windowing in the angle domain. In addition,
we estimate the noise level from the target-free Doppler cells
and use it to normalize the processed signal power.

After processing the received data and taking 3-D FFT over
range, Doppler, and angle domains, the incoherent summation
over the angle domain is performed on the processed data
to obtain the range–Doppler profile as shown in Fig. 20.
We observe that the two moving targets appear along with
the clutter in the experimental environment. The peak location
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Fig. 20. Experimental result: Range–Doppler profile for two moving
pendulums.

Fig. 21. Experimental result: Angle–velocity profile for two moving
pendulums.

Fig. 22. Experimental result: Range–angle profile for the first pendulum.

of the first moving target is obtained at R1 = 3 m with
radial velocity v1 = −3.04 m/s, and the peak location of
the second moving target is obtained at R2 = 3.34 m with
radial velocity v2 = 3.75 m/s. Likewise, the velocities of two
moving targets can be seen in Fig. 21, where the corresponding
angle–velocity map of the range cell having the maximum
power is illustrated. Note that the fast-time and slow-time
coding spread the power of simultaneously transmitted wave-
forms over the range–Doppler profile, and thus the sidelobes
act like pseudorandom noise as explained in Section V. Then,
we take v1 = −3.04 m/s cut from the 3-D processed data and
demonstrate the range–angle profile of the first moving target
in Fig. 22. It can be seen that the target is obtained at θ1 = −4◦
with the ∼44-dB power. Similarly, we take v2 = 3.75 m/s
cut from the 3-D processed data and show the range–angle

Fig. 23. Experimental result: Range–angle profile for the second pendulum.

Fig. 24. Experimental result: range profiles by different numbers of
transmitters.

profile of the second moving target in Fig. 23. We observe
that the second target is slightly far away from the radar and
obtained at θ2 = 6.19◦ with the ∼41-dB power. Consequently,
the experimental results verify that the proposed approach has
the ability to distinguish the simultaneously transmitted signals
reflected from the moving targets at different angles.

Finally, we investigate the sensing performance by different
numbers of transmit channels. We consider only one moving
target for all the cases. Each scenario corresponds to different
measurements, and thus range varies slightly. The normalized
responses of the target corresponding to different numbers
of transmitters are shown in Fig. 24. One can observe that
the sidelobe levels in the range profiles are similar for all
the multiple transmitter scenarios and remain stable with
increasing transmit channels.

VII. CONCLUSION

A novel PC-FMCW MIMO radar structure, based on
dechirping and decoding receiving strategy to keep the low
intermediate signal bandwidth, has been proposed to address
the current limitations in the state-of-the-art solutions. PLC
of the transmitted waveforms is used to improve the decoding
performance (avoid the quadratic phase shift after group delay
filter), and phase codings in both fast time and slow time are
jointly used to reduce the sidelobe levels. The performance
assessment of phase lag compensated PC-FMCW waveforms
for MIMO applications and the practical limitations on the
system design of the introduced MIMO structure are analyzed
numerically and verified experimentally for the first time. Both
the numerical simulations and experimental results verify that
the proposed MIMO structure can combine the benefits of
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LFMCW waveforms, such as high range resolution, unam-
biguous velocity, good Doppler tolerance, low ADC sampling
requirement, and computational efficiency, with the capabil-
ity of achieving low sidelobe levels in the range–Doppler–
azimuth domains for simultaneous transmission. Consequently,
the introduced system can be effectively used by automotive
radar sensors to mitigate mutual interference between multiple
radars and enhance the sensing performance of coherent
MIMO transmission.
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