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# DROPLET MOTION WITH CONTACT-LINE FRICTION: LONG-TIME ASYMPTOTICS IN COMPLETE WETTING 

LORENZO GIACOMELLI, MANUEL V. GNANN, AND DIRK PESCHKA


#### Abstract

We consider the thin-film equation for a class of free boundary conditions modelling friction at the contact line, as introduced by $E$ and Ren. Our analysis focuses on formal longtime asymptotics of solutions in the perfect wetting regime. In particular, through the analysis of quasi-self-similar solutions, we characterize the profile and the spreading rate of solutions depending on the strength of friction at the contact line, as well as their (global or local) corrections, which are due to the dynamical nature of the free boundary conditions. These results are complemented with full transient numerical solutions of the free boundary problem.


## 1. Introduction

1.1. Thin-film equations. Thin-film equations are a class of fourth-order degenerate-parabolic equations whose prototype, in one space dimension, is

$$
\begin{equation*}
\partial_{t} h+\partial_{y}\left(m(h) \partial_{y}^{3} h\right)=0 \quad \text { on } \quad\{h>0\}:=\{(t, y) \in(0, \infty) \times \mathbb{R}: h(t, y)>0\} \tag{1.1}
\end{equation*}
$$

where $m$ is a mobility which degenerates at $h=0$.
Thin-film equations are formally derived as leading-order approximations of the Navier-Stokes equations in a suitable regime, which is known as the lubrication approximation $1-3$. In this case, $h$ represents the height of a thin layer or droplet of a Newtonian fluid on a flat solid substrate and the mobility $m$ often has the form $m(h)=h^{3}+b^{3-n} h^{n}$, the parameters $b$ and $n$ being related to a slip condition imposed at the liquid-solid interface: in particular, $n=1$ corresponds to Greenspan's slip condition 4], $n=2$ corresponds to (linear) Navier slip and $n=3$ (or $b=0$ ) corresponds to no slip at the substrate. The case $m(h)=h$ may also be seen as the lubrication approximation of the two-dimensional Hele-Shaw flow in the half-space [5, and in this case the lubrication approximation has been given rigorous justifications [5] 9]. Nonlinear free boundary problems with $m(h)=1$ are discussed in the context of surface diffusion 10. General traveling wave solutions for $m(h)=h^{n}$ with $0 \leq n<3$ and beyond are discussed in 11 13.

We are interested in situations in which an interface exists which separates a dry region of the substrate from a wetted one:

$$
\begin{equation*}
\{h(t, \cdot)>0\}=\left(s_{-}(t), s_{+}(t)\right) . \tag{1.2}
\end{equation*}
$$

In this case, 1.1) is complemented by two obvious boundary conditions at $s_{ \pm}(t)$, respectively: the defining condition

$$
\begin{equation*}
h\left(t, s_{ \pm}(t)\right)=0 \tag{1.3}
\end{equation*}
$$

and the kinematic condition

$$
\begin{equation*}
\left.\left(h^{-1} m(h) \partial_{y}^{3} h\right)\right|_{y=s_{ \pm}(t)}=\dot{s}_{ \pm}(t), \tag{1.4}
\end{equation*}
$$

where here and after we agree that

$$
\left.f\right|_{y=s_{+}}=\lim _{\substack{y \rightarrow s_{+} \\ y<s_{+}}} f(y),\left.\quad f\right|_{y=s_{-}}=\lim _{\substack{y \rightarrow s_{-} \\ y>s_{-}}} f(y) .
$$

We are interested in situations in which the support $\{h(t, \cdot)>0\}$ is allowed to evolve in time, leading to a genuine free boundary problem for which a third condition is required. Appropriate choices of such a third boundary condition are being debated since decades by now. Starting with the work of Bernis and Friedman 14], most of the analytical theory concentrated on the condition

[^0]of constantly zero contact angle, focusing on existence of weak solutions $15-19$, on their qualitative properties $20-32$, and on well-posedness in weighted spaces $[33-42]$. For the constant, non-zero contact angle case we refer to [43|51]. For quasistatic models of droplet evolution we refer to 52 for the Stokes flow and to $[4,53,54$ for thin-film models.

We focus on a class of contact-line conditions, first considered in 4,55 in special cases, that relate the contact-line velocity, $\dot{s}$, to the dynamic contact angle. Analytical works for this class are limited to a few contributions 5658 . The class has been motivated and generalized by E and Ren building up on a simple, basic principle: consistency with the second law of thermodynamics in the isothermal case 59 . We now introduce this class directly at the level of lubrication theory.
1.2. Contact-line frictional laws in complete wetting. At leading order in lubrication approximation, and after a normalization, the surface energy reads

$$
\begin{equation*}
\mathcal{E}[h(t)]=\int_{s_{-}(t)}^{s_{+}(t)}\left(\frac{1}{2}\left(\partial_{y} h\right)^{2}-S\right) \mathrm{d} y \tag{1.5}
\end{equation*}
$$

where $S \in \mathbb{R}$ is (proportional to) the so-called spreading coefficient [6]. We are interested in a regime where the spreading coefficient of the solid/liquid/vapor system vanishes, i.e., the complete wetting regime $S=0$. This is a generic situation in the so-called "moist" case, which concerns for instance a surface which has been pre-exposed to vapor 62]: thus

$$
\begin{equation*}
\mathcal{E}[h(t)]=\frac{1}{2} \int_{s_{-}(t)}^{s_{+}(t)}\left(\partial_{y} h\right)^{2} \mathrm{~d} y \tag{1.6}
\end{equation*}
$$

in what follows (for the case $S \neq 0$, see e.g. the discussions in 456365 ). After integrations by parts (see [58, formula (1.13)]), 1.1)-1.4 formally yield

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}[h(t)]= & \left.\dot{s}_{+}(t) \frac{1}{2}\left(\partial_{y} h\right)^{2}\right|_{y=s_{+}}-\left.\dot{s}_{-}(t) \frac{1}{2}\left(\partial_{y} h\right)^{2}\right|_{y=s_{-}}+\int_{s_{-}(t)}^{s_{+}(t)} \partial_{y} h\left(\partial_{t} \partial_{y} h\right) \mathrm{d} y \\
= & -\left.\dot{s}_{+}(t)\left(\frac{1}{2}\left(\partial_{y} h\right)^{2}-h \partial_{y}^{2} h\right)\right|_{y=s_{+}}+\left.\dot{s}_{-}(t)\left(\frac{1}{2}\left(\partial_{y} h\right)^{2}-h \partial_{y}^{2} h\right)\right|_{y=s_{-}} \\
& -\int_{s_{-}(t)}^{s_{+}(t)} m(h)\left(\partial_{y}^{3} h\right)^{2} \mathrm{~d} y . \tag{1.7}
\end{align*}
$$

If by contradiction $\left.h\left(\partial_{y}^{2} h\right)\right|_{y}=s_{ \pm}(t)=: k_{ \pm} \neq 0$ then one would have

$$
\frac{1}{2} \partial_{y}\left(\left(\partial_{y} h\right)^{2}\right)=\left(\partial_{y} h\right)\left(\partial_{y}^{2} h\right) \sim k_{ \pm} h^{-1} \partial_{y} h=k_{ \pm} \partial_{y} \log h \quad \text { as } \quad y \rightarrow s_{ \pm}(t)^{\mp}
$$

whence $\left(\partial_{y} h\right)^{2}$ would become unbounded as $y \rightarrow s_{ \pm}(t)^{\mp}$. Hence, $\left.h\left(\partial_{y}^{2} h\right)\right|_{y}=s_{ \pm}(t)=0$ for solutions with finite slope at the contact line, which is the class we are interested in. Therefore, 1.7 reads as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}[h(t)]=-\left.\frac{1}{2} \dot{s}_{+}(t)\left(\partial_{y} h\right)^{2}\right|_{y=s_{+}(t)}+\left.\frac{1}{2} \dot{s}_{-}(t)\left(\partial_{y} h\right)^{2}\right|_{y=s_{-}(t)}-\int_{s_{-}(t)}^{s_{+}(t)} m(h)\left(\partial_{y}^{3} h\right)^{2} \mathrm{~d} y . \tag{1.8}
\end{equation*}
$$

Consistency with the second law of thermodynamics implies that the first two terms on the righthand side of 1.8 must be non-positive. A simple form of constitutive relations which enforces non-positivity is

$$
\begin{equation*}
\left.\left(\partial_{y} h\right)^{2}\right|_{x}=s_{ \pm}(t)=f_{\ell}\left( \pm \dot{s}_{ \pm}\right) \quad \text { with } f_{\ell}(\sigma) \sigma \geq 0 \quad \text { for all } \sigma \in \mathbb{R} \tag{1.9}
\end{equation*}
$$

According to (1.9), receding fronts with speed $\sigma<0$ only exist if $f_{\ell}(\sigma)=0$. Hence, in complete wetting, receding fronts (if any) have zero contact angle. Furthermore, note that the more standard zero contact-angle condition $\left(\partial_{y} h\right)\left(t, s_{ \pm}(t)\right)=0$ corresponds to the limit of vanishing contact-line dissipation, $f_{\ell} \equiv 0$. For the analogue of 1.9 in partial wetting $(S<0)$ we refer to 58,66 .

The simple argument above can in fact be embedded into a more general formal gradientflow structure of the system, based on a separation of dual forces into a bulk and a contactline dissipation. This structure, which we elaborate in Appendix A is also at the basis of the discretization that we adopt in numerical simulations.
1.3. Goals. Intermediate asymptotics for (1.1) with the Ren-E boundary condition (1.9), such as the Voinov-Cox-Hocking law (see the discussions in $13,67-70$ ), has been formally worked out in 57 . Instead, here we will focus on the long-time dynamics. In complete wetting, it is expected that generic solutions spread indefinitely, covering the whole real line with a layer of zero-thickness in the limit as $t \rightarrow+\infty$. Therefore, the long-time dynamics can be equivalently captured by considering a power-law form $m(h)=h^{n}$ of the mobility, instead of its full form $m(h)=h^{3}+b^{3-n} h^{n}$. Then (1.1) reads

$$
\begin{equation*}
\partial_{t} h+\partial_{y}\left(h^{n} \partial_{y}^{3} h\right)=0 \quad \text { on }\{h>0\}, \quad n \in[1,3), \tag{1.10}
\end{equation*}
$$

and we are led to consider the following free boundary problem:

$$
\begin{align*}
\partial_{t} h+\partial_{y}\left(h^{n} \partial_{y}^{3} h\right) & =0  \tag{1.11a}\\
h & =0  \tag{1.11b}\\
\left(\partial_{y} h\right)^{2} & =f_{\ell}\left( \pm \dot{s}_{ \pm}(t)\right)  \tag{1.11c}\\
h^{n-1}\left(\partial_{y}^{3} h\right) & =\dot{s}_{ \pm}(t) \tag{1.11d}
\end{align*}
$$

$$
\begin{aligned}
& \text { for } \quad y \in\left(s_{-}(t), s_{+}(t)\right), \\
& \text { at } \quad y=s_{ \pm}(t), \\
& \text { at } \quad y=s_{ \pm}(t), \\
& \text { at } \quad y=s_{ \pm}(t) .
\end{aligned}
$$

In the absence of contact-line friction $\left(f_{\ell} \equiv 0\right)$, (1.11) admits self-similar solutions 71], which are expected to describe the long-time dynamics of generic solutions (however, rigorous results are available for $n=1$ only $36,39,72,75]$ ). If $f_{\ell} \not \equiv 0,1.11 \mathrm{c}$ breaks the self-similar structure of (1.11a). Nevertheless, long-time dynamics may be inferred from the analysis of (quasi-)self-similar solutions, where the non-self-similar part of the operator is seen as a small modulation in time. This method has already been applied to thin-film equations for related asymptotic studies 67,69 .
1.4. The model problem. We assume prototypical power-law forms of $f_{\ell}$, i.e.,

$$
\begin{equation*}
f_{\ell}(\sigma)=d g_{\alpha}(\sigma), \quad \text { where } \quad g_{\alpha}(\sigma)=\max \left\{0,|\sigma|^{\alpha-1} \sigma\right\} \quad \text { or } \quad g_{\alpha}(\sigma)=|\sigma|^{\alpha-1} \sigma, \tag{1.12}
\end{equation*}
$$

and $\alpha>0$ and $d>0$ are constants encoding the strength of friction at the contact line. For $S=0$, the former $g_{\alpha}$ allows for receding fronts, while the latter alternative does not.

Equation 1.11a and the kinematic condition 1.11 d have two scaling invariances,

$$
\begin{equation*}
(t, y, h) \mapsto\left(T_{*} \hat{t}, Y_{*} \hat{y}, H_{*} \hat{h}\right), \quad \text { where } \quad T_{*}=Y_{*}^{4} H_{*}^{-n} \tag{1.13}
\end{equation*}
$$

We use one invariance to normalize the droplet's mass to be 2 , i.e.

$$
\begin{equation*}
M:=\int_{s_{-}(t)}^{s_{+}(t)} h(t, y) \mathrm{d} y=2 H_{*} Y_{*} \tag{1.14}
\end{equation*}
$$

With the choice in $\sqrt{1.12}, \sqrt{1.11 \mathrm{c}}$ reads as

$$
\left(\left.\partial_{\hat{y}} \hat{h}\right|_{\hat{y}=\hat{s}_{ \pm}(\hat{t})}\right)^{2}=D^{2} g_{\alpha}\left( \pm \frac{\mathrm{d} \hat{s}_{ \pm}}{\mathrm{d} \hat{t}}(\hat{t})\right) \quad \text { where } \quad D^{2}:=d \frac{Y_{*}^{2}}{H_{*}^{2}} \frac{Y_{*}^{\alpha}}{T_{*}^{\alpha}}
$$

If $\alpha \neq \frac{4}{n+3}$, we may use the second scaling invariance to fix the constant $D>0$ to be 1 :

$$
\begin{equation*}
1=D^{2}=\frac{d Y_{*}^{2+\alpha}}{H_{*}^{2} T_{*}^{\alpha}} \stackrel{1.13}{-} \frac{d Y_{*}^{2-3 \alpha}}{H_{*}^{2-\alpha n}} \stackrel{\sqrt{1.14}}{-} \frac{d\left(\frac{M}{2}\right)^{2-3 \alpha}}{H_{*}^{4-\alpha(n+3)}} \quad \Leftrightarrow \quad H_{*}^{4-\alpha(n+3)}=d\left(\frac{M}{2}\right)^{2-3 \alpha} . \tag{1.15}
\end{equation*}
$$

Therefore, removing hats, we will consider the following free boundary problem with initial mass $M=2$ and with $D=1$ if $\alpha \neq \frac{4}{n+3}$ :

$$
\begin{align*}
\partial_{t} h+\partial_{y}\left(h^{n} \partial_{y}^{3} h\right) & =0  \tag{1.16a}\\
h & =0  \tag{1.16b}\\
\left(\frac{1}{D} \partial_{y} h\right)^{2} & =g_{\alpha}\left( \pm \dot{s}_{ \pm}(t)\right)  \tag{1.16c}\\
h^{n-1} \partial_{y}^{3} h & =\dot{s}_{ \pm}(t)  \tag{1.16d}\\
\int_{s_{-}(t)}^{s_{+}(t)} h(t, y) \mathrm{d} y & =2 . \tag{1.16e}
\end{align*}
$$

$$
\text { for } \quad y \in\left(s_{-}(t), s_{+}(t)\right) \text {, }
$$

We seek even solutions, with $s=s(t)=s_{+}(t)=-s_{-}(t)$ denoting the position of the right free boundary. Furthermore, since we are interested in the long-time dynamics, we seek solutions with
advancing contact lines $\dot{s}>0$, whence 1.12 reduces to $g_{\alpha}(\dot{s})=(\dot{s})^{\alpha}$. It is convenient to pass to a fixed domain by the change of variables

$$
\begin{equation*}
h(t, y)=s^{-1} H(t, x), \quad x=s^{-1} y \tag{1.17}
\end{equation*}
$$

Then, taking symmetry into account, 1.16 reads as

$$
\begin{align*}
s^{n+4} \partial_{t} H-s^{n+3} \dot{s} \partial_{x}(x H)+\partial_{x}\left(H^{n} \partial_{x}^{3} H\right) & =0 & & \text { for } \quad x \in(0,1),  \tag{1.18a}\\
H & =0 & & \text { at } \quad x=1, \\
s^{-4}\left(D^{-1} \partial_{x} H\right)^{2} & =(\dot{s})^{\alpha} & & \text { at } \quad x=1,  \tag{1.18b}\\
s^{-(n+3)} H^{n-1} \partial_{x}^{3} H & =\dot{s} & & \text { at } \quad x=1,  \tag{1.18c}\\
\partial_{x} H=\partial_{x}^{3} H & =0 & & \text { at } \quad x=0, \\
\int_{0}^{1} H(t, x) \mathrm{d} x & =1, & & \tag{1.18d}
\end{align*}
$$

which we will consider in what follows. Note that the combination of 1.18 c and 1.18 d yields

$$
\begin{equation*}
\left(D^{-1} \partial_{x} H\right)^{2}=s^{4-\alpha(n+3)}\left(H^{n-1} \partial_{x}^{3} H\right)^{\alpha} \quad \text { at } \quad x=1 \tag{1.19}
\end{equation*}
$$

A generic symmetric solution of problem (1.16) is shown in Fig. 1, where we choose initial conditions highlighting transient behavior and convergence to self-similar solutions for $h(t, y)$.
1.5. Outline. It is apparent from 1.19 that 1.18 has a self-similar structure if and only if

$$
\begin{equation*}
\alpha=\frac{4}{n+3} . \tag{1.20}
\end{equation*}
$$

In $\$ 2$ we discuss the case 1.20 ), identifying for any $D \geq 0$ a unique self-similar profile (cf. Theorem 2.2 ; we also discuss its behavior with respect to $D$ and its stability. In 3 we investigate quasi-self-similar solutions. Our analysis shows that the long-time dynamics is dominated by:

- contact-line dissipation if $\alpha<\frac{4}{n+3}$ (strong contact-line friction, 3.2 : in particular, the long-time scaling law depends on $\alpha$;
- bulk dissipation if $\alpha>\frac{4}{n+3}$ (weak contact-line friction, 3.3 , leading to the same long-time scaling law as in the case of null contact-line dissipation.

For 1.20 , both dissipations contribute equally and we speak of the balanced case. A summary of the results obtained is given in $\$ 4$, which also contains their discussion and indicates further directions. Finally, in Appendix A we detail the gradient-flow formulation of the problem and we discuss how this formulation drives our numerical scheme.

## 2. Self-Similar solutions

We seek symmetric and mass-preserving self-similar solutions of 1.16 in the case when the balance condition 1.20 holds. In terms of $H$, this translates into the ansatz

$$
\begin{equation*}
H(t, x)=H(x) \quad \text { and } \quad s(t)=\left(\gamma^{-1} B^{2} t\right)^{\gamma}, \quad \gamma=\frac{1}{n+4} \tag{2.1}
\end{equation*}
$$



Figure 1. Solution $h(t, y)$ of the transient problem 1.16) with $n=\alpha=1$ and $D=1$ with (symmetric) initial data $h(t=0, y)=\frac{15}{4}\left((1+y)(1-y)-\frac{2}{5}(1+\cos (\pi y))\right.$ for $s_{ \pm}(t=0)= \pm 1$.
where $B>0$ is an unknown constant. Inserting (2.1) into (1.18), integrating once using (1.18e) and recalling 1.19, we find

$$
\begin{align*}
H^{n-1} \frac{\mathrm{~d}^{3} H}{\mathrm{~d} x^{3}} & =B^{2} x & & \text { in }(0,1),  \tag{2.2a}\\
\frac{\mathrm{d} H}{\mathrm{~d} x} & =0 & & \text { at } \quad x=0,  \tag{2.2~b}\\
H & =0 & & \text { at } \quad x=1, \\
\left(\frac{\mathrm{~d} H}{\mathrm{~d} x}\right)^{2} & =D^{2}\left(H^{n-1} \frac{\mathrm{~d}^{3} H}{\mathrm{~d} x^{3}}\right)^{\alpha} \stackrel{2.2 a}{-} D^{2} B^{2 \alpha} & & \text { at } x=1, \\
\int_{0}^{1} H(x) \mathrm{d} x & =1, & &
\end{align*}
$$

where we recall that in this case $D$ cannot be set to 1 by scaling. For $n=1$, we have $\alpha \frac{\sqrt{1.20}}{-} 1$ and (2.2) can be integrated explicitly to the unique solution

$$
\begin{equation*}
H_{D}(x)=\frac{B_{D} D}{2}\left(1-x^{2}\right)+\frac{B_{D}^{2}}{24}\left(1-x^{2}\right)^{2}, \quad B=B_{D}:=\frac{15}{2}\left(-D+\sqrt{\frac{4}{5}+D^{2}}\right) . \tag{2.3}
\end{equation*}
$$

In particular,

$$
B_{D}^{2}\left\{\begin{array} { l l } 
{ = 4 5 } & { \text { for } D = 0 , }  \tag{2.4}\\
{ \sim 9 / D ^ { 2 } } & { \text { as } D \rightarrow \infty , }
\end{array} \quad \text { hence } \quad H _ { D } ( x ) \left\{\begin{array}{ll}
=\frac{15}{8}\left(1-x^{2}\right)^{2} & \text { for } D=0 \\
=\frac{3}{2}\left(1-x^{2}\right) & \text { as } D \rightarrow \infty
\end{array}\right.\right.
$$

Remark 2.1. We remark that $H_{D}$ for $D=0$ coincides with the Smyth-Hill solution 76. Further note that the profile (2.3) was formulated already in [72, Eq. (6.1)] and later on in [37], without a justification of the contact-angle dynamics, that is, instead of 2.2 d the condition $\frac{\mathrm{dH}}{\mathrm{d} x}=$ constant at $x=1$ was assumed (cf. 37, (2.3)]).

For $n>1$, the solution of $(2.2)$ is not explicit. However, the situation is analogous:
Theorem 2.2. Let $n \in[1,3)$. For any $D \geq 0$ there exists a unique solution $\left(B_{D}, H_{D}\right)$ to 2.22 . In addition, $B_{D=0}>0,\left(B_{D=0}, H_{D=0}\right)$ is the unique solution to 2.2 with $D=0$, and

$$
D B_{D}^{\alpha} \rightarrow-3 \quad \text { and } \quad H_{D}(x) \rightarrow \frac{3}{2}\left(1-x^{2}\right) \quad \text { in } C([0,1]) \quad \text { as } D \rightarrow+\infty .
$$

Remark 2.3. Theorem 2.2 shows that for large, respectively small, contact-line frictional coefficients the evolution is controlled by the contact-line frictional law, respectively the complete wetting regime. In addition, since $s(t) \sim\left(\gamma^{-1} B_{D}^{2} t\right)^{\gamma}$ and $B_{D} \rightarrow 0$ as $D \rightarrow+\infty$, as $D \rightarrow+\infty$ solutions approach a quasi-stationary interface shape with respect to the time-scale $t^{\gamma}$. The behavior of $H_{D}$ for varying $D$ is shown in Fig. 2 .


Figure 2. Exact self-similar solutions $H_{D}(x) \equiv H(x)$ of the ODE system 2.2 and first derivative $\frac{\mathrm{d} H_{D}}{\mathrm{~d} x}$ for $n=1$ (first two panels) and $n=2$ (last two panels) with $\alpha=4 /(n+3)$ shown for various friction coefficients $0 \leq D \leq \infty\left(D=0\right.$ with $\frac{\mathrm{d} H_{D}}{\mathrm{~d} x}=0$ at $x= \pm 1$; $D \rightarrow+\infty$ with linear $\left.\frac{\mathrm{d} H_{D}}{\mathrm{~d} x}\right)$. Numerical solutions are obtained by shooting method.

We conclude the section with the proof of Theorem 2.2 .
Proof of Theorem 2.2. We rescale 2.2) as follows:

$$
\begin{equation*}
\hat{x}=\hat{x}_{B} x \quad \text { and } \quad \hat{H}=\hat{x}_{B}^{-1} H, \quad \hat{x}_{B}:=B^{\frac{2}{n+4}}, \tag{2.5}
\end{equation*}
$$

so that $(B, H)$ solves 2.2 if and only if $(B, \hat{H})$ solves

$$
\begin{align*}
\hat{H}^{n-1} \frac{\mathrm{~d}^{3} \hat{H}}{\mathrm{~d} \hat{x}^{3}} & =\hat{x} & & \text { for } \hat{x} \in\left(0, \hat{x}_{B}\right),  \tag{2.6a}\\
\frac{\mathrm{d} \hat{H}}{\mathrm{~d} \hat{x}} & =0 & & \text { at } \hat{x}=0,  \tag{2.6~b}\\
\left(\hat{H}, \frac{\mathrm{~d} \hat{H}}{\mathrm{~d} \hat{x}}\right) & =\left(0,-D B^{\left.\alpha-\frac{4}{n+4}\right) \stackrel{11.20}{-}}\left(0,-D B^{\frac{4}{(n+3)(n+4)}}\right)\right. & & \text { at } \hat{x}=\hat{x}_{B},  \tag{2.6c}\\
\int_{0}^{\hat{x}_{B}} u \mathrm{~d} \hat{x} & =1 . & & \tag{2.6d}
\end{align*}
$$

In 67, Theorem 2.1], and in [71, Theorem 1.2] for $D=0$ (up to a rescaling), it is shown that the system

$$
\begin{align*}
u^{n-1} \frac{\mathrm{~d}^{3} u}{\mathrm{~d} y^{3}} & =y & & \text { for } y \in\left(0, y_{\theta}\right),  \tag{2.7a}\\
\frac{\mathrm{d} u}{\mathrm{~d} y} & =0 & & \text { at } y=0,  \tag{2.7b}\\
\left(u, \frac{\mathrm{~d} u}{\mathrm{~d} y}\right) & =(0,-\theta) & & \text { at } y=y_{\theta},  \tag{2.7c}\\
\int_{0}^{y_{\theta}} u \mathrm{~d} y & =1 . & & \tag{2.7~d}
\end{align*}
$$

has for any $\theta \geq 0$ a unique solution $(y, u)=\left(y_{\theta}, u_{\theta}\right)$ (see 37, Theorem 3.2 and Theorem 3.3] for an alternative proof of existence and uniqueness). Furthermore, $y_{\theta}$ is a decreasing function of $\theta$ with $0<y_{0}<\infty$ and $y_{\infty}=0$. Note that the proof in 67 applies to inhomogeneous mobilities, but carries over to our situation without any change of the reasoning.

If $D=0$, 2.6 coincides with 2.7 with $\theta=0$, hence Theorem 2.2 holds with $\left(\hat{x}_{B}, \hat{H}\right)=\left(y_{0}, u\right)$. If $D>0$, for any $B>0$ let

$$
\theta_{B}:=D B^{\frac{4}{(n+3)(n+4)}}
$$

and let $\left(y_{B}, u_{B}\right)$ be the unique solution to 2.7) with $\theta=\theta_{B}$. Since $B \mapsto \theta_{B}$ is increasing, in view of the above, $B \mapsto y_{B}$ is decreasing from $y_{0}$ to $y_{\infty}=0$ : hence there exists a unique $B$ (whence a unique $\theta$ ) such that $y_{B}=\hat{x}_{B}=B^{\frac{2}{n+4}}$. This proves the well-posedness of 2.2).

It remains to consider the limit as $D \rightarrow+\infty$. Let $\theta_{D}, B_{D}$, and $y_{D}=\hat{x}_{D}$ be the unique constants identified above. By construction, they are related by

$$
\theta_{D}=D B_{D}^{\frac{4}{(n+3)(n+4)}} \quad \text { and } \quad y_{D}=B_{D}^{\frac{2}{n+4}}
$$

If by contradiction $\theta_{D} \rightarrow \bar{\theta} \in[0,+\infty)$ for a subsequence $D \rightarrow+\infty$ (not relabeled), then on one hand $B_{D} \rightarrow 0$, hence $y_{D} \rightarrow 0$; on the other hand, 2.7) would imply that $y_{D} \rightarrow \bar{y} \in\left(0, y_{0}\right]$, a contradiction. Therefore $\theta_{D} \rightarrow+\infty$, hence $y_{D}=B_{D}^{\frac{2}{n+4}} \rightarrow 0$ as $D \rightarrow+\infty$. Hence, in the limit $D \rightarrow+\infty$, it follows from (2.2) because of $B_{D} \rightarrow 0$ that $H_{D}(x)$ converges uniformly in $[0,1]$ to the unique solution of

$$
\frac{\mathrm{d}^{3} H}{\mathrm{~d} x^{3}}=0 \quad \text { in }(0,1), \quad H(1)=\frac{\mathrm{d} H}{\mathrm{~d} x}(0)=0, \quad \int_{0}^{1} H(x) \mathrm{d} x=1 .
$$

Hence, $D B_{D}^{\alpha} \rightarrow-3$ and $H_{D}(x) \rightarrow \frac{3}{2}\left(1-x^{2}\right)$ as $D \rightarrow \infty$.

## 3. Quasi-SElf-SIMILAR SOLUTIONS

3.1. Scaling and ansatz. As we have just seen, only the case $\alpha=\frac{4}{n+3}$ yields exact self-similar solutions to 1.18 . For $\alpha \neq \frac{4}{n+3}$, we may nevertheless consider quasi-self-similar solutions, which are expected to describe the large-time asymptotics of generic ones. As mentioned in $\$ 1.3$ this method has been applied to thin-film equations for related asymptotic studies [67, 69]. Quasi-selfsimilar solutions are characterized by ignoring the explicit dependence of $H$ on time in (1.18), that is, the term $\partial_{t} H$ is dropped while the dependence on time through $s$ is retained. We may then integrate 1.18 a using the boundary conditions $1.18 \mathrm{~b}, 1.18 \mathrm{~d}$, and $|\dot{s}|<\infty$. Recalling also
(1.19), this yields

$$
\begin{align*}
H^{n-1} \partial_{x}^{3} H & =s^{n+3} \dot{s} x & & \text { for } \quad x \in(0,1)  \tag{3.1a}\\
H & =0 & & \text { at } \quad x=1,  \tag{3.1b}\\
\left(\partial_{x} H\right)^{2} & =s^{4-\alpha(n+3)}\left(H^{n-1} \partial_{x}^{3} H\right)^{\alpha} & & \text { at } \quad x=1,  \tag{3.1c}\\
\partial_{x} H & =0 & & \text { at } \quad x=0,  \tag{3.1d}\\
\int_{0}^{1} H \mathrm{~d} x & =1, & & \tag{3.1e}
\end{align*}
$$

where in view of 1.15 we have assumed without loss of generality $D=1$. The free boundary condition (3.1c) suggests that for $t \gg 1$, i.e. $s \gg 1$, the solution is

- dominated by contact-line friction if $\alpha<\frac{4}{n+3}$ (strong contact-line friction);
- a perturbation of the complete wetting solution if $\alpha>\frac{4}{n+3}$ (weak contact-line friction).

In the next two sections we will show that this is indeed the case. To this aim, we will use the asymptotic expansion

$$
\begin{equation*}
s^{n+4}(t)=s_{0}^{n+4}+s_{1}^{n+4}(1+o(1)), \quad H(t, x)=H_{0}(x)+\omega H_{1}(x)+O\left(\omega^{2}\right) \tag{3.2}
\end{equation*}
$$

with $s_{0}(t) \gg 1$ and $s_{1}(t) \ll s_{0}(t)$ for $t \gg 1$, and $\omega=\omega(s) \ll 1$ as $s \rightarrow \infty$. Under the expansion (3.2), we obviously have from (3.1b and 3.1d that

$$
\begin{equation*}
H_{0}(1)=0, \quad \frac{\mathrm{~d} H_{0}}{\mathrm{~d} x}(0)=0, \quad H_{1}(1)=0, \quad \frac{\mathrm{~d} H_{1}}{\mathrm{~d} x}(0)=0, \tag{3.3}
\end{equation*}
$$

and from 3.1e that

$$
\begin{equation*}
\int_{0}^{1} H_{0} \mathrm{~d} x=1, \quad \int_{0}^{1} H_{1} \mathrm{~d} x=0 \tag{3.4}
\end{equation*}
$$

On the other hand, the leading order term in the contact-line condition (3.1c) depends on the sign of $\alpha-\frac{4}{n+3}$. This motivates distinguishing the two cases.
3.2. The case $\alpha<\frac{4}{n+3}$ : strong contact-line friction. Since $\alpha<\frac{4}{n+3}$ and $s_{0} \gg 1$, using 3.2, , at leading order the bulk equation (3.1a and the contact-line condition (3.1c) are

$$
\begin{equation*}
H_{0}^{n-1} \frac{\mathrm{~d}^{3} H_{0}}{\mathrm{~d} x^{3}}=s_{0}^{n+3} \dot{s}_{0} x \quad \text { for } x \in(0,1) \quad \text { and } \quad H_{0}^{n-1} \frac{\mathrm{~d}^{3} H_{0}}{\mathrm{~d} x^{3}}=0 \quad \text { at } x=1 \tag{3.5}
\end{equation*}
$$

respectively. The two equations are obviously incompatible, pointing to the necessity of considering the correction $\omega H_{1}$. Therefore,

$$
\begin{equation*}
\frac{\mathrm{d}^{3} H_{0}}{\mathrm{~d} x^{3}}=0 \quad \text { in }(0,1) \tag{3.6}
\end{equation*}
$$

and the leading-order terms in 3.1 a and 3.1 c are, respectively,

$$
\begin{array}{ll}
\omega\left(H_{0}^{n-1} \frac{\mathrm{~d}^{3} H_{1}}{\mathrm{~d} x^{3}}+(n-1) H_{0}^{n-2} \frac{\mathrm{~d}^{3} H_{0}}{\mathrm{~d} x^{3}} H_{1}\right)=s_{0}^{n+3} \dot{s}_{0} x & \text { for } \\
\left(\frac{\mathrm{d} H_{0}}{\mathrm{~d} x}\right)^{2}=s_{0}^{4-\alpha(n+3)} \omega^{\alpha}\left(H_{0}^{n-1} \frac{\mathrm{~d}^{3} H_{1}}{\mathrm{~d} x^{3}}+(n-1) H_{0}^{n-2} \frac{\mathrm{~d}^{3} H_{0}}{\mathrm{~d} x^{3}} H_{1}\right)^{\alpha} & \text { at } \quad x=1 \tag{3.8}
\end{array}
$$

Combining (3.3), (3.4), and (3.6) yields $n$-independently the unique solution

$$
\begin{equation*}
H_{0}=\frac{3}{2}\left(1-x^{2}\right) \quad \text { for } \quad x \in[-1,1] \tag{3.9}
\end{equation*}
$$

On the other hand, separation of variables in (3.7) yields with (3.6) and 3.9),

$$
\begin{align*}
\frac{\mathrm{d}^{3} H_{1}}{\mathrm{~d} x^{3}} & =x\left(1-x^{2}\right)^{1-n}  \tag{3.10}\\
\omega & =\left(\frac{2}{3}\right)^{n-1} s_{0}^{n+3} \dot{s}_{0} \tag{3.11}
\end{align*} \quad \text { in }(0,1),
$$

where, since the expansion $\sqrt{3.2}$ only depends on the product $\omega H_{1}$, we were free to choose the normalization factor of $\omega$. Now, we use

$$
\begin{array}{ll}
\stackrel{3.4}{=} & \int_{0}^{1}\left(\frac{\mathrm{~d} x}{\mathrm{~d} x}\right) H_{1} \mathrm{~d} x=1 \cdot H_{1}(1)-0 \cdot H_{1}(0)-\int_{0}^{1} x \frac{\mathrm{~d} H_{1}}{\mathrm{~d} x} \mathrm{~d} x \\
\stackrel{3.3}{=} & -\frac{1}{2} \int_{0}^{1}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\left(x^{2}-1\right)\right) \frac{\mathrm{d} H_{1}}{\mathrm{~d} x} \mathrm{~d} x=-0 \cdot \frac{\mathrm{~d} H_{1}}{\mathrm{~d} x}(1)+\frac{1}{2} \frac{\mathrm{~d} H_{1}}{\mathrm{~d} x}(0)+\frac{1}{2} \int_{0}^{1}\left(x^{2}-1\right) \frac{\mathrm{d}^{2} H_{1}}{\mathrm{~d} x^{2}} \mathrm{~d} x \\
\stackrel{3.3}{=} & \frac{1}{6} \int_{0}^{1}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\left(x^{3}-3 x+2\right)\right) \frac{\mathrm{d}^{2} H_{1}}{\mathrm{~d} x^{2}} \mathrm{~d} x \\
= & 0 \cdot \frac{\mathrm{~d}^{2} H_{1}}{\mathrm{~d} x^{2}}(1)-\frac{1}{3} \frac{\mathrm{~d}^{2} H_{1}}{\mathrm{~d} x^{2}}(0)-\frac{1}{6} \int_{0}^{1}\left(x^{3}-3 x+2\right) \frac{\mathrm{d}^{3} H_{1}}{\mathrm{~d} x^{3}} \mathrm{~d} x
\end{array}
$$

giving with 3.10,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} H_{1}}{\mathrm{~d} x^{2}}(0)=-C_{1}, \quad C_{1}:=\frac{1}{2} \int_{0}^{1} x\left(x^{3}-3 x+2\right)\left(1-x^{2}\right)^{1-n} \mathrm{~d} x \tag{3.12}
\end{equation*}
$$

Thus we can integrate 3.10 as follows:

$$
\begin{array}{lll}
\frac{\mathrm{d}^{2} H_{1}}{\mathrm{~d} x^{2}}(x) & -C_{1}+\int_{0}^{x} x_{1}\left(1-x_{1}^{2}\right)^{1-n} \mathrm{~d} x_{1} \\
\frac{\mathrm{~d} H_{1}}{\mathrm{~d} x}(x) & \stackrel{3.12}{ } & -C_{1} x+\int_{0}^{x} x_{1}\left(x-x_{1}\right)\left(1-x_{1}^{2}\right)^{1-n} \mathrm{~d} x_{1}
\end{array}
$$

so that with (3.3),

$$
\begin{equation*}
H_{1}(x)=\frac{C_{1}}{2}\left(1-x^{2}\right)-\int_{x}^{1} \int_{0}^{x_{1}} x_{2}\left(x_{1}-x_{2}\right)\left(1-x_{2}^{2}\right)^{1-n} \mathrm{~d} x_{2} \mathrm{~d} x_{1} \quad \text { for } \quad x \in[-1,1] \tag{3.13}
\end{equation*}
$$

For $n=1$ we have $C_{1}=\frac{1}{10}$ and this solution reads

$$
\begin{equation*}
H_{1}(x)=\frac{1}{20}\left(1-x^{2}\right)-\frac{1}{24}\left(1-x^{4}\right)=\frac{1}{120}\left(1-x^{2}\right)\left(1-5 x^{2}\right) \quad \text { for } \quad x \in[-1,1] \tag{3.14}
\end{equation*}
$$

For $n=2$ we get $C_{1}=\frac{1}{6}(5-\log 2)$ and the correction

$$
\begin{equation*}
H_{1}(x)=\frac{C_{1}}{2}\left(1-x^{2}\right)-\frac{1}{4}\left(3-3 x^{2}-2 \log 4+(x-1)^{2} \log (1-x)+(x+1)^{2} \log (1+x)\right) \tag{3.15}
\end{equation*}
$$

Next, we compute $s_{0}$ and $\omega$. With help of (3.9) and 3.10, 3.8 takes the form

$$
\begin{equation*}
3^{2}=s_{0}^{4-\alpha(n+3)} \omega^{\alpha}\left(\frac{3}{2}\right)^{\alpha(n-1)} \quad \Longleftrightarrow \quad \omega=3^{\frac{2}{\alpha}}\left(\frac{2}{3}\right)^{n-1} s_{0}^{n+3-\frac{4}{\alpha}} . \tag{3.16}
\end{equation*}
$$

Thus we obtain

$$
\dot{s}_{0} \stackrel{\sqrt[3.11]{-}}{=}\left(\frac{3}{2}\right)^{n-1} \omega s_{0}^{-n-3} \stackrel{\sqrt{3.16}}{-} 3^{\frac{2}{\alpha}} s_{0}^{-\frac{4}{\alpha}},
$$

so that by normalizing $s_{0}(0)=0$ through a time shift,

$$
\begin{equation*}
s_{0}(t)=3^{\frac{1-\gamma}{2}} \gamma^{-\gamma} t^{\gamma}, \quad \gamma=\frac{\alpha}{\alpha+4}<\frac{1}{n+4} \tag{3.17}
\end{equation*}
$$

because $\alpha<\frac{4}{n+3}$, and consequently

$$
\begin{equation*}
\omega(t) \stackrel{\sqrt[3.16]{ }}{=} 3^{\frac{1-\gamma}{2 \gamma}}\left(\frac{2}{3}\right)^{n-1}\left(s_{0}(t)\right)^{-\frac{1-\gamma(n+4)}{\gamma}}=\gamma^{1-\gamma(n+4)} 2^{n-1} 3^{\frac{6-n-(n+4) \gamma}{2}} t^{-(1-\gamma(n+4))} . \tag{3.18}
\end{equation*}
$$

Finally, the correction $s_{1}$ is obtained from the next-to-leading order terms in equation (3.1a):

$$
s_{1}^{n+3} \dot{s}_{1}=O\left(\omega^{2}\right) \stackrel{3.18}{=} O\left(t^{-2(1-\gamma(n+4))}\right) \quad \Leftrightarrow \quad s_{1}^{n+4}= \begin{cases}O\left(t^{2(n+4) \gamma-1}\right) & \text { if } \gamma \neq \frac{1}{2(n+4)},  \tag{3.19}\\ O(\log t) & \text { if } \gamma=\frac{1}{2(n+4)} .\end{cases}
$$

Since

$$
\begin{equation*}
s=\left(s_{0}^{n+4}+s_{1}^{n+4}(1+o(1))\right)^{\frac{1}{n+4}}=s_{0}\left(1+O\left(s_{1}^{n+4} s_{0}^{-n-4}\right)\right) \tag{3.20}
\end{equation*}
$$

we have

$$
s(t) \stackrel{(3.17\rangle, \sqrt{3.19}}{=} 3^{\frac{1-\gamma}{2}} \gamma^{-\gamma} t^{\gamma}\left\{\begin{array}{cl}
\left(1+O\left(t^{-(1-\gamma(n+4))}\right)\right) & \text { if } \gamma \neq \frac{1}{2(n+4)}  \tag{3.21}\\
\left(1+O\left(t^{-\frac{1}{2}} \log t\right)\right) & \text { if } \gamma=\frac{1}{2(n+4)} \\
8 &
\end{array}\right.
$$

The combination of (3.9), (3.13), and (3.18) in (3.2) yields at leading order as $s \rightarrow \infty$ (or equivalently $t \rightarrow \infty)$ the quasi-self-similar profile $H$ according to

$$
\begin{align*}
H(t, x) & =\frac{3}{2}\left(1-x^{2}\right)+C_{2} t^{-(1-\gamma(n+4))} H_{1}(x)+O\left(t^{-2(1-\gamma(n+4))}\right) \quad \text { for } \quad x \in[-1,1] \\
C_{2} & =\gamma^{1-\gamma(n+4)} 2^{n-1} 3^{\frac{6-n-(n+4) \gamma}{2}} \tag{3.22}
\end{align*}
$$

where $\gamma=\frac{\alpha}{\alpha+4}$ and $H_{1}$ is defined in (3.12)-(3.13). For $n=1$ this equation reduces to

$$
\begin{equation*}
H(t, x)=\frac{3}{2}\left(1-x^{2}\right)+\frac{3^{\frac{5(1-\gamma)}{2}} \gamma^{1-5 \gamma}}{120} t^{-(1-5 \gamma)}\left(1-x^{2}\right)\left(1-5 x^{2}\right)+O\left(t^{-2(1-5 \gamma)}\right) \tag{3.23}
\end{equation*}
$$

for $x \in[-1,1]$.
3.3. The case $\alpha>\frac{4}{n+3}$ : weak contact-line friction. On assuming $\alpha>\frac{4}{n+3}$, separation of variables in 3.1a yields, at leading order for $s_{0} \gg 1$,

$$
\begin{equation*}
\dot{s}_{0}=B_{0}^{2} s_{0}^{-(n+3)} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{0}^{n-1} \frac{\mathrm{~d}^{3} H_{0}}{\mathrm{~d} x^{3}}=B_{0}^{2} x \quad \text { in }(0,1) \tag{3.25}
\end{equation*}
$$

for some unknown constant $B_{0}>0$, whilst the condition (3.1c) at the contact line yields

$$
\begin{equation*}
\frac{\mathrm{d} H_{0}}{\mathrm{~d} x}=0 \quad \text { at } x=1 \tag{3.26}
\end{equation*}
$$

The system for $H_{0}$ is complemented with the boundary conditions 3.3 and the mass constraint (3.4), hence it coincides with $(2.2)$ with $D=0$. Therefore

$$
\begin{equation*}
\left(B_{0}, H_{0}\right) \text { is the unique solution to } 2.2 \text { with } D=0 \tag{3.27}
\end{equation*}
$$

(cf. Theorem 2.2 and 71, Theorem 1.2]), i.e. $H_{0}=H_{D=0}$ is the unique exact self-similar solution of (1.10) with zero contact angle and unit mass. Integrating with normalization $s_{0}(0)=0$ then yields

$$
\begin{equation*}
s_{0}(t)=\left((n+4) B_{0}^{2} t\right)^{\frac{1}{n+4}} \tag{3.28}
\end{equation*}
$$

Remark 3.1. It is to be noted that the leading-order expansion given by $s_{0}$ and $H_{0}$ is selfconsistent. This is in contrast to the case of strong contact-line friction, where the leading-order expansions in the bulk and at the contact line were incompatible with each other (cf. (3.5). However, since we are interested in quantifying the correction coming from the contact-line frictional law, we shall be looking at $\omega H_{1}$ and $s_{1}$ in this case, too.

At next-to-leading order for $s_{0} \gg 1$, the contact-line condition 3.1c implies

$$
\begin{array}{rlrl}
\frac{\mathrm{d} H_{1}}{\mathrm{~d} x} & =-\left(H_{0}^{n-1} \frac{\mathrm{~d}^{3} H_{0}}{\mathrm{~d} x^{3}}\right)^{\frac{\alpha}{2}} \stackrel{\sqrt[3.25]{-}}{-}-B_{0}^{-\alpha} & \text { at } \quad x=1, \\
\omega & =s_{0}^{-\frac{\alpha(n+3)-4}{2}} \stackrel{3.28}{=}\left((n+4) B_{0}^{2} t\right)^{-\frac{\alpha(n+3)-4}{2(n+4)}} \tag{3.30}
\end{array}
$$

where we have normalized $\omega$ conveniently since only the product $\omega H_{1}$ enters the expansion in (3.2). Furthermore, we have used that $\omega \frac{\mathrm{d} H_{1}}{\mathrm{~d} x}$ has to have (strictly) negative sign at $x=1$ for the expansion to make sense around $x=1$ and be nontrivial. In the bulk, the next-to-leading order terms in 3.1a,

$$
\omega\left((n-1) H_{0}^{n-2} \frac{\mathrm{~d}^{3} H_{0}}{\mathrm{~d} x^{3}} H_{1}+H_{0}^{n-1} \frac{\mathrm{~d}^{3} H_{1}}{\mathrm{~d} x^{3}}\right)=s_{1}^{n+3} \dot{s}_{1} x \quad \text { for } \quad x \in(0,1)
$$

yield by separation of variables with 3.25

$$
\begin{equation*}
\omega=-C_{2}^{-1} B_{0}^{\frac{2(1-n)}{n}} s_{1}^{n+3} \dot{s}_{1} \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
(n-1) x H_{1}+f^{n} \frac{\mathrm{~d}^{3} H_{1}}{\mathrm{~d} x^{3}}=-C_{2} x f \quad \text { in }(0,1) \tag{3.32}
\end{equation*}
$$

for some $C_{2}>0$ without loss of generality (since the expansion only depends on $\omega H_{1}$ ), where we have defined

$$
\begin{equation*}
f=\underset{9}{B_{0}^{-\frac{2}{n}}} H_{0} . \tag{3.33}
\end{equation*}
$$

Integrating 3.31 using 3.30 we obtain

$$
\frac{\mathrm{d} s_{1}^{n+4}}{\mathrm{~d} t}=O(\omega)=O\left(t^{\frac{4-\alpha(n+3)}{2(n+4)}}\right) \quad \Rightarrow \quad s_{1}^{n+4}= \begin{cases}O\left(t^{\frac{2(n+6)-\alpha(n+3)}{2(n+4)}}\right) & \text { if } \alpha \neq 2 \frac{n+6}{n+3}, \\ O(\log t) & \text { if } \alpha=2 \frac{n+6}{n+3}\end{cases}
$$

and with 3.20 and 3.28 this produces

$$
s(t)=\left((n+4) B_{0}^{2} t\right)^{\frac{1}{n+4}} \begin{cases}\left(1+O\left(t^{-\frac{\alpha(n+3)-4}{2(n+4)}}\right)\right) & \text { if } \alpha \neq 2 \frac{n+6}{n+3}  \tag{3.34}\\ \left(1+O\left(t^{-1} \log t\right)\right) & \text { if } \alpha=2 \frac{n+6}{n+3}\end{cases}
$$

Next, we turn our attention to determining $H_{1}$ and $C_{2}$. We distinguish three cases.
$\boldsymbol{n}=\mathbf{1}$. For $n=1$, an explicit integration gives (cf. 2.3), 2.4), and (3.33)

$$
\begin{equation*}
f(x)=\frac{1}{24}\left(1-x^{2}\right)^{2}, \quad B_{0}^{2}=45 \quad \text { and } \quad H_{0}=\frac{15}{8}\left(1-x^{2}\right)^{2} \quad \text { for } \quad x \in[-1,1] \tag{3.35}
\end{equation*}
$$

whence $s_{0}(t) \stackrel{\sqrt{3.28}}{-}(225 t)^{\frac{1}{5}}$, and (3.30) and (3.34) reduce to

$$
\omega=(225 t)^{-\frac{2(\alpha-1)}{5}}, \quad s(t)=(225 t)^{\frac{1}{5}} \begin{cases}\left(1+O\left(t^{\frac{-2(\alpha-1)}{5}}\right)\right) & \text { if } \alpha \neq \frac{7}{2}  \tag{3.36}\\ \left(1+O\left(t^{-1} \log t\right)\right) & \text { if } \alpha=\frac{7}{2}\end{cases}
$$

We integrate (3.32) using the four conditions (3.3), (3.4), and (3.29), leading to $C_{2}=(45)^{\frac{\alpha}{2}}$ and

$$
\begin{equation*}
H_{1}=\frac{(45)^{\frac{\alpha}{2}}}{6}\left(\frac{1}{5}\left(1-x^{2}\right)-\frac{1}{4}\left(1-x^{2}\right)^{2}\right)=-\frac{(45)^{\frac{\alpha}{2}}}{120}\left(1-x^{2}\right)\left(1-5 x^{2}\right) \tag{3.37}
\end{equation*}
$$

Collecting (3.35), (3.36) and (3.37) in (3.2), at leading order as $s \rightarrow \infty$ (or equivalently $t \rightarrow \infty$ ) the approximate position of the free boundary is given by (3.36), and the quasi-self-similar profile $H$ is given by

$$
H(t, x)=\frac{15}{8}\left(1-x^{2}\right)^{2}-\frac{1}{8} 3^{\frac{\alpha-1}{5}} 5^{-\frac{3 \alpha+2}{10}} t^{-\frac{2(\alpha-1)}{5}}\left(1-x^{2}\right)\left(1-5 x^{2}\right)+O\left(t^{-\frac{4(\alpha-1)}{5}}\right)
$$

$n \in\left(\mathbf{1}, \frac{\mathbf{3}}{\mathbf{2}}\right)$. We now consider $n>1$. Defining $g$ as

$$
\begin{equation*}
H_{1}=-\frac{C_{2}}{n} f+g \tag{3.38}
\end{equation*}
$$

we get from 3.32

$$
\begin{equation*}
(n-1) x g+f^{n} \frac{\mathrm{~d}^{3} g}{\mathrm{~d} x^{3}}=0 \quad \text { for } \quad x \in(0,1) \tag{3.39a}
\end{equation*}
$$

and the boundary conditions (3.3) and (3.29) transform into

$$
\begin{align*}
g=0 & \text { at } x=1,  \tag{3.39b}\\
\frac{\mathrm{~d} g}{\mathrm{~d} x}=-B_{0}^{\alpha} & \text { at } x=1,  \tag{3.39c}\\
\frac{\mathrm{~d} g}{\mathrm{~d} x}=0 & \text { at } x=0 . \tag{3.39d}
\end{align*}
$$

Once $g$ is determined, the mass constraint (3.4) leads to

$$
\begin{equation*}
C_{2}=-\frac{n \int_{0}^{1} g(x) \mathrm{d} x}{\int_{0}^{1} f(x) \mathrm{d} x} \tag{3.40}
\end{equation*}
$$

In order to determine solvability of (3.39, we use 71, Theorem 1.3], that is,

$$
f=\left\{\begin{array}{ll}
C_{3}(1-x)^{2}(1+o(1)) & \text { for } 0<n<\frac{3}{2}  \tag{3.41}\\
C_{4}(1-x)^{2}(-\log (1-x))^{\frac{2}{3}}(1+o(1)) & \text { for } n=\frac{3}{2}, \\
C_{5}(1-x)^{\frac{3}{n}}(1+o(1)) & \text { for } \frac{3}{2}<n<3
\end{array} \quad \text { as } x \nearrow 1\right.
$$

where $C_{3}, C_{4}, C_{5}>0$ only depend on $n$. The asymptotics (3.41) imply that 3.39 has no solution for $n \in\left[\frac{3}{2}, 3\right)$ : indeed, for $n \in\left(\frac{3}{2}, 3\right)$ from 3.39a)-3.39c) and (3.41) we infer

$$
\frac{\mathrm{d}^{3} g}{\mathrm{~d} x^{3}}=\left\{\begin{array}{ll}
-\frac{1}{2} B_{0}^{\alpha} C_{4}^{-\frac{3}{2}}(1-x)^{-2}(-\log (1-x))^{-1} & \text { for } n=\frac{3}{2}, \\
-(n-1) B_{0}^{\alpha} C_{5}^{-n}(1-x)^{-2}(1+o(1)) & \text { for } n \in\left(\frac{3}{2}, 3\right),
\end{array} \quad \text { as } x \nearrow 1\right.
$$

in contradiction with 3.39 c .

For $n \in\left[1, \frac{3}{2}\right)$, we apply a further splitting according to

$$
\begin{equation*}
g=\frac{1}{2} B_{0}^{\alpha}\left(1-x^{2}\right)+v+w, \tag{3.42}
\end{equation*}
$$

where

$$
\begin{align*}
f^{n} \frac{\mathrm{~d}^{3} v}{\mathrm{~d} x^{3}} & =\frac{1-n}{2} B_{0}^{\alpha} x\left(1-x^{2}\right) & & \text { for } \quad x \in(0,1),  \tag{3.43a}\\
v & =\frac{\mathrm{d} v}{\mathrm{~d} x}=0 & & \text { at } \quad x=1,  \tag{3.43b}\\
\frac{\mathrm{~d} v}{\mathrm{~d} x} & =0 & & \text { at } \quad x=0, \tag{3.43c}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{L} w:=(n-1) x w+f^{n} \frac{\mathrm{~d}^{3} w}{\mathrm{~d} x^{3}} & =(1-n) x v & & \text { for } \quad x \in(0,1),  \tag{3.44a}\\
w & =\frac{\mathrm{d} w}{\mathrm{~d} x}=0 & & \text { at } \quad x=1,  \tag{3.44b}\\
\frac{\mathrm{~d} w}{\mathrm{~d} x} & =0 & & \text { at } \quad x=0 . \tag{3.44c}
\end{align*}
$$

We first construct a solution to (3.43). We have

$$
\begin{aligned}
& \frac{\mathrm{d}^{2} v}{\mathrm{~d} x^{2}} \stackrel{\sqrt{3.43 \mathrm{a}}}{=}-\frac{n-1}{2} B_{0}^{\alpha} \int_{0}^{x} \frac{x_{1}\left(1-x_{1}^{2}\right)}{\left(f\left(x_{1}\right)\right)^{n}} \mathrm{~d} x_{1}+C_{6}, \\
& \frac{\mathrm{~d} v}{\mathrm{~d} x} \stackrel{\sqrt[3.43 \mathrm{c}]{=}}{-}-\frac{n-1}{2} B_{0}^{\alpha} \int_{0}^{x} \int_{0}^{x_{1}} \frac{x_{2}\left(1-x_{2}^{2}\right)}{\left(f\left(x_{2}\right)\right)^{n}} \mathrm{~d} x_{2} \mathrm{~d} x_{1}+C_{6} x \\
& \quad=-\frac{n-1}{2} B_{0}^{\alpha} \int_{0}^{x} \frac{x_{2}\left(x-x_{2}\right)\left(1-x_{1}^{2}\right)}{\left(f\left(x_{2}\right)\right)^{n}} \mathrm{~d} x_{2}+C_{6} x, \\
& C_{6} \stackrel{3.43 \mathrm{~b}}{-} \frac{n-1}{2} B_{0}^{\alpha} \int_{0}^{1} \frac{x(1-x)^{2}(1+x)}{(f(x))^{n}} \mathrm{~d} x,
\end{aligned}
$$

so that

$$
\begin{equation*}
v \stackrel{(3.43 \mathrm{~b}}{=} \frac{n-1}{2} B_{0}^{\alpha} \int_{x}^{1} \int_{0}^{x_{1}} \frac{x_{2}\left(x-x_{2}\right)\left(1-x_{1}^{2}\right)}{\left(f\left(x_{2}\right)\right)^{n}} \mathrm{~d} x_{2} \mathrm{~d} x_{1}-\frac{C_{6}}{2}\left(1-x^{2}\right) . \tag{3.45}
\end{equation*}
$$

Notably, in view of (3.41), (3.45) only yields a well-defined solution for $n \in\left[1, \frac{3}{2}\right)$. Lastly, in order to find the solution of (3.44), we use

$$
\begin{aligned}
& \int_{0}^{1} x f^{-n} w(\mathcal{L} w) \mathrm{d} x=(n-1) \int_{0}^{1} x^{2} f^{-n} w^{2} \mathrm{~d} x+\int_{0}^{1} x w \frac{\mathrm{~d}^{3} w}{\mathrm{~d} x^{3}} \mathrm{~d} x \\
& \frac{3.44 \mathrm{~b}}{-}(n-1) \int_{0}^{1} x^{2} f^{-n} w^{2} \mathrm{~d} x-\int_{0}^{1} w \frac{\mathrm{~d}^{2} w}{\mathrm{~d} x^{2}} \mathrm{~d} x-\frac{1}{2} \int_{0}^{1} x \frac{\mathrm{~d}}{\mathrm{~d} x}\left(\frac{\mathrm{~d} w}{\mathrm{~d} x}\right)^{2} \mathrm{~d} x \\
&(n-1) \int_{0}^{1} x^{2} f^{-n} w^{2} \mathrm{~d} x+\frac{3}{2} \int_{0}^{1}\left(\frac{\mathrm{~d} w}{\mathrm{~d} x}\right)^{2} \mathrm{~d} x>0 \text { for all } w \not \equiv 0 .
\end{aligned}
$$

This proves coercivity for $n \in\left[1, \frac{3}{2}\right)$, so that the Lax-Milgram theorem yields existence of a unique solution to (3.44). Together with (3.45), this yields existence of a unique solution $g$ to (3.39), hence of a unique $H_{1}$.
$\boldsymbol{n} \in\left(\frac{3}{2}, \mathbf{3}\right)$. The afore-mentioned non-existence of solutions to 3.39 for mobility exponents $n \in\left[\frac{3}{2}, 3\right)$ entails that the ansatz $(3.2]$ breaks down for this range of mobilities in the regime of strong contact-line friction $\alpha>\frac{4}{n+3}$. This necessitates a matched-asymptotics approach in which we distinguish between outer and inner region. Since the case $n=\frac{3}{2}$ contains a logarithmic resonance (see 3.41 ), we only concentrate on the range $n \in\left(\frac{3}{2}, 3\right)$ in what follows.

With $H_{0}$ and $s_{0}$ given by (3.27) and (3.28), respectively, it follows from the previous analysis that $s=s_{0}(1+o(1))$ and $H(t, x)=H_{0}(x)$ in the outer region (whose extent is to be determined). Near $x=1$, from (3.33) and (3.41), we infer for $n \in\left(\frac{3}{2}, 3\right)$ that

$$
\begin{equation*}
H_{0}=C_{5} B_{0}^{\frac{2}{n}}(1-x)^{\frac{3}{n}}(1+o(1)) \quad \text { for } \quad 0<1-x \ll 1 \tag{3.46}
\end{equation*}
$$

where more precisely

$$
\begin{equation*}
C_{5}=\left(\frac{3}{n}\left(\frac{3}{n}-1\right)\left(2-\frac{3}{n}\right)\right)^{-\frac{1}{n}} \tag{3.47}
\end{equation*}
$$

In the inner region $x \nearrow 1$, we use the traveling-wave ansatz

$$
\begin{equation*}
H(t, x)=s F_{\text {in }}(\xi) \quad \xi=s(1-x) \tag{3.48}
\end{equation*}
$$

Inserted into 1.18 a with $s=s_{0}(1+o(1))$, this gives, after an integration using 1.18 b and 1.18 d ,

$$
\begin{equation*}
F_{\mathrm{in}}^{n-1} \frac{\mathrm{~d}^{3} F_{\mathrm{in}}}{\mathrm{~d} \xi^{3}}=-\dot{s}_{0} \quad \text { for } \quad \xi>0 \tag{3.49a}
\end{equation*}
$$

The boundary condition 1.18 d is then automatically satisfied; the conditions 1.18 b and 1.18 c translate into

$$
\begin{equation*}
F_{\text {in }}=0 \quad \text { and } \quad\left(\frac{\mathrm{d} F_{\text {in }}}{\mathrm{d} \xi}\right)^{2}=\left(\dot{s}_{0}\right)^{\alpha} \quad \text { at } \quad \xi=0 \tag{3.49b}
\end{equation*}
$$

and are complemented with the condition

$$
\begin{equation*}
\frac{\mathrm{d}^{2} F_{\text {in }}}{\mathrm{d} \xi^{2}} \rightarrow 0 \quad \text { as } \quad \xi \rightarrow \infty \quad \text { for } \quad \frac{3}{2}<n<3, \tag{3.49c}
\end{equation*}
$$

which in view of $(3.46)$ is required for the matching to the outer solution $H_{0}$. Well-posedness of (3.49) may be obtained using the strategies in 56 or 13 , where related problems were considered. Here we sketch the application of the argument in 13 to the present case. For $\xi \ll 1$, a oneparametric solution family to 3.49a and 3.49b is given by

$$
F_{\text {in }}(\xi)=\left\{\begin{array}{ll}
\left(\dot{s}_{0}^{\frac{\alpha}{2}} \xi-\frac{\dot{s}_{0}^{1+\frac{\alpha}{2}(1-n)}}{(4-n)(3-n)(2-n)} \xi^{4-n}+a_{\text {in }} \xi^{2}+\text { h.o.t. }\right) & \text { for } n \neq 2  \tag{3.50}\\
\dot{s}_{0}^{\frac{\alpha}{2}}\left(\xi+\frac{\dot{s}_{0}^{1-\alpha}}{2} \xi^{2} \log \xi+a_{\mathrm{in}} \xi^{2}+\text { h.o.t. }\right) & \text { for } n=2
\end{array} \quad \text { as } \xi \searrow 0, \quad a_{\mathrm{in}} \in \mathbb{R}\right.
$$

where h.o.t. denotes higher-order terms. For $\xi \gg 1$, a one-parametric (plus translation) solution family to 3.49 a and 3.49 c ) is given by

$$
\begin{equation*}
F_{\text {in }}=\dot{s}_{0}^{\frac{1}{n}}\left(C_{5} \xi^{\frac{3}{n}}+b_{\text {in }} \xi+\text { h.o.t. }\right) \quad \text { for } \frac{3}{2}<n<3 \quad \text { as } \xi \rightarrow \infty, \quad b_{\text {in }} \in \mathbb{R} \tag{3.51}
\end{equation*}
$$

Therefore, for $\frac{3}{2}<n<3$, 3.50 and 3.51 define two two-dimensional solution manifolds (with parameters $\left(\xi, a_{\text {in }}\right)$ and ( $\xi, b_{\text {in }}$ ), respectively) of the three-dimensional dynamical system $\left(F_{\text {in }}, \frac{\mathrm{d} F_{\text {in }}}{\mathrm{d} \xi}, \frac{\mathrm{d}^{2} F_{\text {in }}}{\mathrm{d} \xi^{2}}\right)$ : their intersection is the one-dimensional solution curve determining $a_{\text {in }}$ and $b_{\text {in }}$ and defining the solution to (3.49).

In terms of $x$, expansion (3.51) translates at leading order into

$$
\begin{equation*}
H(t, x) \stackrel{\sqrt{3.48}}{=} s_{0} F_{\text {in }}=\dot{s}_{0}^{\frac{1}{n}} s_{0}^{\frac{n+3}{n}} C_{5}(1-x)^{\frac{3}{n}}(1+o(1)) \quad \text { for } \quad s^{-1} \ll 1-x \ll 1 \tag{3.52}
\end{equation*}
$$

For $s \gg 1$, expansions 3.46 and 3.52 thus have an overlapping region, $s^{-1} \ll 1-x \ll 1$ : matching them yields

$$
\dot{s}_{0}^{\frac{1}{n}} s_{0}^{\frac{n+3}{n}} C_{5}=B_{0}^{\frac{2}{n}} C_{5}
$$

which is fulfilled because of (3.24). Since

$$
\begin{aligned}
s_{0} F_{\text {in }} & \stackrel{\sqrt[3.50]{-}}{-} s_{0}^{2} \dot{s}_{0}^{\frac{\alpha}{2}}(1-x)(1+o(1)) \stackrel{\sqrt{3.24}}{2} B_{0}^{\alpha} s_{0}^{\frac{4-\alpha(n+3)}{2}}(1-x)(1+o(1)) \\
& \stackrel{3.28}{-} B_{0}^{\alpha}\left((n+4) B_{0}^{2} t\right)^{\frac{4-\alpha(n+3)}{2(n+4)}}(1-x)(1+o(1))
\end{aligned} \text { for } \quad 0 \leq 1-x \ll s^{-1}, ~ l
$$

we conclude that $H(t, x)=\tilde{H}_{0}(t, x)(1+o(1))$, where

$$
\tilde{H}_{0}(t, x) \sim\left\{\begin{array}{ll}
H_{0}(x) & \text { for } 1-x \gg s^{-1}  \tag{3.53}\\
B_{0}^{\alpha}\left((n+4) B_{0}^{2} t\right)^{-\beta}(1-x) & \text { for } 1-x \ll s^{-1},
\end{array} \quad s \gg 1, \quad \beta=\frac{\alpha(n+3)-4}{2(n+4)}>0 .\right.
$$

## 4. Conclusions and outlook

We have obtained an asymptotic description of the long-time dynamics of solutions $(H, s)$ to (1.18). This translates back to the original height via $h(t, y)=s^{-1} H\left(t, s^{-1} y\right)$ with support $(-s, s)$.

In the balanced case, $\alpha=\frac{4}{n+3}$, we have shown that admits for any $D \geq 0$ a unique
 $D$, the profile ranging from the zero contact-angle one for $D=0$ to a parabolic shape as $D \rightarrow+\infty$. Numerical solutions to 2.2 have been provided in Fig. 2 .

A very interesting question concerns stability, i.e., the convergence of solutions $H$ of (1.18) to the self-similar profile (2.3). This issue has already been raised in [72, §6] and [36, §8] in


Figure 3. For $D=1$ and $n=1$ (left) or $n=2$ (right), the solution $H(t, x)$ to 1.18 for increasing times $0 \leq t<\infty$ (blue lines, time increases along arrows) with initial datum $H(t=0, x)=\frac{15}{4}\left((1+x)(1-x)-\frac{2}{5}(1+\cos (\pi x))\right.$ (red dashed line), compared with the exact self-similar solutions $H_{D}(x)$ to 2.2 approached as $t \rightarrow \infty$ (red dotted line).
a similar context and could be faced, starting from $n=1$, either by energy-entropy methods 72 75, by studying global-in-time classical solutions for perturbations of special solutions like a self-similar profile [35, 36, 39], a traveling wave [40, 42], or an equilibrium-stationary solution $[33,34,46,47,49,51]$. In the three latter cases, the difficulty lies in finding suitable estimates for the linearized evolution of perturbations. Unlike in the case of the Smyth-Hill profile 76], this linearization does not carry an apparent symmetric structure, which is why the linear analysis is presumably more involved. Fig. 3 provides numerical simulations supporting convergence in the balanced case for $n=1$ and $n=2$.

For strong contact-line friction, $\alpha<\frac{4}{n+3}, H$ and $s$ obey the asymptotic

$$
\begin{align*}
H(t, x) & =\frac{3}{2}\left(1-x^{2}\right)+C_{2} t^{-(1-\gamma(n+4))} H_{1}(x)+O\left(t^{-2(1-\gamma(n+4))}\right) \quad \text { for } \quad x \in[-1,1]  \tag{4.1a}\\
s(t) & =3^{\frac{1-\gamma}{2}} \gamma^{-\gamma} t^{\gamma} \begin{cases}\left(1+O\left(t^{-(1-\gamma(n+4))}\right)\right) & \text { if } \gamma \neq \frac{1}{2(n+4)} \\
\left(1+O\left(t^{-\frac{1}{2}} \log t\right)\right) & \text { if } \gamma=\frac{1}{2(n+4)},\end{cases} \tag{4.1b}
\end{align*}
$$

where $H_{1}$ and $C_{2}$ are defined in $\S 3.2$ (see $\sqrt{3.12}$ - 3.13 ) and 3.22 ), and

$$
H_{1}(x)=\frac{1}{120}\left(1-x^{2}\right)\left(1-5 x^{2}\right) \quad \text { if } \quad n=1
$$

The leading-order profile is a parabolic one, with finite non-zero contact angle, and coincides with the exact self-similar profile in the limiting case $D=\infty$ (82). In other words, $H_{D} \rightarrow H_{0}$ as $D \rightarrow \infty$. In addition, the evolution of the contact line, as given by 4.1b, is slower than the standard one and is dominated by the contact-line frictional exponent $\alpha$. Therefore, for $\alpha<\frac{4}{n+3}$ contact-line friction dominates the long-time dynamics uniformly in space and time (Fig. 4, first column). Notably, the correction $H_{1}$, which is dictated by attaining the dynamical contact-line condition, is not localized near the contact line, but rather propagates throughout the solution's support (Fig. 5 middle and right).

For weak contact-line friction, $\alpha>\frac{4}{n+3}$, the leading-order dynamics instead coincide with the zero-contact-angle ones in terms of both profile and speed, in the sense that

$$
\begin{equation*}
H(t, x)=H_{0}(x) \quad \text { and } \quad s(t)=\left((n+4) B_{0}^{2} t\right)^{\frac{1}{n+4}} \tag{4.2}
\end{equation*}
$$

where $\left(B_{0}, H_{0}\right)$ is the unique solution to 2.2 with $D=0$. In other words, $H_{0}=H_{D=0}$ is the unique self-similar profile of 1.10 with zero contact angle and normalized mass (Fig. 4 , second column). Our results on the corrections turn out to depend on the mobility exponent $n$ : if $n \in[1,3 / 2)$ we find a global estimate as above, in the sense that

$$
\begin{align*}
H(t, x) & =H_{0}(x)+\left((n+4) B_{0}^{2} t\right)^{-\beta} H_{1}(x)+O\left(t^{-2 \beta}\right), \quad \beta=\frac{\alpha(n+3)-4}{2(n+4)}  \tag{4.3a}\\
s(t) & =\left((n+4) B_{0}^{2} t\right)^{\frac{1}{n+4}} \begin{cases}\left(1+O\left(t^{-\beta}\right)\right) & \text { if } \alpha \neq 2 \frac{n+6}{n+3} \\
\left(1+O\left(t^{-1} \log t\right)\right) & \text { if } \alpha=2 \frac{n+6}{n+3}\end{cases} \tag{4.3b}
\end{align*}
$$



Figure 4. For $D=1$ and $n=1$ (top) or $n=2$ (bottom), the solution $H(t, x)$ to (1.18) for different $t$ (blue lines) with initial datum $H(t=0, x)=\frac{15}{4}((1+x)(1-x)-$ $\left.\frac{2}{5}(1+\cos (\pi x))\right)$ (red dashed line) for strong contact line friction $\alpha=1 / 2$ (left) and weak contact line friction $\alpha=2$ (right) compared with the exact self-similar solutions $H_{\tilde{D}}(x)$ to $\sqrt[2.2]{ }$ approached as $t \rightarrow \infty$ (red dotted lines, with $\tilde{D} \rightarrow \infty$ for $\alpha=1 / 2$, cf. Theorem 2.2 and $\tilde{D}=0$ for $\alpha=2$ ). Note that for $\alpha=\frac{1}{2}$ solutions go slightly above the graph of $H_{\tilde{D}}$ before relaxing (a manifestation of the lack of a comparison principle). The time evolution is indicated by dark gray arrows.


Figure 5. Convergence of the correction to the self-similar solution, where (left) we show the $L^{1}$ norm of the difference between $C(t, x)=\left(H(t, x)-H_{0}(x)\right) /\left|H(t, \cdot)-H_{0}(\cdot)\right|_{\infty}$ and the theoretically predicted, normalized correction $\pm H_{1}(x) /\left|H_{1}(\cdot)\right|_{\infty}$. For comparison, in (middle) and (right) we show $C(t, x)$ at $t=200$ for $n=1$, respectively $n=2$. Corrections $C$ (colored) are compared with theoretically predicted ones (dashed/dotted), when the latter are available.
where $H_{1}(x)$ is uniquely determined in $\$ 3.3$. On the other hand, if $n \in(3 / 2,3)$ we are only able to qualify a local correction:

$$
H(t, x) \sim \begin{cases}H_{0}(x) & \text { for } 1-x \gg t^{-\frac{1}{n+4}} \\ B_{0}^{\alpha}\left((n+4) B_{0}^{2} t\right)^{-\beta}(1-x) & \text { for } 1-x \ll t^{-\frac{1}{n+4}}\end{cases}
$$

It is apparent from our numerical simulation (Fig. 5 right) that the correction should consist, also in this case, of a globally defined function $H_{1}$ and $s_{1}$ as in 4.3, with the same time exponent $\beta$; however, at the moment this is left as an open question.


Figure 6. Convergence to self-similar solutions observed in the long-time behavior $s(t) \sim t^{\gamma}$ of numerical solutions to 1.18 for mobility exponents $n=1,2$, where (left) we show the logarithmic time-derivative $\frac{\mathrm{d} \log s}{\mathrm{~d} \log t}$ approaching the predicted $\gamma$ (black dotted line) for $n=1$ and (right) we show the evaluation of the logarithmic time-derivative at $t=10^{7}$ for various $\alpha$ and for $n=1,2$ compared to the theoretical prediction.




Figure 7. Time correction, in the form $\frac{\mathrm{d}}{\mathrm{d} t}\left(t^{-\gamma} s(t)\right)$ versus $t$, for numerical solutions to (1.18), shown using full lines for strong contact line friction $n=1, \alpha<1$ (left), weak contact line friction $n=1, \alpha>1$ (center), and strong contact line friction $n=2, \alpha<4 / 5$ (right). Dashed lines are the corresponding theoretical predictions.

As in the balanced case, a rigorous stability result is expected to hold for $\alpha \neq \frac{4}{n+3}$ and would be interesting to be pursued, showing convergence of solutions $H$ of $\sqrt{1.18}$ to the corresponding $H_{0}$. In this respect, Fig. 4 and 6 provide numerical simulations supporting convergence, and Fig. 5 and 7 numerically validate the next-to-leading-order corrections to the macroscopic profile $H_{0}$.

A final remark concerns dependence on the contact-line frictional coefficient $d$ (cf. 1.12 ), which we could scale out. Let $s_{*}$ be the asymptotic position of the free boundary of the solution to (1.16) with $D=1$ and $M=2$, as given by 4.1 b and 4.2 . Keeping mass equal to two, but for a generic $d>0$, the asymptotic position of the contact line in the original equation 1.11) is given by

$$
s(t)=Y_{*} s_{*}\left(T_{*}^{-1} t\right), \quad \text { where } \quad H_{*} \stackrel{\sqrt{1.14}}{-} Y_{*}^{-1} \stackrel{\sqrt{1.13}}{-} T_{*}^{-\frac{1}{n+4}} \stackrel{1.15}{-} d^{\frac{1}{4-\alpha(n+3)}}, \quad \alpha \neq \frac{4}{n+3},
$$

yielding

$$
s(t) \sim\left\{\begin{array}{ll}
3^{\frac{1-\gamma}{2}} \gamma^{-\gamma} d^{-\frac{1}{\alpha+4}} t^{\gamma} & \text { if } \alpha<\frac{4}{n+3} \\
\left((n+4) B_{0}^{2} t\right)^{\frac{1}{n+4}} & \text { if } \alpha>\frac{4}{n+3}
\end{array} \quad \text { as } t \rightarrow+\infty\right.
$$

This shows that in the strong case, as expected, larger frictional coefficients $d$ yield slower speeds; notably, however, in the weak case the leading-order asymptotic speed in 1.11) is instead oblivious of both $\alpha$ and $d$, hence universal.

## Appendix A. The gradient-flow formulation and its discretization

A.1. Gradient-flow formulation. Problem (1.11) and its discretization are based on a gradient flow formulation for the height $h$ and the wetted area $\{h>0\}=\left(s_{-}, s_{+}\right)$as in 1.2. The gradient
flow

$$
\begin{equation*}
\dot{h}=-\partial_{\eta} \Psi^{*}(h, \mathrm{D} \mathcal{E}[h]) . \tag{A.1}
\end{equation*}
$$

is formally defined in terms of the energy $\mathcal{E}$ in (1.5) and the dual dissipation potential

$$
\begin{equation*}
\Psi^{*}(h, \eta)=\frac{1}{2} \int_{\{h>0\}} m(h)\left(\partial_{y} \pi\right)^{2} \mathrm{~d} y+\frac{1}{2} \int_{\partial\{h>0\}} m_{\mathrm{CL}}\left(\partial_{y} h\right) \zeta^{2} \mathrm{~d} s, \quad \eta=(\pi, \zeta), \tag{A.2}
\end{equation*}
$$

where $\Psi^{*}(h, 0) \equiv 0$ and $\Psi^{*}$ is convex in the second argument. The bulk mobility $m$ and the contact-line mobility $m_{\mathrm{CL}}$ are non-negative functions, which in the case of 1.11) are given by

$$
\begin{equation*}
m(h)=h^{n} \quad \text { and } \quad m_{\mathrm{CL}}(z)=\frac{2}{d^{\frac{1}{\alpha}}}|z|^{\frac{2}{\alpha}} . \tag{A.3}
\end{equation*}
$$

The first term in $\Psi^{*}$ encodes the standard dissipation of the viscous fluid with nontrivial slip boundary conditions, whereas the second term encodes the extra dissipation at the contact line $y=s_{ \pm}$. This formulation relies on the formal assumption that for fixed time there exists a representation of the dual force $\eta=(\pi:\{h>0\} \rightarrow \mathbb{R}, \zeta: \partial\{h>0\} \rightarrow \mathbb{R})$ such that

$$
\begin{equation*}
\langle\eta, \dot{h}\rangle=\int_{\{h>0\}} \pi \dot{h} \mathrm{~d} y+\int_{\partial\{h>0\}} \zeta \dot{h} \mathrm{~d} s \quad \text { for any rate } \dot{h}(t):\{h>0\} \rightarrow \mathbb{R} \tag{A.4}
\end{equation*}
$$

Using this representation ${ }^{1]}$ one identifies $\eta$ with $\langle\eta, \bar{v}\rangle=\langle\mathrm{D} \mathcal{E}[h], \bar{v}\rangle$ in a weak formulation, i.e.,

$$
\begin{equation*}
\int_{\{h>0\}} \pi \bar{v} \mathrm{~d} y+\int_{\partial\{h>0\}} \zeta \bar{v} \mathrm{~d} s=\int_{\{h>0\}} \partial_{y} h \partial_{y} \bar{v} \mathrm{~d} y+\int_{\partial\{h>0\}} \frac{1}{2\left|\partial_{y} h\right|}\left(\left(\partial_{y} h\right)^{2}+(-2 S)\right) \bar{v} \mathrm{~d} s \tag{A.5a}
\end{equation*}
$$

Testing the gradient flow (A.1) with $\bar{\eta}=(\bar{\pi}, \bar{\zeta})$ and using A.2 gives $\langle\bar{\eta}, \dot{h}\rangle=\left\langle\bar{\eta},-\partial_{\eta} \Psi^{*}(h, \mathrm{D} \mathcal{E}[h])\right\rangle$, or in full detail

$$
\begin{equation*}
\int_{\{h>0\}} \dot{h} \bar{\pi} \mathrm{~d} y+\int_{\partial\{h>0\}} \dot{h} \bar{\zeta} \mathrm{~d} s=-\int_{\{h>0\}} m(h) \partial_{y} \pi \partial_{y} \bar{\pi} \mathrm{~d} y-\int_{\partial\{h>0\}} m_{\mathrm{CL}}\left(\partial_{y} h\right) \zeta \bar{\zeta} \mathrm{d} s \tag{A.5b}
\end{equation*}
$$

We seek $(\dot{h}, \pi, \zeta)$ that satisfy A.5 for all test functions $(\bar{v}, \bar{\pi}, \bar{\zeta})$. By testing this weak formulation with $(\bar{v}, \bar{\pi}, \bar{\zeta})=(\dot{h}, \pi, \zeta)$, we can deduce the energy descent

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}[h(t)]=\langle\eta, \dot{h}\rangle=-\left(\int_{\{h>0\}} m(h)\left(\partial_{y} \pi\right)^{2} \mathrm{~d} y+\int_{\partial\{h>0\}} m_{\mathrm{CL}}\left(\partial_{y} h\right) \zeta^{2} \mathrm{~d} s\right) \leq 0 . \tag{A.6}
\end{equation*}
$$

Additionally, the solution $h(t, y)$ and the contact line $s_{ \pm}(t)$ satisfy the kinematic condition

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} h\left(t, s_{ \pm}(t)\right)=\dot{h}\left(t, s_{ \pm}(t)\right)+\dot{s}_{ \pm}(t) \partial_{y} h\left(t, s_{ \pm}(t)\right)=0 \tag{A.7}
\end{equation*}
$$

which we can use to reconstruct the boundary velocity and evolve the domain $\{h>0\}$ and the solution $h$. Using integration by parts and assuming the solution is smooth enough, from A.5a) we identify $\pi=-\partial_{y}^{2} h$ and $\zeta=\frac{1}{2\left|\partial_{y} h\right|}\left((-2 S)-\left(\partial_{y} h\right)^{2}\right)$. Using A.5b we can recover the general evolution of $h$ and $\{h>0\}$. We will now focus on the complete wetting case, $S=0$. Then the thin-film dynamics are governed by

$$
\begin{array}{lll}
\dot{h}=\partial_{y}\left(m(h) \partial_{y} \pi\right), & \pi=-\partial_{y}^{2} h & \text { in }\{h>0\} \\
\dot{h}=-\dot{s}_{ \pm} \partial_{y} h=-m_{\mathrm{CL}}\left(\partial_{y} h\right) \zeta, & \zeta=-\frac{1}{2}\left|\partial_{y} h\right| &  \tag{A.8b}\\
\text { on } \partial\{h>0\}
\end{array}
$$

with natural boundary conditions for $\pi$ in A.8a. Assuming A.3), at the contact line $\partial\{h>0\}$ we get for positive speeds (which are of interest to us)

$$
\begin{equation*}
\dot{h}=2 d^{-\frac{1}{\alpha}}\left|\partial_{y} h\right|^{\frac{2}{\alpha}}\left(\frac{1}{2}\left|h_{y}\right|\right), \quad \text { or equivalently } \quad \dot{s}_{ \pm}= \pm d^{-\frac{1}{\alpha}}\left|\partial_{y} h\right|^{\frac{2}{\alpha}} \quad \text { at } \partial\{h>0\} \tag{A.9}
\end{equation*}
$$

which coincides with 1.12 . The Ren-E model with quadratic dissipation has $\alpha=1$; for a derivation from the Stokes problem see 66].

[^1]A.2. Discretization. The weak formulation A.5 is discretized using a standard finite element discretization in space. In the derivative of the energy, we replace $\partial_{y} h$ by $\partial_{y} h+\tau \partial_{y} \dot{h}$ in order to achieve a semi-implicit treatment of the highest-order derivative in the time-discretization, a standard method in higher-order parabolic equations. For given $h$, we seek $(\dot{h}, \pi, \zeta)$ using $P_{1}$ finite elements defined in $\{h>0\}$ and on $\partial\{h>0\}$, respectively, and solve
\[

$$
\begin{align*}
& \int_{\{h>0\}} \pi v-\tau \partial_{y} \dot{h} \partial_{y} \bar{v} \mathrm{~d} y+\int_{\partial\{h>0\}} \zeta \bar{v} \mathrm{~d} s=\int_{\{h>0\}} \partial_{y} h \partial_{y} \bar{v} \mathrm{~d} y+\int_{\partial\{h>0\}} \frac{1}{2}\left|\partial_{y} h\right| \bar{v} \mathrm{~d} s,  \tag{A.10a}\\
& \int_{\{h>0\}} \dot{h} \bar{\pi} \mathrm{~d} y+\int_{\partial\{h>0\}} \dot{h} \bar{\zeta} \mathrm{~d} s=-\int_{\{h>0\}} m(h) \partial_{y} \pi \partial_{y} \bar{\pi} \mathrm{~d} y-\int_{\partial\{h>0\}} m_{\mathrm{CL}}\left(\partial_{y} h\right) \zeta \bar{\zeta} \mathrm{d} s \tag{A.10b}
\end{align*}
$$
\]

where in the numerical scheme $m=m(h)$ and $m_{\mathrm{CL}}=m_{\mathrm{CL}}\left(\partial_{y} h\right)$ are evaluated explicitly from the previous time step. Now, we introduce an arbitrary Lagrangian-Eulerian method by constructing a mapping $\xi:\{h>0\}\left(t_{0}\right) \rightarrow\{h>0\}(t)$ using the linear construction

$$
\begin{equation*}
\xi(t, y)=\frac{s_{+}(t)-s_{-}(t)}{s_{+}\left(t_{0}\right)-s_{-}\left(t_{0}\right)}\left(y-s_{-}\left(t_{0}\right)\right)+s_{-}(t) \tag{A.11}
\end{equation*}
$$

which allows to define the function $H(t):\{h>0\}\left(t_{0}\right) \rightarrow \mathbb{R}$ via $H(t, y)=h(t, \xi(t, y))$. By construction we have $H\left(t, s_{ \pm}\left(t_{0}\right)\right) \equiv 0$ and correspondingly $\partial_{t} H=0$ at the fixed contact line $y=s_{ \pm}\left(t_{0}\right)$. For the time derivatives we have $\dot{H}(t, y)=\dot{h}(t, \xi)+\partial_{y} h(t, \xi) \dot{\xi}$. The knowledge of $\dot{h}$ from the solution of A.10 and the boundary condition $\dot{H}=0$ entirely determine the time derivatives $\dot{H}$ and the mapping $\dot{\xi}$. Note that, for a moving front, $\partial_{y} h=0$ at $\partial\{h>0\}$ is not an issue for the application of $P_{1}$ finite elements, since on the last element connected to $s_{ \pm}$, A.9 yields a possibly small but nonzero value of $\left|\partial_{y} h\right|$. In the reference domain we can update both the height function $H(t+\tau, y)=H(t, y)+\tau \dot{H}(t, y)$ and the map $\xi(t+\tau, y)=\xi(t, y)+\tau \dot{\xi}(t, y)$, which uniquely determines $h(t, y)$ on a moving domain. A similar approach for partial wetting is studied in 66] and higher-dimensional extensions are discussed in 77.
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