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Human Modeling in Physical Human-Robot
Interaction: A Brief Survey

Cheng Fang , Member, IEEE, Luka Peternel , Member, IEEE, Ajay Seth , Massimo Sartori , Member, IEEE,
Katja Mombaur , Member, IEEE, and Eiichi Yoshida , Fellow, IEEE

Abstract—The advancement and development of human mod-
eling have greatly benefited from principles used in robotics, for
instance, multibody dynamics laid the foundations for physics en-
gines of human movement simulation, and the robotics and control
theory were used to contextualize human sensorimotor control.
There are many common interests and interconnections between
the fields of human modeling and robotics. In recent years, as robots
have become safer and smarter, they actively participate in our lives
and help us in various scenarios. Roboticists need tools and data
from human modeling to build next-generation robots that better
assist humans. In this survey, we focus on the connections between
physical human-robot interaction and human modeling. On one
hand, human neuromusculoskeletal and sensorimotor control mod-
els provide novel insights into the human response that robots can
utilize to improve human performance. On the other hand, robots
are becoming instrumental in quantifying the performance of the
(neuro)musculoskeletal system. Thus, the combined use of human
modeling and robotic methods in physical human-robot interaction
can lead to both improved human understanding and functional
assistance.

Index Terms—Physical human-robot interaction, modeling and
simulating humans, human-centered robotics.

I. INTRODUCTION

ROBOTS are entering our lives and interacting with us more
frequently. This trend is only increasing and robotics is
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inevitably becoming more human-centered. For seamless phys-
ical human-robot interaction (pHRI), the robot has to understand
human performance and intentions to be able to provide effective
and transparent assistance. Robot control systems need insights
into the human, which can be obtained from human models.
On the other hand, human modeling research can benefit from
robotics as a tool to discover new insights into human behavior.
For that, robotic systems can be used to build special interacting
environments and platforms to study new human models or
validate existing models.

Human models offer unique insights into the human biome-
chanical responses to robot actions, yet only recently has pHRI
begun to integrate human models to provide real-time feed-
back [1], [2], [3], as opposed to offline planning based on norma-
tive responses. On the other hand, only recently have studies in
human biomechanics started to exploit advanced pHRI methods
as a standardized tool for testing model responses for improved
quantitative results [4], [5], [6]. Therefore, now is an ideal time
to push the state of the art of both fields in a direction of extensive
interconnection and cross-pollination, and to stimulate dialogues
and collaboration between the communities of robotics and
biomechanics.

The central issue of pHRI is how robots can leverage human
models to understand and manipulate human performance and in
turn, how robots can improve human modeling to facilitate new
insights and understanding into the structures/behavior underly-
ing human biomechanics. This should be seen as a loop where
the outputs of each element feed into the other element, gradually
improving both robot control and human understanding. There-
fore, this letter aims to examine what information biomechanists
and neuroscientists can gain from robotics technology to im-
prove their understanding of the neuromusculoskeletal system,
and how neuromusculoskeletal models can be used to extract
measures of human performance and be used to improve the
control and benefits of pHRI.

The search method involved scanning research databases for
keywords related to pHRI and neuromusculoskeletal and (sen-
sori)motor control modeling. In the research selection, we had a
preference for papers that involved both robotics and human
modeling, and for those that provided computational human
models. While pHRI has social aspects [7], [8], our scope is
limited to physical interactions. There are several relevant survey
papers that examined pHRI in specific application areas, such
as rehabilitation [9], ergonomics [10], teleimpedance [11], and
human movement analysis and synthesis [12]. These informative
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surveys, however, had limited connections between pHRI and
human modeling.

To understand how to combine human modeling with pHRI,
we systematically examine: human neuromusculoskeletal and
sensorimotor control modeling (Sections II and III), pHRI mod-
eling (Section IV), applications of human modeling in pHRI
(Section V), and future directions (Section VI).

II. NEUROMUSCULOSKELETAL MODELING WITH PHRI

Over the last three decades, several (neuro)musculoskeletal
models have been developed for different body segments, like
upper extremity [13], lower extremity [14], and full body [15],
[16] models. Some of the state-of-the-art models and software
resulting from the recent developments are OpenSim [17],
AnyBody [18], Mujoco [19] and MyoSim/MyoSuite [20]. In
this survey, we focus on three important biological systems
necessary to generate human movement in which pHRI can
improve our understanding and be used to assist/augment hu-
man performance. They are the nervous, muscular and skeletal
systems.

The nervous system consists of tracts and circuits of neu-
rons forming the nerves and processing centers of the Central
Nervous System (CNS, i.e., the brain and spinal cord). Nerves
serve as the primary paths for signal transmission in biological
systems, which have inherent transmission delays. Pools of alpha
motor neurons in the spinal cord innervate groups of muscle
fibers forming motor units for the generation of coordinated
movement. An alpha motor neuron in a motor unit processes
all synaptic inputs (analogous to control signals in robotics)
approximately as an integrate-and-fire system [21] to generate
trains of neural impulses to contract the innervated muscle
fibers. When the synaptic inputs come from the proprioceptors,
which sense the length/velocity (e.g., muscle spindle) or tension
resulting from the same muscle fibers, a neural reflex circuit is
formed (e.g., spinal reflexes), which are essential for the rapid
involuntary movement control.

Quantifying the reflex responses is crucial in characteriz-
ing the motor abilities/impairments (e.g., posture maintenance)
of an individual/patient. Precise robotic haptic devices have
been instrumental in estimating the reflex gains [22] and time
delays [23] based on observed human dynamic responses to
introduced perturbations during position/force control tasks.

The muscular system consists of over 650 skeletal muscles
which function as contractile wire actuators for transducing neu-
ral impulses into mechanical tension. The interface between the
nervous and muscular systems is the motor unit described above.
Muscle fibers are ultimately composed of strings of sarcomeres
which are nano-scale biological motors. The innervated muscle
fibers receive the neural impulses from the alpha motor neurons
as inputs and become activated, i.e., an electrical activation level,
which is governed by muscle activation dynamics [24]. The
muscle activation level then causes the muscle to contract and
generate tension that is applied to the bone, governed by muscu-
lotendon contraction dynamics. Muscle is typically represented
by a Hill-type model [25], in which a musculotendon unit is
composed of an active contractile element in parallel to a passive

elastic element, which is connected in series at a pennation angle
to a passive elastic nonlinear spring as a tendon.

The parameters of the Hill-type muscle model determine
the subject-specific characteristics and mechanical properties
of the muscle, which are important in the context of pHRI. On
the other hand, there are tremendous opportunities to identify
these parameters and personalize muscle models for different
individuals using robot arms or exoskeletons through pHRI [26].
Typically, individualized muscle parameters can be identified
by solving an optimization problem to minimize the difference
between a measured output at the joint level, e.g., joint torque,
and its corresponding estimate based on a human model [9]. For
instance, an estimated joint torque can be calculated using the
muscle activation and contraction dynamics of selected muscles
with EMG signals as input, while the actual joint torque can
be directly measured by wearable exoskeletons [27] or obtained
indirectly by the force measured at an extremity through inverse
dynamics [28].

The skeletal system consists of over 200 bones (analogous to
links in robotics) and forms the structural frame that supports
all the other organs including muscles. Bones articulate with
each other forming joints. Bones are pulled upon by muscles,
modelled above as musculotendon units, causing motion about
or along the joints (relative rotations and translations), which
generates human movement. The tendon functions as an in-
terface between the muscular and skeletal systems connecting
muscles to bones. The transmission of the musculotendon unit
tension to joint torque is characterized by the muscle’s moment
arm(s) about the joint(s) it spans, which are also dependent
on the joint position. Since musculotendon units can only pull,
they act in agonist and antagonist muscle pairs to actuate joints
bidirectionally.

Mechanical impedance of the combined musculoskeletal sys-
tem is an important property for pHRI, which can be estimated
by robotic devices connected to the human body through per-
turbations [29]. The correlations between the perturbations and
the resulting reactive motion or force deviations can be used to
estimate the endpoint impedance at the extremities [30] and the
joint impedance of individual joints [31], [32]. However, per-
turbations interrupt the operator and the continuous impedance
estimation. Instead, as muscle activation has a linear relation
with muscle stiffness, it can be measured by the EMG sensor and
used as input for models [5], [30], which encode causal relation
between different stiffnesses (muscle, joint and extremity) and
are calibrated offline with the perturbation method in advance,
to enable online continuous estimation of joint or extremity
stiffness.

III. SENSORIMOTOR CONTROL MODELING WITH PHRI

While neuromusculoskeletal models represent the physical
part of human body (analogous to plants in robotics), it is
also important to gain insight into the control of the neuro-
musculoskeletal system. Human (sensori)motor control reg-
ulates the control process of human movement. The CNS
(analogous to controllers in robotics) integrates multimodal
sensory information (exteroception and proprioception), and
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elicits neural control signals to drive and recruit muscles
and generate coordinated movements [33]. Sensorimotor con-
trol models can help understand and predict human behav-
ior in pHRI. Reciprocally, pHRI has also been extensively
used as a tool to experimentally study sensorimotor control
models.

A. Movement Control

One of the most fundamental tasks of human sensorimotor
control is to coordinate body movements. Typically, different
mathematical models of movement control can be fit into an
optimal feedback control framework [34] where a cost function
prescribes how the CNS derives the motor commands for mus-
cles. Planar manipulandum robots are often used to experimen-
tally validate such mathematical models. For example, some
of the well-known early models studied in this manner were
the minimum-jerk model [35] and minimum-torque-change
model [36], which resulted in smooth trajectories as observed
by the robotic measurement device.

Due to the physiological implausibility of CNS to measure
endpoint jerk or joint torque, more recent models are based
on signal-dependent noise [37]. The noise level in the motor
commands tends to increase with the motor command level [38]
and minimizing the noise results in experimentally observed
smooth movements. This also conforms with Fitts’ law [39] that
describes the speed-accuracy tradeoff, where faster movements
tend to be more inaccurate as they require larger muscle acti-
vations and thus induce more noise. Another major tradeoff in
human sensorimotor control modeling is the cost-benefit trade-
off, which results from CNS maximizing the perceived benefit of
reaching the target quickly while simultaneously minimizing the
movement cost by not going too fast. For example, recent studies
used robots to study a model based on the cost-benefit trade-
off [40] or a model unifying speed-accuracy and cost-benefit
tradeoffs [41].

B. Internal Models

To alleviate the issues of inherent noise and delay in the
sensorimotor system, CNS has and manages inverse models to
generate feedforward commands, and forward models to predict
the effects (state estimation) of the overall motor commands
(feedforward and feedback commands), and the internal models
can be gained and improved from experience and training [42].
In [43], a manipulandum robot was used to change the arm
external environment dynamics by adding force fields at the
human hand and the observed adaptation of the arm trajectory
corroborated the existence of an inverse model to compensate
for the altered arm-environment dynamics. Forward models
were also evidenced in [44] with pole balancing experiments
where human subjects used a real manipulandum as an in-
terface to control/balance a virtual pole on a screen and a
7-DoF anthropomorphic arm with different control strategies
including predictive control was used as a control subject for
comparisons.

C. Impedance Control

When unpredictable disturbances or perturbations arise in the
human movement which is very common in the context of pHRI,
any delayed responses (e.g., internal models or reflex responses)
can lead to instability and task failure. To address this, humans
use impedance control to provide zero-time-delay responses.
PHRI can also be used to study how CNS adapts body impedance
to external perturbations.

One of the key strategies used by CNS is that the limb endpoint
stiffness can be directionally adjusted to counteract external
perturbations [45], [46]. In these studies, a planar manipulandum
was used to generate planar perturbations. In [6], the endpoint
stiffness adaptation study was expanded by using a 7-DoF robot
arm to provide 3D perturbations. The study in [5] used the
same robot to model the relationship between the arm endpoint
stiffness and the 7-dimensional joint stiffness. In [47], a 7-DoF
haptic interface robot was employed to examine how human
sensorimotor control reacts to force feedback and how that
affects the arm endpoint impedance transferred to the remote
robot in bilateral teleimpedance.

D. Mutual Benefits

Many concepts and models for interpreting motor functions
reviewed here originated from robotics and control theory,
and pHRI plays an important role in studying human motor
control. The robotic devices can be used to precisely control
the conditions in the experiments by altering the environment
dynamics (force fields and perturbations) and varying time delay,
noise or task parameters, and to measure human movement
and impedance. Anthropomorphic arms and humanoid muscu-
loskeletal robots [4] can be used as desired robotic counterparts
to validate the proposed new human sensorimotor models by
making full use of the knowledge of the robot state and the
measurement of all the variables. In addition, pHRI can be used
to allow human subjects to interact with controlled virtual envi-
ronments for comparative experiments. In neuroscience studies,
these are often carried out with a planar manipulandum plus a
2D screen, where simplified planar human arm models are often
used [29]. In the future, more advanced robotic devices like
multi-DoF robot arms or exoskeletons can be used together with
VR headsets to create specialized platforms/environments and
design sophisticated experiments to study human motor control
with high-fidelity 3D human models [48].

Obtaining better human sensorimotor models through pHRI
can in turn guide the design and development of more human-
friendly pHRI systems in terms of criteria, such as safety,
ergonomics and comfort [49], based on the knowledge of how
humans would respond to robots. The pHRI system can be con-
trolled in a way that the criteria-related cost functions of human
motor control are optimized while guaranteeing the completion
of the primary task, and that the robot impedance is adapted
to facilitate the completion of the task and the interaction with
the human partner by considering human body impedance. The
internal models can be utilized to guide the design of a pHRI
system to help humans learn new or regain motor skills for
training or rehabilitation purpose. Having high-fidelity human
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sensorimotor models will also enable realistic pHRI simulations
to avoid possibly risky and cumbersome pHRI experiments.

IV. HUMAN-ROBOT INTERACTION MODELING

In many situations, humans and robots get in close proximity
interactions, such as exoskeletons sitting on the human body or
humans collaborating closely with a humanoid or other robot.
Human movement will change under the influence of the robot,
and it is also expected to change over time [50]. Models of
humans alone are not enough to describe the situation, but the
effect of the robot has to be considered in the model. Models of
pHRI play roles at different levels to inform robot behavior and
form: 1) Design level, 2) Planning level, 3) Trajectory level, 4)
Control level.

On the design level, a combined human-robot model could
play an important role in design optimization of collaborative or
wearable robots, taking their trajectories in pHRI into account
for choosing optimal design parameters [51]. The design level
defines the key characteristics of a particular pHRI. In this
respect, human models can be helpful both for simulation in
the prototyping stage and for the personalization of robots to
a specific user. For example, a human model can be used to
design an exoskeleton to fit a particular user and task [52]. At the
planning level, the robot decides its goal and chooses what kind
of goals and behavior to take according to the detected human
intent [53]. This detection can be made by combining contacts
and force with other biomechanical variables estimated from
human modeling.

The trajectory and control levels are concerned with human
movement prediction and online robot movement execution
depending on the detected human’s intent through physical
interaction [54] or biosensors (such as EMG and FMG) [55],
[56]. The robot generates and adapts the desired trajectories to
better fit human intent at the trajectory level, whereas at the
control level, the aim is to obtain adaptive control of the desired
trajectories. A big challenge is that humans constantly adjust
their movement under the effect of the robot and will further
adapt while getting familiar with it. Biomechanical metrics can
inform about the status of the adaptation [57].

One of the key elements of pHRI at all four levels is the
exchange of forces and motion between the human and the
robot [58]. While the motion can be derived with the robot kine-
matic model at the contact point, the contact force can be either
measured by force/torque sensors [59], joint torque sensors, or
estimated using the robot dynamic model [60]. Importantly, their
exchange relation can be regulated with the impedance control
approach [61], where the interaction point on the robotic link is
modeled as a virtual spring-mass-damper system. The stiffness,
inertia and damping parameters can then be varied online to
accommodate the desired human-robot interaction. Impedance
controllers are principally employed at the control level [62],
however, the impedance can also be important at the trajectory
and planning levels [54].

While the exchanged force and motion are the most common
interfaces to model and control pHRI, interactions through other

channels can provide additional enhancement of pHRI mod-
eling. For example, EMG signals can be utilized to estimate
the user’s joint torque for Assist-As-Needed (AAN) control
of a rehabilitation robot [63] or human limb impedance for
skill transfer from human to robot [64]. Human’s multi-modal
status including other biomechanical variables can enhance
pHRI in high-level behavioral planning [65]. Recent studies
propose integrating the trajectory and control levels into one
framework of interaction modeling for robots closely interacting
with humans, using neural networks [66] for collaborative robot
guidance tasks or assimilation control [67] for an exoskeleton.
Such extensions of human-robot interface channels are expected
to be increasingly integrated to move towards better performance
and ease of use at different levels.

V. APPLICATIONS OF HUMAN MODELS IN PHRI

There are many applications for human modeling in pHRI, but
three typical application areas will be discussed: 1) Ergonomics
through cobots and exoskeletons, 2) Rehabilitation through as-
sistive devices, and 3) Control of prosthetic limbs.

A. Ergonomics Through Cobots and Exoskeletons

A human skeletal model was used to estimate ergonomics
and indicate the best working configurations for humans [68].
However, the method was not integrated into the robot control
for human-robot collaboration. A similar approach proposed to
integrate a human skeletal model into a real-time robot control
system in order to adapt the human co-worker posture dur-
ing the collaborative task execution based on minimizing joint
torque [1]. Instead of a skeletal model, the Rapid Entire Body
Assessment (REBA) model was applied, which heuristically
accounted for human body ergonomics, trading off detailed
insight for simplicity [69].

While skeletal and heuristic models can be used for rough
estimates of ergonomics-related metrics, they do not incorporate
the muscular system. Instead, more detailed musculoskeletal
models have been used to estimate muscle forces and muscu-
lar manipulability for ergonomic human-robot co-manipulation
control [70], [71]. These works also labelled shared human-robot
workspace using information from musculoskeletal models to
visualize ergonomic postures.

Unlike joint torques and muscle forces, which provide infor-
mation about instantaneous effort, it is the accumulation of effort
that results in fatigue. Human muscle fatigue models based on
measured EMG data [72] or simulated muscle activity [73] were
used to estimate the fatigue of human co-workers in order to
inform the robot controller how to adjust the collaborative task
execution and optimize the ergonomics. A method for grouping
muscles based on the direction of the applied external load was
exploited to form a mapping between task execution of the
required load direction and muscle groupings, which enabled
the robot control to change directions when a certain group
of muscles were fatigued to involve a non-fatigued group of
muscles [74].

While human models can provide estimates of present (e.g.,
muscle force) and past effort (fatigue) for robots to act reactively,
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they can also be used for future predictions for robots to act in a
predictive manner. In the work [75], the robot learned the model
of human-robot interaction dynamics via neural networks. The
learned model was then used in Model Predictive Control (MPC)
to optimize the impedance control parameters with the aim of
minimizing human effort as defined by interaction forces. The
method in [54] used MPC for a collaborative robotic arm to adapt
the movement trajectories based on the inferred human intent.
The controller incorporated the human physical behavior model
through Gaussian Processes and measured interaction forces
based on which the robot predicted where the human wanted
to move.

Besides application to direct collaboration with robotic arms,
human models can be applied also to teleoperation and mobile
robots. The approach in [76] implemented a personalized center-
of-pressure model of the operator’s human skeleton to control
the movement of a teleoperated mobile platform. The approach
in [77] used a musculoskeletal model to estimate fatigue of the
human operator’s arm during teleoperation based on which the
control system would temporarily decouple the remote robot
from the haptic device, which can reconfigure the arm to a more
ergonomic posture.

Aside from the external assistance of (mobile) robotic arms,
human modeling can also be applied in wearable robots (i.e.,
exoskeletons) to support human workers. For example, in [52],
the design of a passive exoskeleton involved the use of a spinal
musculoskeletal model of the human worker to assist in heavy
object manipulation and reduce the risk of back pain. Models can
also be used in the control of active exoskeletons. For example,
the method in [78] used a musculoskeletal model to transform
muscle activity measured by EMG into assistive joint torque of
an active exoskeleton.

B. Rehabilitation Through Assistive Devices

The estimates from human models, especially joint torque,
can be used to instruct calculating robot control commands with
direct applications in robot-assisted rehabilitation. Recent work
employed real-time EMG-driven musculoskeletal modeling to
create adaptive myoelectric controllers for upper limb arm ex-
osuits [79], which enabled the worn exosuit to automatically
modulate the level of elbow flexion-extension torques across a
large range of hand-lifted weights with no a priori assumptions
on the weight to be lifted. More recently, real-time EMG-driven
models were used to control bilateral ankle exoskeletons, which
provided adaptive assistance across a range of walking speeds
including transitions across speeds [80]. This approach was also
demonstrated on neurologically impaired individuals including
incomplete spinal cord injury patients and post-stroke individu-
als affected by knee and ankle joint paresis [81]. Results showed
the ability to measure weak and compromised residual EMG
signals from paretic muscles (which could not yield detectable
ankle and knee joint motion) and concurrently predict the re-
sulting muscle force and joint torque, which could be used
in real-time to command exoskeletons and restore voluntary
motion in otherwise immobilized limbs.

Other examples include patient-specific musculoskeletal
models integrated into real-time robot control to guide re-
habilitation therapy, which could be done either by a robot
autonomously [82], [83] or by a therapist through teleopera-
tion [84], [85]. A further categorization can be made based on the
type of assistive robot: exoskeleton [79], [80], [81] and external
robotic manipulator [2], [84], [85]. For instance, The work in [2]
proposed to use a novel strain map that exploited latent space to
abstract musculoskeletal model data related to tissue functions
into an intuitive map for safe physical therapy through pHRI.

In all the examples, the ability to interface humans with
real-time (neuro)musculoskeletal models enables inferring the
dynamics of biomechanical variables, such as muscle force or
tendon strain, which could not be viably measured in intact
patients in vivo [86]. The availability of such information can
provide indications on how a patient’s motor capacity varies
over time in response to robotic therapy, thereby enabling better
personalization of the rehabilitation treatment.

C. Control of Prosthetic Limbs

Technological progress has led to powered prosthetic limbs,
which have the potential to actively assist amputees in dy-
namic and dexterous tasks. However, despite progress in form
factor, sensing, actuation and osseointegration, active-powered
prostheses cannot match the performance of biological limbs,
hampering the translation of such technology to everyday life.
Advances in real-time neuromechanical modeling are leading
to model-based control that can potentially bridge the existing
divide between artificial and biological limbs.

Muscle reflexes are important for fast responses through
feedback-based control paradigm. Musculoskeletal models
driven by synthetic reflexive activations were employed to con-
trol powered prosthetic and orthotic devices [87]. This feedback-
based control approach enabled the generation of biomimetic
responses that displayed stumble recovery to drive the control of
active devices. More recently, muscle reflexes were established
that received center of mass (COM) feedback in modeling ankle
responses improved generation of artificial torque profiles in
response to anterior-posterior perturbations [88]. For upper-limb
prostheses, a neuromorphic model of muscle reflex was pro-
posed for compliant control of a prosthetic hand [89], in which
the reflex model emulated pools of spiking motor neurons and a
muscle spindle with spiking afferents. However, feedback-based
control is susceptible to sensor noise which is detrimental to
proper torque generation.

An alternative is employing feedforward-based control for-
mulation based on a central pattern generator as well as concepts
of muscle synergies typically for cyclic movements, such as
locomotion, that require rhythmic patterns of muscle activation
primitives. Increasing evidence supports the hypotheses that
EMG-extracted synergies well represent the neural coordinative
structures, explicitly encoded in the CNS, that are used to reduce
the computational burden in the neuromuscular control of com-
plex motor tasks [90]. Sets of 4 to 5 synergies were extracted us-
ing methods such as non-negative factorization to drive forward
musculoskeletal models and generate realistic estimates of lower

Authorized licensed use limited to: TU Delft Library. Downloaded on August 18,2023 at 10:08:12 UTC from IEEE Xplore.  Restrictions apply. 



5804 IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 8, NO. 9, SEPTEMBER 2023

extremity joint torques [91] for the simultaneous control of lower
limb exoskeletons [92]. However, synergy structures need to be
defined a priori for a given movement and cannot generalize
to a large repertoire of neuromechanically diverse movements,
which may limit the applicability of prosthetic limbs.

To maximize generalizability across movements, myoelectric
model-based control with advanced processing techniques can
be used to access the neural information underlying an indi-
vidual’s movement. This control paradigm enables deriving ex-
perimental estimates of subject-specific and context-dependent
neuromuscular strategies with no direct need for making a
priori assumptions on feedback or feedforward neural control
mechanisms such as reflex rules or predefined synergies [9].
In this scenario, EMG estimates of neuromuscular excitations
have been used to drive neuromusculoskeletal models during a
variety of dynamic motor tasks as well as neuromuscular and
orthopedic conditions and predict a range of neuromuscular
variables. This approach was successfully employed to estab-
lish myoelectric controllers for powered wrist-hand prosthe-
ses [93], which enabled establishment of biomimetic interfaces
that synthesized the musculoskeletal function of an individual’s
phantom limb controlled by EMG-derived neural excitations.
In the context of lower limb prostheses, using an EMG-driven
musculoskeletal model, a below-knee amputee was able to track
a desired joint motion of his virtual foot defined by graphi-
cal display [94]. A subject with amputation performed under
the Agonist-antagonist Myoneural Interface surgical paradigm
used an EMG-driven neuromusculoskeletal model to control a
powered ankle prosthesis in the stance phase of walking [95].

VI. DISCUSSION

There are several central challenges in human modeling.
First, many internal biomechanical variables can not be directly
measured. Second, from the innermost nervous system to the
outermost skeletal system, there are many redundancies, i.e.,
many motor neurons control one muscle and multiple muscles
drive one joint. These two challenges render variable estimation
and parameter identification hard in a human model. Third, there
is large variability in the neuromusculoskeletal and senorimotor
control models among different individuals, and both of the two
models change over time (nonstationarity). PHRI provides an
important means to create/control various special experiment
conditions for making model parameters more observable, and
to build platforms for studying how personal neuromotor re-
sponse adapts to robotic assistance. Wearable robots may help
solve the personalization and nonstationarity issues to update
these models for individuals by continuously sensing the human
status, and simultaneously use the updated models to augment
human performance.

As introduced in Section II, three biological systems can be
included in a human model. How the systems should be modeled
depends on the requirements of the specific application, i.e., the
interested biomechanical variables used for the robot control
and the model accuracy and speed. For instance, if only joint
torque needs to be estimated for an ergonomic pHRI study,
only the skeletal system is needed. If reflex gain and time delay

need to be considered for posture stabilization in a rehabilitation
study, all three systems have to be modeled. However, the more
details of a system and more systems are modeled, the slower the
calculation efficiency of the human model would be, which can
be an important issue for online applications, like the control
of prosthetic limbs. How to simplify a human model while
maintaining the estimation accuracy of interested variables is
another challenge. To this end, quantification of the sensitivity
of different model components to the estimation accuracy of
different variables is a promising future research direction.

Moreover, it is worth mentioning two different ways of using
human models. One is inverse analysis where the measured
human motion dynamics (e.g., body movement and external
force) in the skeletal system is used to estimate the variables in
the muscular or nervous system (e.g., muscle activity) causing
the movement. It is a posteriori analysis for human movement
that has already happened, which can not be generalized to novel
situations for prediction purpose. This type of analysis is often
carried out offline, e.g., ergonomic evaluation of a pHRI task
after a recorded experiment. The other one is forward analysis
where the measurement in the muscular system, typically EMG
data, is used to derive the resulting muscle force and motion dy-
namics, which is a priori analysis and can be used for predicting
what human movement will happen in advance, e.g., predictive
control of prosthetic limbs. However, forward analyses are not
suitable for applications which require a large number of EMG
electrodes which are prone to large sensor noise and artifacts,
such as full-body applications. How to incorporate the internal
models (in Section III) in the robot predictive control can be
investigated to reduce the number of EMGs.

Finally, unlike human impedance that stems from the vis-
coelastic properties of muscles and tendons and can provide in-
stantaneous response in highly dynamic tasks for stability, robot
impedance is usually rendered through control which inherently
suffers from computation and/or communication delays that can
deteriorate the stability. When a human body is coupled with an
impedance-controlled robot in pHRI, human impedance has to
be incorporated in a stability analysis of the coupled system,
and can also be considered when optimizing task performance
or human fatigue.
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