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ABSTRACT 
As agile manufacturing expands and workforce mobility increases, 
the importance of efficient knowledge transfer among factory work-
ers grows. Cognitive Assistants (CAs) with Large Language Mod-
els (LLMs), like GPT-3.5, can bridge knowledge gaps and improve 
worker performance in manufacturing settings. This study investi-
gates the opportunities, risks, and user acceptance of LLM-powered 
CAs in two factory contexts: textile and detergent production. Sev-
eral opportunities and risks are identified through a literature re-
view, proof-of-concept implementation, and focus group sessions. 
Factory representatives raise concerns regarding data security, pri-
vacy, and the reliability of LLMs in high-stake environments. By 
following design guidelines regarding persistent memory, real-
time data integration, security, privacy, and ethical concerns, LLM-
powered CAs can become valuable assets in manufacturing settings 
and other industries. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); Natural language interfaces; • Computing method-
ologies → Natural language generation; • Information sys-
tems → Users and interactive retrieval; • Applied computing 
→ Industry and manufacturing. 

KEYWORDS 
cognitive assistant, conversational user interfaces, knowledge man-
agement, industry 5.0, human-centered AI, knowledge sharing 
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1 INTRODUCTION 
In the era of Industry 5.0 [38], the complexities of agile production 
lines and a highly mobile workforce have emphasized the need for 
efficient knowledge sharing among factory workers. Knowledge 
management has become a critical aspect of modern manufacturing 
environments, and leveraging technology to facilitate this process 
is paramount. One emerging solution is using Cognitive Assistants 
(CAs), which can empower productivity and bridge knowledge 
gaps by learning from experienced workers and sharing relevant 
information within the workplace [1, 2, 20]. 

Enhancing CAs with Large Language Models (LLMs), such as 
GPT-3.5, offers numerous opportunities to improve their abilities in 
knowledge sharing and support across various domains. This paper 
explores the opportunities, barriers, and user acceptance of CAs 
powered by GPT-3.5 in manufacturing settings. We conducted a lit-
erature review, designed, developed, and tested a proof-of-concept 
for two factory contexts, and collaborated with factory representa-
tives through focus group sessions to gain insights into the percep-
tions and expectations of LLM-empowered CAs in manufacturing. 

2 LITERATURE REVIEW 

2.1 Cognitive Assistants and Their Applications 
Cognitive assistants, unlike systems designed to replace humans 
in specific tasks (e.g., industrial robots), aim to augment human 
capabilities in complex tasks, such as supporting lifelong educa-
tion and machine operation [1, 2, 20]. These assistants often excel 
in efficient communication, reliably and consistently interacting 
with multiple users simultaneously [1, 2]. To achieve these goals, 
cognitive assistants should facilitate efficient human-machine inter-
action through natural language processing, gesture interpretation, 
perception, vision, sound recognition, augmented reality, and other 
techniques [1, 2]. 

Among these methods, conversational agent-based natural lan-
guage communication is the most prevalent interaction technique 
for cognitive assistants, encompassing natural language under-
standing, generation, and dialogue [1]. Conversational agents en-
gage users in natural language and can efficiently perform labor-
intensive tasks across various industries, such as customer service, 
healthcare, education, e-banking, and personal assistance [7, 19, 23, 
40]. 
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Industrial applications of cognitive assistants, akin to Alexa, 
Google Assistant, or Siri, are an emerging research area. These 
prototypes have appeared under various names, such as intelligent 
(virtual/personal) assistants, digital assistants, software robots, or 
simply chatbots. Cognitive assistants in manufacturing offer sig-
nificant advantages, including centralized access to heterogeneous 
information systems, task delegation, and hands- and gaze-free 
interactions during work [37]. Moreover, cognitive assistants can 
be employed for on-the-job worker training [18] and for adjusting 
machine parameters in simulations [22]. 

2.2 Leveraging Cognitive Assistants for 
Knowledge Sharing in Manufacturing 
Settings 

Much of the literature concerning cognitive assistants in manu-
facturing emphasizes knowledge and information delivery. Exam-
ples include context-aware assistance [12], predictive maintenance 
recommendations [36], and decision support based on shop-floor 
data analytics [3, 27]. For instance, Rodriguez et al. [29] present a 
mixed reality assistance system for real-time assembly operations. 
The system evaluates the operation context using a recognition 
system that identifies the completion of each assembly step to 
generate the subsequent instruction. Belkadi et al. [6] propose a 
context-aware, knowledge-based system to support manufacturing 
operators by integrating knowledge management, context man-
agement, and simulation management modules, aiding real-time 
worker decision-making. Similar to Rodriguez et al. [29], context 
management obtains contextual information to comprehend the 
user’s situation and implements simulation techniques to anticipate 
the effects of worker decisions. Büttner et al. [9] employ a hand-
tracking algorithm to detect incorrect picking actions and assembly 
process errors. Tao et al. [33] utilize wearable and environmental 
sensing devices to capture worker activity, guiding task execution. 
Josifovska et al. [16] incorporate a context manager module, includ-
ing a human digital twin, to simulate specific human abilities and 
preferences. 

The literature has also explored knowledge acquisition from 
workers, albeit to a significantly lesser degree. However, we be-
lieve that it is crucial for cognitive assistants’ long-term success on 
the shop floor. Technological probes have shown that supporting 
workers to think aloud can result in the creation of high-quality 
reports from which knowledge can be extracted [17]. Fenoglio et al. 
[11] suggest a system for capturing explicit and tacit knowledge 
(through best practices) from experienced industrial workers, em-
ploying a role-playing game where a virtual agent interacts with 
human experts and knowledge engineers to iteratively extract and 
represent knowledge. Although the system can capture tacit knowl-
edge, it requires human intervention. Fully capturing tacit knowl-
edge (typically nonverbal and unexpressed) with a purely algorith-
mic approach is deemed impossible by Fenoglio et al. [11]. Similarly, 
Soliman and Vanharanta [30] propose a knowledge creation and 
retention model using artificial intelligence, but no practical applica-
tion has been reported in the literature. Hoerner et al. [13] suggest 
a digital assistance system to support operator troubleshooting 
processes on the shop floor, developing a method for capturing and 
structuring expert tacit knowledge. However, this method is not 

applied by the digital assistant but by human knowledge managers 
responsible for extracting, representing, and delivering the acquired 
knowledge as the system input. Interestingly, state-of-the-art nat-
ural language processing (NLP) techniques, such as recent large 
model Models (LLM), may be powerful enough to (partially) fulfil 
the role of knowledge manager. 

2.3 Large Language Models 
Large language models have recently garnered substantial interest 
in the field of natural language processing and beyond. Scaling up 
LLMs, for instance, by augmenting model parameters, enhances per-
formance and sample efficiency across diverse NLP tasks [35]. More-
over, bigger LLMs exhibit emergent capabilities absent in smaller 
counterparts [35]. One notable ability is zero-shot prompting, in 
which a pre-trained language model can tackle tasks using natural 
language instructions as prompts without additional training or 
parameter adjustments [8, 35]. LLMs also demonstrate remarkable 
few-shot prompting or in-context learning skills, where the model 
improves performance on a downstream task by conditioning on a 
prompt containing input-output examples [35]. Leveraging zero-
shot/few-shot prompting, companies can craft custom prompts to 
generate responses tailored to their requirements. Furthermore, 
several LLMs can integrate other NLP tasks, such as text translation 
and simplification, to better address user needs. 

LLMs’ pre-training on large-scale, mixed-source corpora enables 
them to capture extensive knowledge from the data [39]. As a 
result, recent research has focused on utilizing LLMs for domain-
specific tasks and assessing their adaptability [39]. Various studies 
have investigated the application of GPT-3.5 and other LLMs in 
the medical field, encompassing areas such as biological informa-
tion extraction [32], medical consultation advice [25], and report 
simplification [14, 39]. Concurrently, multiple empirical studies 
have shown LLMs to be effective writing or reading assistants in 
educational contexts [5, 24, 39]. Furthermore, several studies have 
employed LLMs to address diverse legal tasks, including legal docu-
ment analysis, judgment prediction, and document writing [34, 39]. 

However, LLMs may generate text that is semantically plausi-
ble and syntactically correct but factually wrong, a phenomenon, 
known as “hallucination” [4]. The suitability of the term hallucina-
tion is questionable as it might imply changes in one’s perceptual 
experience, which LLMs do not have. However, considering its 
widespread adoption, we will continue to use this term in this 
paper for clarity. Ji et al. [15] differentiate intrinsic and extrinsic 
hallucinations in natural language generation. The former term 
refers to contradictions between source material (e.g., training data 
and prompts), whereas extrinsic hallucinations refer to information 
that cannot be verified by the source material. Whereas intrinsic 
hallucinations are clearly erroneous, extrinsic hallucinations can 
still be an issue in high-stake contexts where all outputs should be 
verifiable. 

2.4 Exploring Large Language Models for 
Domain-Specific Knowledge Sharing 

In order to augment an LLM with domain-specific or custom knowl-
edge, two main strategies exist. The first method, fine-tuning, in-
volves training the model further using a custom data set [28]. 
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However, such models might struggle to effectively use the con-
text surrounding entities, resulting in limitations when fine-tuning 
on smaller domain-specific data sets [10]. Moreover, while fine-
tuning can achieve high accuracy and comprehensiveness, it re-
quires significant time and resources for both training and hosting 
the custom model. Alternatively, in-context learning offers relevant 
information from the custom data set in connection with the user 
query during the query process, thus improving the model’s per-
formance [21]. Lewis et al. [21] presented the retrieval-augmented 
generation (RAG) architecture, which operates similarly to a con-
ventional seq2seq model by taking a single sequence as input and 
producing a corresponding output sequence. RAG enhances its per-
formance by using the input to retrieve a set of pertinent documents 
from Wikipedia rather than directly passing the input directly to 
the generator. 

In addition to retrieving information from domain-specific or 
custom databases, LLM-driven systems can create implicit data to 
enhance these databases further. Such a system powered by an LLM 
could allow users to select question-and-answer pairs for inclusion 
or to submit questions that the assistants are unable to answer to 
these databases [31]. Over time, LLM-driven systems will amass a 
considerable collection of answers and become increasingly adept 
as primary knowledge specialists. 

To the best of our knowledge, no cognitive assistant currently 
exists that leverages an LLM and is specifically designed to tackle 
inherent weaknesses of LLMs, such as hallucinations, by learning 
from skilled workers and disseminating pertinent knowledge in 
manufacturing settings. Consequently, we aim to investigate the 
possibilities, obstacles, and user receptiveness of cognitive assis-
tants employing LLMs in the context of manufacturing. 

3 SYSTEM DESCRIPTION 
To explore the potential of using LLMs to augment cognitive assis-
tants in manufacturing, we built LLM-powered features for existing 
cognitive assistants. The assistants originate from two different 
manufacturing contexts, namely textile and detergent production, 
communicating in Italian and Dutch, respectively. Both assistants 
can be accessed in a smartphone application and feature a conver-
sational user interface with speech and text capabilities for flexible 
user interaction. In this section, we describe the architecture, com-
ponents, and user interaction related to the new LLM-powered 
features. 

3.1 Manufacturing context 
The assistant for the textile production context is designed to sup-
port novice workers with basic tasks, for example, by answering 
FAQs about how to operate the looms or perform tasks such as knot-
ting. As such, the knowledge base upon which the assistant relies 
is relatively static. In contrast, the assistant for the detergent pro-
duction context aims to share more complex knowledge between 
the workers, for example, how to solve emergent issues with the 
production line. This type of knowledge is more likely to change 
over time as it is affected by raw ingredient quality, machine wear, 
and product characteristics. As such, it is important to continu-
ously incorporate newly discovered knowledge. The LLM-powered 

features replace existing capabilities in the aforementioned assis-
tants. Specifically, capabilities that originally provided issue support 
derived from past issue reports, and answering frequently asked 
questions. 

3.2 Architecture and user interaction 
The LLM-powered features are used to construct a multi-part prompt 
which is sent to the GPT-3.5 API1 . The prompts consist of a prede-
fined system instruction, existing domain-specific texts, the user’s 
request, and query results from a knowledge graph (only for the 
detergent production assistant, see Figure 1). 

Prompt 

System instructions 

Domain specific knowledge 

User input 

Response from Knowledge 
Graph Query* 

GPT3.5 API Query 

Response presented to the user 

Figure 1: Prompt Engineering 

The 150-word system instruction contains statements such as 
“You are a helpful assistant for factory workers”, “you provide concise 
answers in a maximum of 50 words”, a general description of the 
involved machines and process. This is followed by the factory and 
domain-specific information. In the case of the detergent factory, 
this is 2,000 words of previously collected issue descriptions, ac-
counting for about 30 different issues. For the textile production 
assistant, we included the text from seven learning modules and 
ten FAQ pairs. Then, we include the user’s input. For the detergent 
production assistant, the user is asked to provide a description of 
the symptoms they observed, including the main machine compo-
nent involved and the error code. This information is used to query 
a knowledge graph for any previously recorded issue solutions. 
Any result is appended to the prompt. For the textile production 
assistant, we simply include the user’s question since a knowledge 
graph is not available. 

1https://platform.openai.com/docs/guides/chat/introduction—last accessed June 8, 
2023 

https://platform.openai.com/docs/guides/chat/introduction
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CA: Each weft thread passes 
through an eyelet of the 

device and under any 
alignment rods 

User: How do   you pass 
the weft threads through 

the weft guard? 

Figure 2: A dialogue showing a user asking for task instruc-
tions from the cognitive assistant (CA) 

User: I need help with an 
issue. 

CA: Please provide a 
description of the symptoms 

you've observed 

User: The label machine is 
placing crooked labels and 

reporting error 12 

CA: I suggest resetting the 
label machine and tightening 
the small bolt holding for the 

label tensioner. If this 
doesn't solve the problem, 

please contact technical 
services for support. 

Figure 3: A dialogue showing a user requesting help with a 
machine issue from the cognitive assistant (CA) 

4 EVALUATION METHOD 

4.1 User Study with Factory Representatives 
During the evaluation’s initial phase, we assessed the accuracy of 
the LLM-powered features’ responses. We enlisted three represen-
tatives from a detergent factory and two from a textile factory. In 
individual sessions, participants posed various questions related to 
their production lines using the LLM-powered features and evalu-
ated the accuracy of the responses. The participants were free to 
pose any questions they deemed fit, for example, how to solve a 
specific issue at the production line or how to conduct a standard 
operating procedure. All participants had prior experience using 
non-LLM-powered cognitive assistants. 

4.2 Feature Demonstration and Focus Group 
In the evaluation’s second phase, we showcased the LLM-powered 
features to 22 individuals, comprising representatives from three 
different factories, developers, and researchers, including three 
participants from the first phase. Subsequently, we explored the 
potential advantages, drawbacks, and constraints of employing 
LLM-powered assistants in the targeted factories and the broader 
manufacturing sector. All participants were familiar with cognitive 
assistants and the manufacturing context. 

5 RESULTS AND DISCUSSION 
Overall, the factory representatives were impressed by the accu-
racy of the responses. Furthermore, they were satisfied with the 
robustness of the system’s ability to interpret some of their (poorly 
phrased) questions, a common issue with non-LLM-powered cogni-
tive assistants. However, they noted that they sometimes received 
a generic response that was not useful. This usually occurred when 
there was insufficient information provided in the prompt for that 
particular topic. 

The factory representatives expressed several concerns related 
to the use of such technology in manufacturing environments. One 
significant apprehension is the possibility of confidential infor-
mation and proprietary knowledge being exposed to competitors 
through the LLM’s API and training corpus. This risk can jeopar-
dize the competitive advantage of manufacturing companies and 
compromise intellectual property. Furthermore, they did not want 
to have their company’s name or IP address associated with all 
prompts made by their employees, especially if it may somehow 
negatively impact their company’s brand image. 

However, it should be noted that most of the participants initially 
believed that all the data sent to the API was being used by OpenAI 
to improve their model. After all, this is the case for the consumer-
facing, browser-based interface commonly known as chatGPT, al-
beit with an opt-out option2 . Conversely, the API follows an opt-in 
protocol and does not use prompts for training purposes by default3 . 
Despite knowing this, many of the factory representatives were 
cautious of trusting another corporation with their data. As such, 
they were more welcoming to using open-source, locally-hosted 
LLMs. These solutions could offer more control and privacy while 
mitigating potential risks and exposure to competitors. Although 
open-source LLMs are available, such as LLaMa and its derivatives 
such as Alpaca, they pale in comparison to the abilities of GPT-
3.5 and GPT-4. However, some experimentation with ChatGLM 
appears to be more promising. 

One researcher pinpointed issues such as (artificial) hallucina-
tions, elementary reasoning errors, privacy invasion, guarantees on 
recommendations or correctness of explanations, and the danger of 
employing LLMs where lives or money are on the line. For example, 
in the detergent factory where volatile chemicals are mixed. These 
concerns further highlight the need for cautious and responsible 
implementation of LLM-powered CAs in manufacturing settings to 
keep potential risks and drawbacks in check. These points echo the 

2https://help.openai.com/en/articles/7039943-data-usage-for-consumer-services-
faq—last accessed June 8, 2023 
3https://openai.com/policies/api-data-usage-policies—last accessed June 8, 2023 
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main limitations that OpenAI [26] have outlined in their technical 
report: 

(1) does not learn from experience 
(2) not fully reliable 
(3) limited context window 
(4) risks: bias, misinformation, over-reliance, privacy, cyber se-

curity, and more 

All of these limitations are (partially) mitigated by providing 
the assistant with persistent memory, for example, in the form of a 
knowledge graph as we demonstrated for the detergent business 
case. This enables the assistant to access knowledge specifically for 
its context of use (e.g., a factory), learn from its users, and maxi-
mize the potential of its context window by querying knowledge 
relevant to the situation at hand. Ultimately, this will also improve 
the reliability of its responses. Furthermore, if the user suspects 
that the LLM is hallucinating, the cognitive assistant could bypass 
it and retrieve the raw data from the knowledge base for the user 
to check. 

From the perspective of the designers and developers of con-
versational systems, using LLMs can greatly reduce the resources 
needed for the development and maintenance of assistants as their 
features do not have to be programmed in as much detail as it was 
previously necessary (e.g., intent-based systems). 

6 DESIGN GUIDELINES 
To maximize the effectiveness of LLM-powered CAs, the following 
design guidelines should be considered: 

• Integrate dynamic domain knowledge. Integrate per-
sistent memory of domain knowledge for the assistant, for 
example, in the form of a continuously expanding knowledge 
base. Once the knowledge base becomes too large to fit in 
one query, techniques such as semantic search can be used 
to select relevant documents. Documents can be indexed in 
a vector form to facilitate semantic search. Additionally, the 
outcomes from prior queries can be saved to reduce both the 
computational and time expense by repeatedly prompting 
the large language model (LLM) for the same question. 

• Supply real-time data. Seamless integration with exist-
ing factory systems and machine data can help the LLM 
make contextual connections between the user’s question, 
the current situation, and knowledge stored in its persis-
tent memory (e.g., in a knowledge graph). Furthermore, this 
would enable it to calculate production statistics and visual-
ize insights into graphs. 

• Provide transparency where possible and when requested. 
Although the output of the LLM cannot (yet) be explained, 
it is possible to report and explain the (hidden) contents of 
the prompts. For example, responses from a knowledge base 
that are included in the prompt could be exposed to the user 
to improve explainability. 

• Design for security and privacy. Addressing concerns 
about data security and privacy is critical for user acceptance 
and trust in such systems. Solutions such as locally hosted 
LLMs can help alleviate these concerns. 

• Ethics Adopting LLM-powered cognitive assistants in man-
ufacturing settings raises ethical concerns, including the 

potential for hallucinations, lack of reliable explanations, 
and loss of intellectual property. These can have negative 
consequences when applied in high-stake business environ-
ments. Therefore, it is imperative to maintain transparency 
regarding potential risks and limitations associated with 
LLM-powered CAs to mitigate these issues, allowing end-
users to make informed decisions on their use. 

• Collect feedback and evaluate. Regular evaluation and 
user feedback should be incorporated into the system de-
velopment process to continuously refine and improve the 
LLM-powered feature of the cognitive assistant. 

7 CONCLUSION 
LLM-powered CAs hold promise for improving knowledge sharing 
and supporting various aspects of manufacturing processes. By ad-
dressing challenges related to technical limitations, and ethical con-
cerns, for example, by enabling persistent memory, LLM-powered 
CAs can become valuable assets in modern manufacturing environ-
ments and other industries. Nevertheless, considering the substan-
tial potential of LLMs and the ongoing discovery of their extensive 
impact, both favorable and unfavorable, it is imperative to engage 
in critical reflection prior to deployment. The aforementioned de-
sign guidelines can serve as “reflection prompts” to facilitate this 
process. 
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