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SUMMARY

The world has seen industrial revolutions with advancements in manufacturing tech-
nologies. The advancements in Additive Manufacturing (AM) technologies will bring
another revolution sooner rather than later. Nowadays, the Wire and Arc Additive Man-
ufacturing (WAAM) process is already used to manufacture large-scale structures such
as ship propellers, pedestrian bridges, aircraft components, and heavy-lifting structures.
These structures are critical load-bearing structures during operations. WAAM has high
material deposition rate which is unique within the entirety of metal AM processes.
Moreover, WAAM reduces lead time and material waste compared to conventional man-
ufacturing processes such as milling and casting.

Though WAAM has remarkable benefits, the lack of fundamental understanding of
the process and its effects on the mechanical properties of the manufactured parts limits
its utilization in the industry. The impact of the process conditions on the mechanical
properties of the manufactured parts is relatively complex. The mechanical properties
are dependent upon the microstructure formation during the WAAM process. Various
aspects of the WAAM part’s microstructure are influenced by the complex thermal con-
ditions the part endures during WAAM. These thermal conditions depend on the part
design, process design, and post-processing steps. Therefore, a highly complex correla-
tion exists between the different stages of the WAAM process flow and the resultant prop-
erties. It is imperative to understand this particular correlation and to generate WAAM
parts with the required mechanical properties. The goal of this thesis is to understand
the complex correlation between process stages and mechanical properties to optimize
the design and process for WAAM. The focus of the dissertation is on two types of steel
that have a wide variety of structural applicability and show excellent weldability, which
is required for WAAM. These steels are stainless steels and high strength low alloy steels.

For the optimization of AM parts, a computational design method is often used,
namely, Topology Optimization (TO). TO is an iterative design tool that generates de-
signs with high stiffness (or other desired properties) using a given amount of material.
TO designs are often geometrically complex and therefore difficult to produce by con-
ventional manufacturing, but AM offers a means to realize these high-performance TO
parts. Therefore, TO and AM complement each other. Still, specific limitations, particu-
larly for WAAM, need to be considered to ensure manufacturability.

At the WAAM design stage, an important consideration is to reduce the geometrical
complexity of the design. Specifically, thin intersections in designs should be avoided as
these locations are sites for defects. A TO-based optimization method is presented in this
thesis to identify the intersections thereby generating designs suitable for WAAM with
minimum thin intersections. Moreover, WAAM-manufactured stainless steel structures
show an anisotropic elastic response. The Youngs moduli of the material are reported
to be higher at a specific angle from the deposition direction. The elastic anisotropy
and the flexibility of the WAAM process are exploited in this thesis to generate simulta-

xi
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neously optimized design layout and deposition directions for WAAM. Furthermore, for
high strength low alloy steels, it is identified that the cooling rates experienced by the part
during WAAM are responsible for its local mechanical strength. The cooling rates are
highly dependent upon the design layout and process design. A novel TO-based strategy
is devised and demonstrated in this thesis to control the cooling rates through design
optimization such that required properties are realized during the WAAM process.

With these new approaches, this thesis presents several new TO methods for WAAM
that help alleviate current bottlenecks and enable engineers to exploit the strengths and
potential of WAAM. In this way, this research brings the (WA)AM revolution several steps
closer.



SAMENVATTING

De wereld heeft industriële revoluties gezien met vooruitgang in productietechnologieën.
De vooruitgang in Additive Manufacturing (AM) technologieën zal eerder vroeger dan
later een nieuwe revolutie teweegbrengen. Tegenwoordig wordt het Wire and Arc Addi-
tive Manufacturing (WAAM) proces al gebruikt voor de vervaardiging van grootschalige
structuren zoals scheepsschroeven, voetgangersbruggen, vliegtuigonderdelen en zware
hefconstructies. Deze structuren zijn in gebruik als kritieke dragende structuren. WAAM
heeft een hoge materiaaldepositiesnelheid die uniek is binnen alle AM-metaalprocessen.
Bovendien vermindert WAAM de doorlooptijd en materiaalverspilling in vergelijking met
conventionele fabricageprocessen zoals frezen en gieten.

Hoewel WAAM opmerkelijke voordelen heeft, beperkt het gebrek aan fundamenteel
inzicht in het proces en de effecten ervan op de mechanische eigenschappen van de ver-
vaardigde onderdelen het gebruik ervan in de industrie. Het effect van de procescondi-
ties op de mechanische eigenschappen van de vervaardigde onderdelen is relatief com-
plex. De mechanische eigenschappen zijn afhankelijk van de microstructuurvorming tij-
dens het WAAM-proces. Verschillende aspecten van de microstructuur van een WAAM-
onderdeel worden beïnvloed door de complexe thermische omstandigheden waaraan
het tijdens WAAM wordt blootgesteld. Deze thermische omstandigheden zijn afhanke-
lijk van het ontwerp, het procesontwerp en de nabewerkingsstappen. Daarom bestaat er
een zeer complexe correlatie tussen de verschillende stadia van het WAAM-proces en de
resulterende eigenschappen. Het is absoluut noodzakelijk deze specifieke correlatie te
begrijpen en WAAM-onderdelen te genereren met de vereiste mechanische eigenschap-
pen. Het doel van dit proefschrift is de complexe correlatie tussen processtappen en
mechanische eigenschappen te begrijpen om het ontwerp en het proces voor WAAM
te optimaliseren. De nadruk van het proefschrift ligt op twee staalsoorten die een grote
verscheidenheid aan structurele toepasbaarheid hebben en een uitstekende lasbaarheid
vertonen, hetgeen vereist is voor WAAM. Deze staalsoorten zijn roestvrij staal en laag ge-
legeerd hoogsterktestaal.

Voor de optimalisatie van AM-onderdelen wordt vaak een computergebaseerde ont-
werpmethode gebruikt, namelijk Topologie Optimalisatie (TO). TO is een iteratief ont-
werpinstrument dat met een bepaalde hoeveelheid materiaal ontwerpen genereert met
een hoge stijfheid (of andere gewenste eigenschappen). TO-ontwerpen zijn vaak geome-
trisch complex en daarom moeilijk te produceren door conventionele fabricage, maar
AM biedt een middel om deze hoogwaardige TO-onderdelen te realiseren. Daarom vul-
len TO en AM elkaar aan. Toch moet rekening worden gehouden met specifieke beper-
kingen, met name voor WAAM, om de maakbaarheid te waarborgen.

In het WAAM-ontwerpstadium is de vermindering van de geometrische complexi-
teit van het ontwerp een belangrijk aspect. Met name dunne kruispunten in ontwerpen
moeten worden vermeden, omdat deze punten locaties voor defecten zijn. In dit proef-
schrift wordt een TO-gebaseerde optimalisatiemethode gepresenteerd om de kruispun-
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ten te identificeren en zo voor WAAM geschikte ontwerpen te genereren met een mini-
mum aan dunne kruispunten. Bovendien vertonen WAAM-gefabriceerde roestvrijstalen
constructies een anisotrope elastische respons. De Young’s moduli van het materiaal
blijken hoger onder een specifieke hoek ten opzichte van de depositie richting. De elas-
tische anisotropie en de flexibiliteit van het WAAM-proces worden in dit proefschrift be-
nut om tegelijkertijd de geoptimaliseerde ontwerp-lay-out en depositie-richtingen voor
WAAM te genereren. Verder is voor laag gelegeerd hoogsterktestaal vastgesteld dat de
koelsnelheden die het onderdeel tijdens WAAM ondergaat, verantwoordelijk zijn voor
de lokale mechanische sterkte. De koelsnelheden zijn sterk afhankelijk van het ontwerp
en het procesontwerp. In dit proefschrift wordt een nieuwe, op TO gebaseerde strate-
gie ontwikkeld en gedemonstreerd om de koelsnelheden door middel van ontwerpopti-
malisatie zodanig te beheersen dat de vereiste eigenschappen tijdens het WAAM-proces
worden gerealiseerd.

Met deze nieuwe benaderingen presenteert dit proefschrift verschillende nieuwe TO-
methoden voor WAAM die de huidige knelpunten helpen verlichten en ingenieurs in
staat stellen de sterke punten en het potentieel van WAAM te benutten. Op deze manier
brengt dit onderzoek de (WA)AM-revolutie enkele stappen dichterbij.



1
INTRODUCTION

1.1. BACKGROUND
Additive Manufacturing (AM) is a manufacturing process in which material is deposited
sequentially to generate a part. The AM process is popular primarily because complex
shaped designs can be realized with it, which is difficult or impossible with conventional
manufacturing processes such as casting and milling. AM processes find their appli-
cation in industries such as aerospace, maritime, medical, and architecture. Currently,
through AM processes, parts composed of materials such as ceramics, polymers, and
metals can be realized (Bikas et al., 2016; Frazier, 2014; Wong and Hernandez, 2012).
Various AM processes can also be employed to produce parts ranging from a millimeter
to several meters.

Metal AM processes can be broadly classified as powder bed-based processes and
direct energy deposition processes (DebRoy et al., 2018). In powder bed-based pro-
cesses, a thin layer of metal powder is dispensed uniformly across a build area and a
high-energy beam is used to melt and fuse the powder particles selectively. The process
is repeated until the part’s completion. However, powder bed-based AM is limited to
small-scale parts, which are constrained by the size of the build chamber with an inert
atmosphere and manufacturing speed. For large-scale parts, rapid direct energy deposi-
tion processes such as Laser Cladding (Koch and Mazumder, 1993) and Laser Metal De-
position (Gu et al., 2012) have been developed. These processes still provide relatively
high dimensional accuracy, however, the heat transfer efficiency of the high-energy laser
beam is low, which makes these processes expensive. A more energy-efficient process
has emerged for manufacturing large parts, namely, Wire and Arc Additive Manufactur-
ing (WAAM) (Almeida and Williams, 2010). In the WAAM process, metal wire is melted
through an electric arc and deposited simultaneously along a pre-defined deposition
path by a robotic arm. By careful selection of the process parameters the material vol-
ume deposited per unit time by WAAM can be twice that of the material volume scanned
during powder bed-based processes (Shi et al., 2017). Unlike the powder bed-based pro-
cesses (McMillan et al., 2017), continuous deposition can be achieved in the WAAM (Wu

1
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et al., 2018). Therefore, due to this particular advantage, the material deposition rate
becomes 10−20 times higher than the powder bed-based processes. A disadvantage of
WAAM is the higher surface roughness and lower resolution of the WAAM parts com-
pared to powder bed-based processes. Therefore, post-processing of WAAM parts is typ-
ically required. However, the gain in material deposition rate makes the WAAM process
attractive and an ideal choice for manufacturing large-scale parts. A few examples of
real-life structures manufactured by WAAM are shown in Fig. 1.1.

(a) (b)

(c) (d)

Figure 1.1: WAAM Applications : (a) Ship propeller, (b)Pedestrian bridge in Amsterdam, (c) Landing gear rib,
and (d) Mechanical hook manufactured by WAAM.

The capability of AM to realize complex shaped designs opens up the possibility to
optimize the geometric layout of the structure to improve its mechanical performance.
It ensures optimal use of the material thereby reducing the structure’s weight. A com-
putational design method, Topology Optimization (TO) is typically used to optimize de-
sign layouts for improved mechanical performance. In TO, a design space is identified
in which a limited amount of material is distributed to achieve the best performance of
choice. In density-based TO, the design space is discretized with finite elements. Each fi-
nite element is then associated with a design variable indicating the amount of material
present at that location, ranging from 0 (void) to 1 (solid) as shown in Fig. 1.2 (Bendsoe
and Sigmund, 2013).

TO is an iterative process in which the finite element analysis of an evolving design is
performed at every iteration, making it computationally extensive. To reduce the num-
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1

3

F = 1000 N

Figure 1.2: Density-based Topology Optimization for Cantilever loadcase: The area encompassed by the blue
rectangle is the design domain, which is discretized with quadrilateral finite elements. Loading and boundary

conditions are applied to the finite element mesh. Each quadrilateral finite element is associated with a
continuous design variable. The design variable is 0 and 1 for the void and solid material, respectively. For the

optimized design, the black regions represent the solid material and the white regions are the voids.

ber of iterations and achieve fast convergence to an optimal design solution, gradient-
based optimization techniques are used to obtain optimal design solutions. This re-
quires evaluation of the sensitivities of the objectives and constraints with respect to
design variables. TO generates often organic and complex shapes that require AM to be
realized.

However, AM also has form limitations, and these limitations are more pronounced
for WAAM than for other metal AM processes. WAAM in general is suitable for parts with
less geometrical complexity and can not be applied to generate parts with very intricate
geometrical features. These geometrical features are very common in TO designs. This
restricts the use of TO for WAAM leaving an untapped potential for WAAM design per-
formance.

Besides manufacturability, other commonly observed problems in WAAM are part
distortion, residual stresses, and local overheating which directly impact the mechani-
cal performance and dimensional tolerances of WAAM parts. These problems arise be-
cause WAAM parts experience high local temperatures during the process. The thermal
history, that is the spatial and temporal dependence of the temperatures experienced by
the AM parts, is complex and difficult to monitor. Moreover, the thermal history of the
AM parts affects the microstructure development. The microstructure development in
metal AM impacts the material properties such as elastic modulus, hardness, and yield
strength (Callister Jr and Rethwisch, 2020) crucial for the mechanical performance of the
parts produced by WAAM. The thermal history also depends on the geometric layout of
the part and the deposition strategy to manufacture the part. It is open-ended how TO
can be used to optimize the geometrical layout and deposition strategy such that the
required microstructure during the AM process can be achieved.

Accounting for the WAAM-related challenges in a TO framework is not trivial, since
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it requires formulating the physical phenomenon of interest to be modeled efficiently in
a mathematical framework where the shape of the part is not clearly defined during the
optimization process. This mathematical framework provides input for the objectives
and constraints of the optimization problem. Therefore, these formulations need to be
continuous and differentiable with respect to the design variables so that the gradient-
based optimization approaches can be used. The aim of this thesis is therefore to de-
velop TO procedures specific to WAAM and in general for AM. Before specifying the ex-
act research questions this thesis focuses on, a more detailed introduction to the WAAM
process and the associated design considerations is needed.

1.2. DESIGN FOR WAAM
In this section, the WAAM process description is given in Section 1.2.1, and design con-
siderations for WAAM are discussed. In Section 1.2.2, the geometrical design considera-
tions for WAAM are listed. The considerations are essential to improve the manufactura-
bility of a part using WAAM. Also, the research gap for including manufacturing-related
aspects of TO for WAAM is discussed. In Section 1.2.3, the relation between the geomet-
rical design, WAAM process, resultant thermal history, and consequently its effect on the
material properties is discussed. The focus is on Stainless steels and High Strength Low
Alloy (HSLA) steels, which are ideal for WAAM printing due to their excellent weldability
properties and their widespread applications in the industry. The relation between ge-
ometry and material properties is necessary to understand for the required mechanical
performance. Here also, the research gaps in the literature are identified.

1.2.1. WAAM - PROCESS DESCRIPTION

In WAAM, the CAD geometry is sliced into typically hundreds of layers. Thereafter, the
deposition paths and process parameters such as wire feed rate and travel speed of the
robotic arm are described for each layer. Generally, the deposition happens on a large
metal block called the substrate or base plate. An electrical arc is established between
the substrate plate and the metal wire, which facilitates the melting and deposition of
the wire on the substrate. The metal wire melts simultaneously with the substrate sur-
face. The arc moves away from the molten material and the deposited metal fuses with
the substrate before solidification. Cooling happens through heat transfer mechanisms:
conduction, convection, and radiation. The same process for material deposition is con-
tinuously repeated layer-by-layer on the previously deposited material to generate the
complete part. A schematic representation of the WAAM process is given in Fig. 1.3. A
list of typical process parameters used in the WAAM process is given in Table 1.1.

Manufacturing of a part by WAAM is followed by two prior stages: Part Design and
Process Design. The part design can be generated by CAD modeling or using more ad-
vanced computational design methods such as TO. At the process design stage, the build
direction of a part is selected. Based on the build direction the slicing is performed and
for each layer, the deposition patterns are designed along with the process parameters
such as current, voltage, wire feed rate, and travel speed of the robot arm. After WAAM
manufacturing, the as-deposited part goes through the post-processing stage. Here the
part is subjected to milling and grinding operations for the required surface finish. The
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Table 1.1: WAAM process characteristics.

Gas Metal Arc Welding
WAAM Process Variants Gas Tungsten Arc Welding

Plasma Arc Welding
Voltage - 22V

Input Power Current - 150A
Power - 3kW
Steels, Titanium,

Materials Inconel, Tungsten,
and others.

Travel Speed 6−12 mm/s
Wire Feed Rate 85−120 mm/s
Wire Diameter 1.2 mm
Layer Thickness 1.5 mm
Surface Roughness 500 µm
Heat transfer efficiency upto 80−90%

part is also subjected to heat treatments to relieve residual stresses. The process flow of
manufacturing of a part by WAAM is shown in Fig. 1.4.

Robotic Arm

Weld Pool

Metal Wire

Arc

Deposition Direction

New Layer

Substrate
Building Direction

Part

Figure 1.3: Schematic representation of the WAAM process.

1.2.2. GEOMETRICAL DESIGN CONSIDERATIONS FOR WAAM
The following considerations should be accounted for at an early design stage to improve
the manufacturability of a design through WAAM:

1. Feature Size: Generally, the material is deposited along a path, and the deposited
material along a line is termed a bead. The size of the bead is the minimum de-
posited feature size in WAAM. The feature size less than the bead size is attainable



1

6 1. INTRODUCTION

Part Design:
CAD Design
TO Design

Process Design:
Building Direction

Slicing Strategy
Process Parameters
Deposition Pattern

WAAM
Manufacturing

Post-Processing:
Milling

Heat Treatment

Thermal History:
Thermal Gradients
Solidification rates

Cooling rates

Microstructure:
Grain Size

Grain Morphology
Texture - Phases

Properties:
Young’s Modulus

Yield/Fatigue
Strength

Figure 1.4: Process flow of the WAAM process and relation with the mechanical properties.

in a part, however, it involves the post-processing operations such as milling after
WAAM. The dimension of the bead depends on the wire feed rate and travel speed.
The variation in bead size with respect to the heat input is shown in Fig. 1.5. The
wire feed rate and the travel speed are generally selected based on the slicing of
the part design. When using a uniform slicing strategy, part design can be deci-
mated into many layers with equal thickness. Consequently, a single set of process
parameters can be selected for each layer. However, a uniform slicing strategy can-
not be employed for parts with complex designs( Jafari et al., 2021). Therefore, the
part design is decimated into layers with varying layer thicknesses. In WAAM, the
process parameter can be varied along the build directions to generate parts with
varying layer thicknesses by depositing beads of corresponding thicknesses.

2. Overhangs: Overhanging features are problematic to be manufactured by pow-
der bed-based AM processes without support structures. However, it is shown
by Mehnen et al., 2014 that even shallow overhang features can be manufactured
by WAAM, see Fig. 1.6. The overhanging features do require adjustment of the
local build direction during the WAAM process. The local build direction can be
changed by rotating the part. For instance, the ship propeller shown in Fig. 1.1a
has overhanging edges. To manufacture these overhanging edges the shaft on
which the deposition started is turned so that the overhanging edges can be pro-
duced. The video of the manufacturing process is available here1.

1Offline readers please refer to the online version of the thesis or visit www.ramlab.com

https://www.ramlab.com/resources/democratizing-ded-autodesk/
https://www.ramlab.com
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3. Minimum number of Start and Stop Points: The locations at which the deposi-
tion process starts and stops are called the start and stop points, respectively. At
the start and stop points, the electrical current ramps up and ramps down, re-
spectively. Therefore, the deposited material forms uneven bead shapes at these
locations. The uneven beads can accumulate over the layers and may lead to non-
uniform deposited heights. The uneven deposition at the start and stop locations
can be compensated by choosing the alternate deposition strategy as shown in
Fig. 1.7. The material deposited at the start and stop locations also has poor mate-
rial quality. Therefore, these points should be at locations from where they can be
easily machined and removed from the part. It is also required to have continuous
material deposition for the parts to avoid these points in the structure.

4. Intersections: WAAM is preferred to manufacture Thin-walled structures which
generally find applications in the aerospace industry. The near-net shape can
be achieved by WAAM and it improves the buy-to-fly ratio of thin-walled struc-
tures (Lockett et al., 2017). These structures do not exhibit any variation in design
along the building directions. Moreover, intersections at which two or more mem-
bers intersect are often observed in these structures. Manufacturing these inter-
sections in thin-walled structures is problematic with a continuous material de-
position as extra material is deposited at these locations every time a robotic arm
passes above it. This leads to non-uniformity of the deposited heights or deposi-
tion failures. Examples of defects at intersections produced by the WAAM process
are shown in Fig. 1.8. To tackle the problem related to intersections, path-planning
strategies are suggested to reduce the height error at intersections (Li et al., 2020;
Song et al., 2021). The process parameters, such as deposition rate, can be locally
modified at intersections to mitigate the deposition errors in heights (Gudeljevic
and Klein, 2021). However, considering the WAAM of intersections at the part de-
sign stage is missing from the literature.

Several of the geometrical design considerations mentioned above can be included
in TO to generate optimized designs for WAAM. Numerous formulations to include geo-
metrical designs consideration related to minimum feature size (Zhou et al., 2015) and
overhangs (Gaynor et al., 2014; Langelaar, 2017; Qian, 2017; van de Ven et al., 2018) for
AM in TO are already present in the literature. These formulations can be used to gener-
ate designs for WAAM. However, a research gap exists to control the start and stop points
and intersections features in TO.

1.2.3. DESIGN - PROCESS - MECHANICAL PERFORMANCE RELATIONSHIP
As mentioned in Section 1.1, the thermal history impacts the residual stresses, part dis-
tortion, overheating, and microstructure development. The thermal history experienced
by the WAAM part depends on the geometrical layout, the deposition pattern, and pro-
cess parameters.

Part design features can either facilitate or prohibit heat transfer which impacts the
local transient thermal history experienced by the part (Gudeljevic and Klein, 2021). For
intersections, at the junction, the amount of material is more than the amount of mate-
rial away from the junctions. This increases the local conductance of the junction which
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Figure 1.5: Variation of the bead size with respect to the heat input (Yildiz et al., 2020).

(a) (b)

Figure 1.6: Overhanging features produced by the WAAM process (Mehnen et al., 2014).

(a) (b)

Figure 1.7: A tapered wall manufactured by two deposition strategies as indicated by the arrows. (a) shows the
non-uniform deposition heights at the start and stop locations. (b) shows the uniform material deposition at

the start and stop locations. The uniform deposition is due to the compensation at the start and stop
locations achieved by employing the alternate deposition pattern.

facilitates high cooling rates at junctions. Moreover, the number of times the heat source
passes over the material at the junction is more than for regions away from the junction.
These two combined effects may impact the mechanical properties of the material at
the junction and away from it differently. Heat transfer also depends on the overhanging
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(a) (b) (c) (d)

Figure 1.8: Defects encountered at the intersections during WAAM.(a) Mehnen et al., 2014 (b) Ding et al., 2015
(c) Venturini et al., 2016 (d) Courtesy: RAMLAB.

angles in a design. Features with low overhanging angles may lead to heat accumulation
and do not facilitate rapid heat transfer in the part. This leads to slow cooling rates, con-
trary to design features with high overhanging angles which may show a higher cooling
rate. Thus, the overhanging angle can affect the material properties.

The process design stage of a part during WAAM involves the build direction selec-
tion, slicing of a part into layers, process parameter selection, and deposition strategy
in each layer. Once the part is manufactured the post-processing steps are employed to
reduce the surface roughness and relieve residual stresses through heat treatment (Govi-
azin et al., 2023; Vazquez et al., 2021). All the steps directly impact the thermal history
experienced by the manufactured part. Various aspects of thermal history such as solid-
ification rate, cooling rate, and thermal gradients affect the part performance. A consid-
erable amount of research focused on residual stresses, part distortion, and overheating
in AM parts exists (Akhtar et al., 2022; Barath Kumar and Manikandan, 2022; Bartlett
and Li, 2019; Srivastava et al., 2021; Xie et al., 2022). Moreover, TO-related strategies to
generate optimized designs for AM to minimize residual stresses and part distortions are
also present in the literature (Cheng et al., 2019; Miki and Yamada, 2021; Misiun et al.,
2021; Xu et al., 2022). These strategies can be extended to the WAAM process to min-
imize residual stresses and distortion. However, thus far, research on influencing part
performance while altering the microstructure in metal AM through TO is missing in the
literature.

The metal microstructure has various aspects such as grain size, grain morphology,
texture, and solid-state phases. All of these aspects affect the mechanical properties
such as Young’s modulus and yield strength of the metal (Callister Jr and Rethwisch,
2020). WAAM parts comprised of stainless steels show anisotropy in Young’s modulus
and strength due to the textured microstructure (Belotti et al., 2023; Kyvelou et al., 2020;
van Nuland et al., 2021). Unlike stainless steels, High Strength Low Alloy (HSLA) steels
show no significant anisotropy due to negligible texture in the microstructure. However,
the cooling rates during the process affect the solid-state phase fractions which impact
the yield strength of the HSLA material (Babu et al., 2023; Huang et al., 2022).

In conclusion, the thermal history of the AM part can be influenced by design, pro-
cessing steps, and post-processing such that microstructure development in the part
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TO Design for WAAM

Manufacturability

Chapter 2:
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through TO for WAAM

Chapter 3:
Application

Ship Rudder Case Study
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Chapter 4:
TO for WAAM with
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High Strength Low
Alloy (HSLA) Steels

Chapter 5:
Relation between Thermal
History and Microstruc-

ture Development in WAAM

Chapter 6:
Microstructure Control
through TO for WAAM

Figure 1.9: Outline of the thesis

during AM can be influenced. This offers new opportunities to create parts with im-
proved properties. To exploit the complex relationship between geometry, process, and
final properties, dedicated novel computational design methods are required.

1.3. RESEARCH QUESTIONS AND THESIS OUTLINE
Design for WAAM using TO has an aspect related to manufacturability, which is directly
related to geometrical design. Another aspect is related to geometrical design, process,
and mechanical properties. In this thesis, both aspects are explored and mathematical
formulations are proposed to design for WAAM using TO. The thesis outline is shown in
Fig. 1.9.

In Chapter 2, a novel methodology is developed to identify and control intersections
during TO. It is previously emphasized that intersections are important design features
that are susceptible to WAAM specific manufacturing defects. The research question
essential to answer is:

1. How to identify and control intersections that are susceptible to WAAM defects in
TO?

In Chapter 3, a ship rudder is redesigned using TO which will be manufactured by
WAAM. The ship rudder is redesigned to achieve the equivalent mechanical performance
of the original rudder design while reducing weight. There are also various design and
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manufacturing requirements for the ship rudder which are required to be satisfied dur-
ing TO.

In Chapter 4, the elastic anisotropy exhibited by WAAM parts of stainless steel struc-
tures (Belotti et al., 2023; Kyvelou et al., 2020; van Nuland et al., 2021) due to microstruc-
tural texture is integrated into a TO framework. The elastic anisotropy is exploited to
optimize the geometrical design and deposition directions simultaneously to generate
optimized structural designs and deposition paths for WAAM with high stiffness. To in-
tegrate elastic anisotropy in TO the following research question is essential to explore:

2. How to account and exploit for the elastic anisotropy in a TO framework?

In Chapter 5, the relationship between the thermal history experienced by the WAAM
part of HSLA steels and the solid-state phase transformations is established. The re-
search question essential to explore is:

3. How to model and validate the thermal history and phase transformations experi-
enced by WAAM parts and their effect on the resulting microstructure and mechan-
ical properties?

In Chapter 6, the relationship developed in Chapter 5 is integrated into TO and used
to optimize the geometric layout such that required solid-state phases are obtained for
a desired local yield strength at specific part locations during the WAAM process. The
pertinent research question addressed in this chapter is:

4. How to account for the effect of the thermal history in a TO framework to obtain the
desired microstructure and mechanical properties during WAAM?

Finally, in Chapter 7 major conclusions of the conducted research are outlined.
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2
A STRESS-BASED CRITERION TO

IDENTIFY AND CONTROL

INTERSECTIONS IN 2D
COMPLIANCE MINIMIZATION

TOPOLOGY OPTIMIZATION

Topology optimization typically generates designs that exhibit significant geometrical com-
plexity, which can pose difficulties for manufacturing and assembly. The number of occur-
rences of an important design feature, in particular intersections, increases with geometri-
cal complexity. Intersections are essential for load transfer in many engineering structures.
For certain upcoming manufacturing processes, such as direct metal deposition, the size
of an intersection plays a role. During metal deposition, slim intersections are more prone
to manufacturing defects than bulkier ones. In this study, a computationally tractable
methodology is proposed to both control occurrence and size of intersections in topology
optimization. To identify intersections, a stress-based quantity is proposed, denoted as
Intersection Indicator. This quantity is based on the local degree of multi-axiality of the
stress state, and identifies material points at intersections. The proposed intersection in-
dicator can identify intersections in both single as well as multi-load case problems. To
detect the relative size of intersections, the average density in the vicinity of an intersection
is used to penalize or promote intersection sizes of interest. The corresponding sensitiv-
ity analysis involves solving a set of adjoint equations for each load case. Numerical 2D
experiments demonstrate a controllable reduction of penalized slim intersections com-
pared to the designs obtained from conventional compliance minimization. The overall
geometrical complexity of the design is reduced due to the promotion of bulkier intersec-
tions which leads to an increase in compliance. The designs obtained are more suitable
for manufacturing processes such as direct metal deposition.
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2. A STRESS-BASED CRITERION TO IDENTIFY AND CONTROL INTERSECTIONS IN 2D

COMPLIANCE MINIMIZATION TOPOLOGY OPTIMIZATION

2.1. INTRODUCTION
Topology Optimization (TO) is an effective method to generate early phase designs in
a variety of engineering applications such as aerospace, biomedical, optics and mar-
itime (Bendsoe and Sigmund, 2013). Designs obtained by TO, although having a supe-
rior mechanical performance, can be difficult or impossible to manufacture due to their
geometrical complexity (Lazarov et al., 2016). Additional manufacturing constraints are
hence usually integrated into TO to generate designs which are suitable for processes
such as casting (Xia et al., 2010; L. Zhou and Zhang, 2019), machining (Langelaar, 2019;
Sigmund, 2009) and Additive Manufacturing (AM) (Gaynor and Guest, 2016; Langelaar,
2016; Van de Ven et al., 2020). Many other studies have also provided methods to specif-
ically reduce the geometrical complexity of TO designs. For instance, controlling mini-
mum length scale in material and void regions. Length scale control can be achieved by
filters or projection methods (Bourdin, 2001; Guest et al., 2004; M. Zhou et al., 2015) and
skeleton-based methods (Xia and Shi, 2015; Zhang et al., 2016; Zhang, Liu, et al., 2017;
Zhang et al., 2014). Moreover, geometrical complexity can also be controlled by restrict-
ing the number of structural components, in, e.g., the moving morphable component
framework (Wein et al., 2020; Zhang, Zhou, et al., 2017). In all mentioned methods a
certain amount of mechanical performance is typically sacrificed in order to achieve a
manufacturable design.

Here we focus on generating designs by TO while controlling an important geomet-
rical aspect of a structural design, namely intersections. The number of occurrences of
intersections increase with the increase in geometrical complexity. Intersections are crit-
ical from both a performance and manufacturing point of view. However, how to explic-
itly control intersections is an open question in the literature. An intersection is a con-
nection between two or more structural members in a design where a major change in
the stress state occurs (Ambrozkiewicz and Kriegesmann, 2018). Consequently, a multi-
axial stress state is encountered at intersections (M. Bendsøe and Haber, 1993). Intersec-
tions can be susceptible to failure due to stress multi-axiality (Clausmeyer et al., 1991).
Moreover, from a manufacturing perspective, intersections can be associated with high
cost. For structures produced by assembly operations, intersections may imply joining
through riveting, bolting or welding operations (Megson, 2019). Consequently, reduc-
ing the number of intersections in designs will lead to less joining operations, and lower
cost. Intersections also pose a problem in certain AM methods. A prominent example is
Direct Metal Deposition (DMD). DMD is a metal AM variant which is rapidly maturing
and used currently to produce large functional structures such as ship propellers and
aircraft components (Lockett et al., 2017). In DMD, simultaneous material melting and
deposition occurs along the deposition lines. It is difficult to avoid overlapping of the
deposition paths at intersections. This leads to extra material deposition at intersec-
tions which in turn cause geometrical deviations (Mehnen et al., 2014). However, when
the size of an intersection is sufficiently large, overlapping of the deposition paths can
be avoided. Hence, it is of interest to control not only the number but also the size of
intersections.

Intersection detection in density based TO problem has been investigated through
an image-based method (Gamache et al., 2018) and a stress-based method (Ambrozkiewicz
and Kriegesmann, 2018). In the image-based method, the skeleton of the structure is
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used to identify the structural members intersecting at nodes. These nodes are consid-
ered as intersections. However, the algorithm used for detection is not differentiable
and therefore design sensitivities can not be calculated. This poses a problem in using
this approach in gradient-based optimization (Gamache et al., 2018). Detection of in-
tersections through a stress-based parameter provides a possibility for design sensitivity
calculation. Stresses and sensitivities of stress-based quantities are readily computable
for mechanical TO problems. Ambrozkiewicz and Kriegesmann, 2018 used principal
stress ratios to detect intersections and straight members connected to it, in order to
evaluate the load path in the design. However, specific control on intersections during
optimization was not performed and the use of these ratios was limited to detection in
single load case problem.

In this paper, the control of intersections is studied using stress-state information in
the context of the classical density based TO problem of compliance minimization (M. P.
Bendsøe, 1989). Controlling the number and/or size of intersections that are typically
generated in TO may lead to major topological changes. To illustrate this, consider the
schematic of a structural baseline design, shown in Fig. 2.1a. The intersections are marked
by red dashed circles. The designs shown in Fig. 2.1b and Fig. 2.1c have the same mate-
rial volume as the baseline design, but the intersections are larger and fewer. A signifi-
cant reduction in the geometrical complexity is observed from Fig. 2.1a to Fig. 2.1b and
from Fig. 2.1b to Fig. 2.1c. The aim of this paper is to present a computationally tractable
approach for identifying and controlling intersections as a function of their size, in 2D
density-based compliance minimization for single and multi load case problems. 2D
problems are relevant for industrial DMD applications, because most of the structural
components produced by DMD are manufactured by stacking 2D layers on top of each
other. A discussion on challenges to extend the method to 3D is given at the end of
the paper. Note that controlling intersections is shown for compliance minimization TO
problems, however, the stress multi-axiality at intersections can also be used in many
other applications.

(a) (b) (c)

Figure 2.1: Schematic representation : (a) Complex baseline design with marked intersections (red dashed
circles). (b) Design modification with reduced geometrical complexity and relatively thicker intersections

than the baseline design. (c) Design modification with further reduced geometrical complexity and an even
thicker intersection than in (b).

In order to achieve the above mentioned aim, a mathematical formulation is devel-
oped to identify the intersections in the density based minimum compliance TO. There
are two aspects to consider: detection and discriminating intersections depending on
their relative size. In order to detect intersections, the stress state generated in the de-
sign due to the applied loads and boundary conditions is evaluated. The key idea is that
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at an intersection, the stress state exhibits an higher level of multi-axiality compared to
uniaxially loaded design features. Therefore, a stress-based parameter is defined to mea-
sure the local degree of stress multi-axiality, making use of the principal stress ratios. An
absolute value of this ratio close to 1 indicates a multi-axial state that occurs typically
in the vicinity of an intersection. The stress-based parameter is selected because the
sensitivity with respect to the design variables can be calculated easily. The mathemat-
ical description of the proposed Intersection Indicator is given for both single load and
multi load problems. The latter is more challenging, because stress fields produced in
response to each load system are different.

Once the intersections can be identified, a further step is to control the occurrence
as a function of the relative size of the intersections. In order to identify relative size, the
average density in a local circular domain at the location of an intersection is used as a
measure of the size of the intersection. Consequently, intersections slimmer (or bulkier)
in size can be penalized more, whereas bulkier (or slimmer) can be allowed in the design
domain using a weight function. To illustrate how these measures can be combined, we
propose an objective function aiming to minimize relatively slim intersections, as this is
of particular interest for the DMD process.

During optimization, if the objective is dominated equally by compliance and inter-
section reduction, then black and white design will be realized. However, if the objec-
tive is dominated by intersection minimization, designs with considerable gray regions
may result. This problem arises because, the intersection identification is indifferent
to the magnitude of the local stress but solely depends on the local principal stress ra-
tio. For this, a threshold stress level is introduced to distinguish between elements with
similar principal stress ratios but different stress levels. Moreover, since the intersec-
tion indicator is a function of the principal stress ratio, if one or both principal stresses
vanish during optimization the intersection indicator will be ill-defined. By introduc-
ing the threshold stresses into the formulation, this problem is also resolved. In gen-
eral for stress-based TO, problems related to the local nature of the stresses and possi-
ble stress singularity are of concern (Bruggi, 2008; Duysinx and Bendsøe, 1998; Kirsch,
1990). However, these problems are encountered when the stresses are constrained in
the design domain. In our case, no constraints are imposed on the stresses, hence, re-
ported problems are not encountered in our work. The effectiveness of our formulation
is demonstrated, and the influence of various numerical parameters is studied based on
several 2D compliance minimization problems.

The remainder of the paper is organized as follows: Section 2.2 presents the formu-
lation of the Intersection Indicator, influence of threshold stress levels and intersection
size estimation. The topology optimization problem formulation to minimize slim in-
tersections and influence of threshold stress during optimization are presented in Sec-
tion 2.3. Description of the numerical examples and resulting optimized designs and dis-
cussion are given in Section 2.4. A brief discussion on challenges to extend the method
to 3D problems are outlined in Section 2.5. Finally, Section 2.6 provides the final conclu-
sions.
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Table 2.1: Default Parameters for the optimization

Finite Element Model and Material Properties Optimization parameters

Element size 1 mm×1 mm p 3
Element Type Plane stress Q4 element µ 0.02

E0 (Material) 210 GPa (Chen et al., 2016) V0
50% of design
domain

Emin (Void) E0 ×10−9 Initial state
ρe = 0.5 ∀e ∈
ΩN

ν 0.3
Stopping Crite-
rion

||∆ρ||∞ ≤ 0.01

Stress calcula-
tion

At centroid Move limit 0.2

Thickness of
domain

1 mm (Plane stress condition) rmin 2.5 mm

2.2. INTERSECTION INDICATOR

2.2.1. OPTIMIZATION PROBLEM
For completeness, we briefly summarize the optimization problem considered:

min
ρ

c =
N∑

e=1
Ee (ρ̃e )uT

e k0ue , (2.1)

where ρ̃e =
∑

i∈Ωmin
e

ti (xi )viρi∑
i∈Ωmin

e
ti (xi )vi

, (2.2)

ti (xi ) = rmin −||xi −xe ||. (2.3)

s.t. Ku = f. (2.4)

g =
∑
ΩN ve ρ̃e

V0
−1 ≤ 0. (2.5)

0 ≤ ρe ≤ 1, ∀e ∈ΩN . (2.6)

In Eq. (2.1), c is the structural compliance, ue represents the element nodal degrees of
freedom, k0 is the element stiffness matrix, and Ee is the Young’s modulus which is scaled
using the filtered density ρ̃e as

Ee (ρ̃e ) = Emin + ρ̃p
e (E0 −Emin). (2.7)

E0 and Emin are the Young’s modulus of material and void, respectively, p is the SIMP
penalization exponent and N is the total number of elements in design domain ΩN .
Eq. (2.2) defines the density filter applied to the design variable ρe at position xe with
element volume ve (Bruns and Tortorelli, 2001). Eq. (2.3) represents the weight (ti ) cal-
culation for the density filter. Ωmin

e is the local circular region in which the filter is effec-
tive with a radius rmin. Eq. (2.4) is the linear elastic state equation, where K is the global
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(a)

100 mm

300 mm

P = 1000 N
(b)

I
 directions

II
 directions

(c)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

(d)

Figure 2.2: Load case Cantilever Beam : (a) design domain with dimensions discretized with 300×100
quadrilateral finite elements, loading and boundary conditions indicated, (b) design (ρ̃e ) obtained upon

solving the standard compliance minimization problem (c) vector plot of dominant principal stress directions
scaled with the magnitude dominant principal stress. Red and Blue are the representation of principal

stresses σI and σI I , respectively. (d) Intersection indicator (ξe ) field of the corresponding design which
indicates biaxiality of the stress state within the structure when it is approximately one (red regions).

stiffness matrix and, u and f are the global nodal degrees of freedom and nodal loads,
respectively. Eq. (2.5) represents the volume constraint, and Eq. (2.6) bounds the den-
sity variable for all elements in the design domain ΩN . The 2D problem is solved using
gradient-based optimization (Svanberg, 1987) following the nested analysis and design
approach (Amir et al., 2010).

2.2.2. INTERSECTION DETECTION

SINGLE LOAD CASE

In order to identify intersections in compliance minimization TO, multi-axiality of the
stress state is exploited. In compliance optimization the TO generates structural fea-
tures typically under uniaxial stress to bear the load, such that the principal stress direc-
tion align in accordance with the orientation of a member (Ambrozkiewicz and Krieges-
mann, 2018; M. Bendsøe and Haber, 1993). Since an intersection is where members with
different orientation meet, the stress tensor should exhibit a multi-axial characteristic
for single load case. This notion is illustrated using an optimized cantilever beam layout
shown in Fig. 2.2. The optimization is carried out using the default parameters shown in
Table 2.1, for the design domain depicted in Fig. 2.2a along with loading and boundary
conditions. For the design obtained by standard compliance minimization, as depicted
in Fig. 2.2b, two principal stresses σI and σI I are calculated and the directions of the
dominant principal stresses, i.e. either σI or σI I , for the material region are realized by
line segments in Fig. 2.2c. The length of the line segments in Fig. 2.2c are scaled with the
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magnitude of the principal stresses. As expected, the stress state is primarily uniaxial in
the members except at the intersections.

It remains to quantify stress multi-axiality in a design. The stresses in each element
can be computed as follows:

σe = ρ̃p
e De Be ue . (2.8)

Note that the displacement field is already calculated in each optimization iteration.
Stresses can therefore be obtained for a low computational cost. Here, σe is the stress
state of element e calculated at its centroid, Be is the strain-displacement matrix and De

is the constant constitutive matrix for isotropic linear elasticity. A plane stress condition
is considered, i.e. σe is given by [σxx ,σy y ,τx y ]T using Voigt notation. Next, the principal
stresses for element e are calculated using:

σI =
σxx +σy y

2
+

√(σxx −σy y

2

)2
+τ2

x y ,

σI I =
σxx +σy y

2
−

√(σxx −σy y

2

)2
+τ2

x y .

(2.9)

To measure stress biaxiality, we introduce a quantity Re composed of the ratios of
these principal stresses

Re =
σ2

I

σ2
I I

+ σ2
I I

σ2
I

. (2.10)

The above function is chosen because it involves both ratios σI /σI I and σI I /σI . The
stresses are squared because principal stresses could be both negative as well as positive
and here we are only interested in the magnitude of stresses. For a biaxial stress state
with principal stresses of roughly equal magnitude we obtain Re ≈ 2. In cases where the
magnitude of the principal stresses differ significantly, including uniaxial stress states, it
follows that Re >> 2. In the void regions, where the magnitude of the principal stresses
is relatively small, Re may give false positives. Therefore, the filtered design variables ρ̃e

can be used to avoid incorrect intersection detection in void regions. Thus, an Intersec-
tion Indicator (ξe ) is proposed as:

ξe = ρ̃
p
e

log2

(
Re

) . (2.11)

The operation 1/log2(.) is applied on Re to map the value of ξe between 0 and 1. As a
result, three distinct settings can be identified: biaxial stress states in the solid (ξe ≈ 1),
uniaxial stress states in the solid (0 < ξe ≪ 1) and void regions (ξe ≈ 0). Contours of
this Intersection Indicator of the cantilever beam presented in Fig. 2.2b, are shown in
Fig. 2.2d. It is clearly visible that the indicator reaches values near unity at intersections
and does not lead to false positive in void regions. Thus, through exploiting biaxiality of
the stress state intersections can be accurately identified.



2

24
2. A STRESS-BASED CRITERION TO IDENTIFY AND CONTROL INTERSECTIONS IN 2D

COMPLIANCE MINIMIZATION TOPOLOGY OPTIMIZATION
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|σ0|/|σI | = 0.0 |σ0|/|σI | = 0.05
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|σ0|/|σI | = 1.0 |σ0|/|σI | = 10

Figure 2.3: The effect of the threshold stress on the multi-axiality criterion. The x-axis represent the stress
ratios assuming |σI I | ≤ |σI |, and y-axis represent the corresponding value of the multi-axiality criterion. The

multi-axiality criterion is plotted for various ratios of threshold stress and first principal stress.

INFLUENCE OF THRESHOLD STRESS ON INTERSECTION INDICATOR

As mentioned previously, ξe is the intersection indicator which is a function of filtered
density variable ρ̃e and stress multiaxiality measure Re . The intersection indicator is
used for optimization but when the design focus is primarily on intersection reduction,
gray regions in mildly stressed regions remain. This is because the multi-axiality crite-
rion Re is indifferent to stress levels. Therefore, the optimizer tends to reduce the multi-
axiality of the local stress state instead of reducing the density of the element. Two ele-
ments which are at different stress levels but with comparable principal stress ratios will
give a similar value of Re . Therefore, it is desirable to distinguish between elements at
different stress levels during optimization. Although void regions that are not load bear-
ing are filtered out by the ρ̃e dependence of Eq. (2.11), the indifference of stress multi-
axiality to differing stress levels can result in gray densities remaining in the design.

We introduce a threshold stress to distinguish between points at different stress levels
to mitigate the complications discussed above. Moreover, to define intersection indica-
tor for the cases where principal stresses may vanish, i.e., σI ≈ 0 or σI I ≈ 0 or both, the
threshold stress is used. The multi-axiality criterion, Re , is thus modified to account for
multi-axiality of the stress state only above a threshold stress level σ0:

He =
σ2

I +σ2
0

σ2
I I +σ2

0

+ σ2
I I +σ2

0

σ2
I +σ2

0

. (2.12)

For σ0 = 0, He is equal to Re . The effect of threshold stresses on the multi-axiality cri-
terion is shown in Fig. 2.3. For a non-zero σ0, the multi-axiality criterion will behave
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(a) (b) (c)

(d) (e) (f)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 2.4: Effect of the threshold stresses : (a), (b) and (c) shows the effect on multiaxiality criterion
(1/log2(He )) and, (d), (e) and (f) shows the effect on Intersection Indicator Ie for σ0 = 0 MPa,10 MPa and

100 MPa, respectively. The average and maximum value of |σI | and |σI I | in the domain are 25.05 MPa and
618.16 MPa, respectively.

almost identical for points in the domain where stress levels are significantly above σ0

(compare cases |σ0/σI | = 0.05 and |σ0/σI | = 0). However, regions where both principal
stresses are significantly smaller than the threshold stress level (see for example the case
|σ0/σI | = 10) will be considered artificially as biaxially stressed regions even when |σI I |
is very different from |σI |. Consequently, for mildly stressed areas the multi-axiality cri-
terion becomes insensitive to the modification of the stress state. Replacing Re with He

in Eq. (2.11) provides the modified Intersection Indicator (Ie ):

Ie = ρ̃
p
e

log2

(
He

) . (2.13)

The effect of σ0 is demonstrated in Fig. 2.4. In this figure, 1/log2 (He ) and Ie are plot-
ted for values of threshold stresses equal to 0, 10 MPa and 100 MPa for the design shown
in Fig. 2.2b. The average and maximum value of both |σI | and |σI I | in the domain are
25 MPa and 618 MPa, respectively. For σ0 = 0, in Fig. 2.4a it can be seen that the low-
stressed regions, which are the void regions, exhibit both uniaxiality as well as biaxiality
of the stress state. Since the stress levels are insignificant in these regions, the notion
of multi-axiality of the stress state does not signify presence of any relevant design fea-
tures at these locations. However, in the solid region the multiaxiality parameter clearly
identifies the straight members and intersections via an uniaxial or biaxial stress state,
respectively. Note that the magnitude of principal stresses in the void areas are orders of
magnitude smaller than those in the solid area, but still the multiaxiality criterion does
not differentiate between them. Scaling the multiaxiality criterion with the local den-
sity yields the intersection indicator shown in Fig. 2.4d. For the case σ0 = 10 MPa, the
multiaxiality criterion is shown in Fig. 2.4b. It can be observed that the void regions in
which the stress levels are negligible are now artificially identified as being in the biax-
ial stress state. Scaling with the filtered design variable removes these artificial biaxial
regions. The resulting intersection indicator plot shown in Fig. 2.4e, shows no sign of
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artificial biaxial regions and no effect in the material regions. Hence, through the in-
troduction of the threshold stresses, for mildly stressed regions multi-axiality becomes
constant and thus cannot be influenced by the optimizer. The effect of threshold stress
during optimization for intersection minimization of the same problem is discussed in
detail in Section 2.3.2. More importantly, most solid regions experience stress levels far
above the threshold stress levels, thus the effect of the threshold stress is not visible in the
solid region. This observation will be used in Section 2.3.2 to select the threshold stress
for different considered problems. A higher threshold stress value, like σ0 = 100 MPa,
affects both the multiaxiality criterion and the intersection indicator, such that the ma-
terial regions are also considered in the artificial biaxial stress state as shown in Fig. 2.4c
and Fig. 2.4f, which should be avoided. Therefore, threshold stresses should be lower
than the principal stresses in the solid region.

MULTI-LOAD CASE

The Intersection Indicator defined above can be easily extended to multi-load case prob-
lems. First, a slight modification in notation is required for a multi-load case problem.
Analogous to Eq. (2.10), for a total of M load cases with m = 1. . . M , biaxiality in the de-
sign due to the mth load case is determined via

R(m)
e =

(
σ(m)

I

)2(
σ(m)

I I

)2 +
(
σ(m)

I I

)2(
σ(m)

I

)2 . (2.14)

Substituting, R(m)
e in Eq. (2.11) provides the intersection indicator for the mth load case,

denoted as ξ(m)
e .

Multiple threshold stress values should be selected, one σ(m)
0 corresponding to each

load case m because loads can be of differing magnitude. Therefore, Eq. (2.14) becomes

H (m)
e =

(
σ(m)

I

)2 + (
σ(m)

0

)2(
σ(m)

I I

)2 + (
σ(m)

0

)2 +
(
σ(m)

I I

)2 + (
σ(m)

0

)2(
σ(m)

I

)2 + (
σ(m)

0

)2 . (2.15)

Substituting H (m)
e in Eq. (2.13) gives the intersection indicator (I (m)

e ) corresponding to
the mth load case. Fig. 2.5a shows the design domain of a cantilever beam with pre-
scribed boundary and loading conditions. Note that, P1 and P2 are applied as separate
load cases, corresponding to m = 1 and m = 2, respectively. Through standard topology
optimization for multi-load case problem, the design shown in Fig. 2.5b is obtained. The
default parameters used for optimization are given in Table 2.1. The average |σI | and
|σI I | in the domain corresponding to only load P1 are 26 MPa and 24 MPa, respectively,
and corresponding to only load P2 are 9 MPa and 7 MPa, respectively. Therefore, the
threshold stresses σ(m)

0 corresponding to only load P1 and P2 are selected as 10 MPa and
3 MPa, respectively, which are lower than both average principal stress values. The biaxi-
ality criterion 1/log2(H (m)

e ) for load case m = 1 and 2 are shown in Fig. 2.5c and Fig. 2.5d,
respectively. The corresponding intersection indicator I (m)

e for load case m = 1 and 2 are
shown in Fig. 2.5e and Fig. 2.5f, respectively. It is evident that through I (1)

e all intersec-
tions of the design can be identified. However, I (2)

e shows several false positives in the
structural members (for example, Point d2 in Fig. 2.5f). This is due to the fact that part of
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Figure 2.5: Multi-load case Cantilever Beam : (a) design domain with specified size, loading and boundary
conditions, (b) design (ρ̃e ) obtained by solving standard topology optimization compliance minimization

problem, (c) and (d) represents the biaxiality criterion (1/log2 (H (m)
e )) for each load P1 and P2, respectively.

(e) and (f) shows the Intersection Indicator (I (m)
e ) field of the corresponding design considering load case P1

and P2, respectively. (g) represents the aggregated biaxiality criterion (1/log2 (He )). He is calculated using
Eq. (2.16). (h) is the corresponding intersection indicator field obtained by aggregating the biaxiality of the

stress state experienced by the structure by load P1 and P2.

the structure on the right side of the load P2 is not load-bearing for the load case with P2

only. Therefore, the stresses generated on the right side are negligible. Thus, false multi-
axiality is detected in the unloaded part of the structure. To account for all the load cases
and mitigate false positives, an aggregation scheme is applied considering the following
statements:

• If an Element e has an uniaxial stress state and is load bearing in all load cases,
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then for all load cases, |σ(m)
I | ≫ |σ(m)

I I | or vice versa, leading to high H (m)
e values in

each case. In the example problem depicted in Fig. 2.5, Point d1 is load bearing for
both load P1 and P2. The values of H (m)

e for Point d1 in both load cases are consid-
erably higher than 2 which can be inferred by Fig. 2.5c–2.5d. Another case would
be an Element e loaded in a uniaxial stress state for several loadcases which is not
load bearing in other loadcases. Then, for loadcases in which it is load bearing
|σ(m)

I | ≫ |σ(m)
I I | or vice versa, again leading to high H (m)

e values in each case. How-

ever, for loadcases in which it is not loaded |σ(m)
I | ≈ |σ(m)

I I | ≈ 0. Therefore, H (m)
e

will be approximately equal to 2. In the example problem, Point d2 is uniaxially
loaded for loadcase P1 but is not loaded for P2. Therefore, the value of H (1)

e is high
and H (2)

e ≈ 2 as shown in Fig. 2.5c-2.5d. Thus, all Elements e which are uniaxially
loaded in at least one loadcase will exhibit at least one H (m)

e which is ≫ 2. It im-
plies that aggregating the individual H (m)

e for an uniaxially loaded element across
all loadcases will result into values ≫ 2.

• Similarly, if an Element e is biaxially loaded and is load bearing in all load cases
then |σ(m)

I | ≈ |σ(m)
I I |. In the example problem, Point d4 is biaxially load-bearing

for both loads P1 and P2. The H (m)
e values for both loadcases is approximately 2.

Another case occurs when Element e is biaxially loaded in certain load cases and
not loaded in other cases. Then for load cases in which the Element is biaxially
loaded, |σ(m)

I | ≈ |σ(m)
I I |. However, for the case in which it is not loaded, |σ(m)

I | ≈
|σ(m)

I I | ≈ 0. Note, for both sets, H (m)
e ≈ 2 is obtained. Point d3 is biaxially load-

bearing for load P1 only but not load-bearing for P2. The values of H (m)
e in both

load cases are approximately 2 which can be inferred by Fig. 2.5c–2.5d. Thus, for
elements which are biaxially loaded in at least one load case and not load bearing
in other cases results with H (m)

e approximately 2 for all load cases. Aggregating
H (m)

e over all the loadcases will hence result into a value approximately equal to
2M .

Motivated by above observations to formulate the intersection indicator for multi
load case problems, the biaxiality in the structure is aggregated as follows:

He = 1

M

M∑
m=1

H (m)
e . (2.16)

Through this definition the uniaxially loaded elements in at least one loadcase will ex-
hibit value of He ≫ 2. Moreover, the biaxially loaded elements at least in one loadcase
will exhibit value of He ≈ 2. Now, substituting Eq. (2.16) in Eq. (2.13) provides inter-
section indicator (Ie ) for the multi-load case problem. For the example problem, the
plot of 1/log2 (He ) and corresponding intersection indicator is shown in Fig. 2.5g and
Fig. 2.5h, respectively. It can be observed in Fig. 2.5g that through aggregation the uni-
axially and biaxially loaded elements in the solid are clearly identified. The void regions
are considered in artificially biaxial state which are then filtered out through filtered den-
sity as shown in corresponding intersection indicator plot Fig. 2.5h. This formulation
is also applied to problems with more than 2 load cases to check the scope of the ap-
proach. It is observed that through proposed aggregation, intersections can be detected
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in multi-load case problems with more than two load cases. We note in passing, for
M = 1, Eq. (2.16) reduces to Eq. (2.12).

Ω
int
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Ω
int

e

(b)
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Figure 2.6: Schematic illustration of various design features such as (a) a slim intersection (b) a bulky
intersection (c) a slim intersection with extra material around and (d) a straight member.

2.2.3. INTERSECTION SIZE

As discussed in the Introduction, in certain applications one may require to control the
occurrence of intersections depending on their sizes. Consider the two intersections,
shown in Fig. 2.6a and Fig. 2.6b. To evaluate the intersection size, assume a circular
domain,Ωint

e , centered at Element e (indicated by a red dot in Fig. 2.6). Averaging the fil-
tered densities in this local domain provides information on the size of the intersection
at Element e. For a relatively bulky intersection, shown in Fig. 2.6b, the average filtered
density is higher than in case of a relatively slim intersection, shown in Fig. 2.6a. How-
ever, the intersection shown in Fig. 2.6c, which happens to be an intersection as slim
as the intersection depicted in Fig. 2.6a, has a higher average density in the local region
Ωint

e compared to that of the intersection shown in Fig. 2.6a. Note that, the farther the
material is located from the center of the circular domain at Element e, the lower the
probability this material is part of the intersection. To account for this, a weighted aver-
aging scheme is proposed, such that the contribution of the filtered density of a partic-
ular element to the local averaged density at a point of interest depends on the distance
between the element and the point of interest. The weighted density filter (Bruns and
Tortorelli, 2001) is used to calculate the local weighted average of the filtered density( ˆ̃ρe ):

ˆ̃ρe =
∑

i∈Ωint
e

wi (xi )vi ρ̃i∑
i∈Ωint

e
wi (xi )vi

,

wi (xi ) = rint −||xi −xe ||.
(2.17)

Here, rint is the radius of the local circular domainΩint.
A straight member, as shown in Fig. 2.6d, has values of ˆ̃ρe equivalent to that of a

bulky intersection. To distinguish between a straight member and an intersection, this
size measure ˆ̃ρe must be combined with the Intersection Indicator (Ie ).

Inspired by the requirements in the DMD process, we consider the case of allowing
bulky intersections, while suppressing slim ones. Thus, to penalize slim intersections,
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weight factors are calculated as function of intersection size

ŝe = 1− ˆ̃ρe , (2.18)

Se = ŝe Ie . (2.19)

Here, ŝe is the weight assigned to the intersections at Element e and Se is the weighted
intersection indicator that is higher for slim intersections in a design. These weights are
chosen as an example for the DMD application, however, the weights can be chosen in
other ways to target different intersection sizes for other applications.

Recall that the minimum member size in TO is set to be 2rmin therefore, the mini-
mum intersection size is 2

p
2rmin. Thus, to detect the size of an intersection, we require

rint >
p

2rmin. Consequently, intersections larger than the chosen value rint are not de-
tected. To illustrate this with an example, we revisit the cantilever problem shown in
Fig. 2.2. The filter given in Eq. (2.17) is applied to the filtered density field shown in
Fig. 2.2b for three different β values, where β = ri nt /rmi n , as shown in Fig. 2.7. The
chosen values of β are 2, 4 and 6. As observed from Fig. 2.7a–2.7c, increasing the ra-
dius increases ŝe in entire domain, and thus, a greater number of thin intersections are
identified below the domain size Ωint

e . This is evident from Fig. 2.7d–2.7f. Note that the
weighted averaging in the local domain provides a relative size measure which can dis-
tinguish between bulky and slim intersections.

(a) (b) (c)

(d) (e) (f)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 2.7: Load case Cantilever Beam : (a), (b) and (c) show the intersection weight factors, ŝe , for
β= ri nt /rmi n = 2, 4 and 6, respectively. (d), (e) and (f) represent the corresponding weighted intersection
indicator Se = ŝe Ie representing the intersections smaller than the threshold defined by rint. The red and
black circles represent the size of the rmin and rint, respectively. As radius rint increases more number of

intersecting features are identified.
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2.3. PROBLEM DESCRIPTION AND THRESHOLD STRESS SELEC-
TION

2.3.1. MULTI-OBJECTIVE FORMULATION : COMPLIANCE AND INTERSEC-
TION OBJECTIVE

So far it has been established that the presence of intersections can be identified and
their relative size can be determined. It remains to control the occurence of intersections
in TO. The intersection indicator defined in the previous section only gives an indication
of intersection presence. It does not provide insight on the actual number of intersec-
tions. Moreover, as stated in the Introduction, intersections facilitate load transfer, there-
fore their presence is paramount for mechanical performance. However, from a manu-
facturing point of view, such as for DMD, slim intersections are problematic. Therefore,
the number of slim intersections should be restricted to improve manufacturability of
through DMD. Therefore, there is a trade off between performance and manufactura-
bility. Consequently, for optimization we adopt a multi-objective approach where a total
objective function is defined as a combination of compliance of the structure and a func-
tion suppressing slim intersections.

Firstly, we define the function that will be minimized to achieve fewer slim intersec-
tions for DMD application. The proposed function which is also termed as intersection
objective I is defined as:

I =
∑
ΩN Se

1

V0

∑
ΩN ve ρ̃e

. (2.20)

The numerator of the intersection objective I is the summation of the weighted inter-
section indicator Se over the entire domain. Given Eq. (2.18), the contribution from rel-
atively slim intersections will be higher, whereas bulky intersections and straight mem-
bers will only contribute marginally. Thus, minimizing the numerator will minimize thin
intersections and promote bulky intersections or straight members in a design. The de-
nominator of the intersection objective is the design volume normalized by the allowed
volume in the design domain V0. Upon omitting the term, the optimizer removes mate-
rial from the intersection location and the optimization tends towards a trivial solution
of no material. Therefore, the denominator term promotes material in the design do-
main.

Finally, the standard compliance minimization problem, given in Eq. (2.1)–(2.6) is
extended to a multi-objective problem as described below:

min
ρ

O = 1

µ

(
θ

c

c∗
+ (1−θ)

I

I∗

)
. (2.21)

s.t. Ku = f. (2.22)

g =
∑
ΩN ve ρ̃e

V0
−1 ≤ 0. (2.23)

0 ≤ ρe ≤ 1, ∀e ∈ΩN . (2.24)
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In Eq. (2.21), O is the total objective function, θ is the weight assigned to the compli-
ance objective, consequently, (1−θ) is the weight assigned to the intersection objective.
The parameter θ is a tuning parameter which can be reduced to emphasis on manu-
facturability of the design through DMD. Both the objectives are normalized by their
respective values of the compliance (c∗) and intersection (I∗) calculated for the design
obtained by the standard compliance minimization problem. Superscripts (∗) are used
to indicate values that are calculated on the converged standard compliance minimiza-
tion design. The constant factor µ is introduced to scale the value of the objective such
that it ranges between 1 and 100 for the stability of the MMA optimizer, see Svanberg,
1987. The sensitivity analysis of the objective and constraint functions are determined
using the adjoint method and detailed in A.1.

1

3 2

(a) (b)

(c) (d)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 2.8: Effect of threshold stress levels on intersection minimization results for Problem 1: (a) Design at
100th iteration for σ0 = 0 MPa. (b) is the corresponding multi-axiality criterion 1/log2(He ). (c) and (d) Design

and corresponding multi-axiality criteria at 100th iteration step for σ0 = 10 MPa. The threshold stress is
selected from the reference compliance minimization design shown in Fig. ??. For the reference case, the
average and maximum value of both |σI | and |σI I | in the domain are 25 MPa and 618 MPa. The threhold

stress, σ0 = 10 MPa, is below the average stress value in the reference case.

2.3.2. EFFECT OF THRESHOLD STRESS LEVELS ON INTERSECTION MINIMIZA-
TION AND SELECTION STRATEGY

As mentioned in Section 2.2.2, the effect of the chosen threshold stress during optimiza-
tion is crucial. To demonstrate its effect, initially the threshold stress is assumed to be
zero (σ0 = 0). The multi-objective formulation is applied to Problem 1 with θ = 0.2, i.e,
the contribution of intersection objective I is dominant. The pure compliance mini-
mization design previously shown in Fig. 2.2b is chosen as the reference case for the cal-
culation of c∗ and I∗. The value of β = 6 is chosen because it targets every intersection
in a compliance minimization design, shown in Fig. 2.7f. The results obtained after 100
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iterations are presented in Fig. 2.8. In the design shown in Fig. 2.8a, it can be observed
gray regions are present at locations which experience low stress levels, such as Region
1 and 2 (indicated by red circles) and an arch shaped design feature is observed with
high material density in Region 3. The corresponding objective values are c/c∗ = 2.01,
I /I∗ = 0.44 and O/O∗ = 0.75, see Eq. (2.21). It shows that the intersection objective and
total objective have reduced, as desired. However, the obtained result does not repre-
sent a desired, manufacturable geometry. The features formed in the low stresses re-
gions demonstrate that the effect of reducing the local multi-axial stress state dominates
removal of local densities in these regions, as shown in Fig. 2.8b, leading to the depicted
undesired result. In order to facilitate only removal of local densities from low stresses
regions, the effect of reducing local multi-axial stress state should be nullified.

To avoid generation of the design features in regions where the stress is negligible
during optimization, the threshold stress, mentioned in Section 2.2.2, is introduced. The
stress response from the pure compliance minimization reference design is used to aid
in the selecting the threshold stress level. Recalling that for the compliance minimization
design in Fig. 2.2b average and maximum value of both |σI | and |σI I | in the domain are
25 MPa and 618 MPa, respectively. Also, it is shown previously that for σ0 = 10 MPa,
which is below the average stress value, does not affect the intersection indicator of the
converged compliance design (see Fig. 2.4d and Fig. 2.4e). Therefore, for the intersection
minimization problem, σ0 = 10 MPa is selected because in the reference compliance
minimization case, the stresses in the solid region are significantly above 10 MPa. The
result of intersection minimization after 100 optimization iterations considering σ0 =
10 MPa is shown in Fig. 2.8c. The design does not contain gray design features in the
lowly stressed region, as they are artificially considered in the biaxial stress state which
can be observed in Fig. 2.8d. Since, there is no possibility to reduce the local multi-axial
stress state in the low stressed region, the intersection objective is reduced by removing
the local densities in these regions, which promotes convergence to a manufacturable
designs. The corresponding objective values are c/c∗ = 1.34, I /I∗ = 0.35 and O/O∗ =
0.55.

It remains to determine the value of the threshold stress for general cases. The key
aspect is that low-stressed regions should be discouraged to affect the detection of stress
multi-axiality. Since the intersection minimization problem is solved simultaneously
with the compliance minimization problem, the stress levels found in the solid regions
of the compliance minimization design are considered as representative. Therefore, the
threshold stress value should be selected such that it is smaller than the stress levels
present in the solid regions of the compliance minimization design. Now, the stress lev-
els in the solid regions are either dictated by σI , σI I or both. Thus, the measure of stress
levels should be combination of the individual principal stress components. This moti-
vates the selection of Von Mises stresses as a measure of stress levels in solid regions and
the threshold stress should be smaller than the Von Mises stress field in the solid regions
of compliance minimization design.

The compliance minimization design consists of void (white) and material (black)
regions separated by interface (gray) regions. The stress levels experienced by interface
(gray) regions fall between those in void and material regions. In this paper, the follow-
ing procedure is adopted to select the threshold stresses for single and multi loadcase
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problems:

1. Apply the load and boundary conditions to the converged design obtained from
the standard compliance minimization problem and determine the principal stresses
at each element in the domain using Eq. (2.8) and Eq. (2.9).

2. Calculate the Von Mises stress (σ(vm)) at each element in the domain using√
σ2

I −σIσI I +σ2
I I .

3. To identify the Von Mises stress in the gray regions, stresses which corresponds
to filtered design variables 0.1 < ρ̃e < 0.5 are selected. Due to SIMP penalization,
the stress levels corresponding to the value of ρ̃e = 0.1 and ρ̃e = 0.5 will be in the
order of 0.1% and 12.5% compared to the stress levels in the solid region (ρ̃e = 1),
respectively. Therefore, the stress levels in the selected range will be significantly
lower than the stresses in the solid region.

4. To select the threshold stresses as low as possible, sort the Von Mises stresses of
the selected filtered density range in ascending order. Pick the stress value found
at an index closest to 90% of the length of the array. The 90% value is selected
as threshold so that most of the lowly stressed regions in a design are artificially
considered in biaxial stress state.

The proposed algorithm used to systematically select threshold stresses presented a
good performance distinguishing between the lowly and significantly stressed regions
during optimization for all problems discussed in this paper. Nevertheless, note that the
proposed algorithm is only one option and choosing the best algorithm is beyond the
scope of this work.

2.4. RESULTS
In this section, results obtained by applying the proposed multi-objective formulation
on various single and multi load problems are presented. The design domains and bound-
ary conditions of the 5 considered test problems are given in Fig. 2.9. Each problem is
labeled with a problem number for reference. All the design domains have equal dimen-
sions. Recall that the default optimization settings are given in Table 2.1. Optimization
results of all the problems and effect of different parameters on the designs are shown in
Section 2.4.1. An overall discussion is given in Section 2.4.2.

2.4.1. DESIGNS

EFFECT OF θ

The designs obtained for all of the test problems defined in Fig. 2.9 are shown in Fig. 2.10.
Results obtained for β = 6 are shown. Here, rint is chosen to be sufficiently large to tar-
get every intersection in the respective compliance minimization design, further effects
of rint on the design are discussed in Section 2.4.1. Converged designs obtained for dif-
ferent values of θ and their corresponding intersection and compliance objective values
are shown in Fig. 2.10. Designs for θ = 1.0 correspond to standard compliance minimiza-
tion, the reference design for each of the problems. It is evident from the designs that, as
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(a) Problem 1

100 mm

300 mm

P = 1000 N
(b) Problem 2

P = 1000 N

(c) Problem 3

P = 1000 N

200/3 mm

(d) Problem 4

P1 = 1000 NP2 = 1000 N

(e) Problem 5

P1 = 1000 NP3 = 100 N

Figure 2.9: Test problems: (a) Cantilever beam; (b) MBB Beam; (c) Cantilever beam with a hole; (d) Multi load
case beam problem with equal loads (e) Multi load case beam problem with different loading. The

dimensions of the design domain of all the test problems are 300 mm×100 mm.

the weight on the intersection objective increases, the number of intersections reduces
in the design. Consistently the compliance objective is increasing while the intersec-
tion objective is decreasing. In all the problems, it is observed that the minimization of
intersections comes at the cost of inferior stiffness performance.

EFFECT OF rMIN AND r INT

Recall that the proposed method utilizes two local circular domains, determined by the
radii, rmin and rint, that are anticipated to affect the optimized design. Increasing rmin

leads to an increase in the minimum member size and, thus, leading to fewer intersec-
tions. In order to isolate the effect of rint, rmin is kept constant and rint is varied. In
Fig. 2.11, designs for Problem 1 are illustrated for three selected values of β = rint/rmin

equal to 2 ,4 and 6, while keeping rmin = 2.5 mm and θ = 0.6. The values of compli-
ance and intersection objective given in Fig. 2.11 are normalized by the reference design
shown in Fig. 2.2b. For all the designs, the intersections are clearly identified by the in-
tersection indicator as shown in the corresponding plot of Ie , see Fig. 2.11.

During optimization, if an intersection size reaches the size of the local domain with
radius rint, then the contribution of that intersection to the intersection objective will
be negligible and therefore, the intersection will not be reduced. This effect is clearly
visible in the design for β = 2, as shown in Fig. 2.11. The weights ŝe , which is inversely
proportional to intersection size (see Eq. (2.18)), corresponding to each intersection are
close to 0. It suggests that the intersection size is equivalent to the local domain with
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(c) Problem 3
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(d) Problem 4
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Figure 2.10: Designs obtained after applying compliance and intersection minimization for considered
problems. Arrows indicate designs for the corresponding data point. The parameter θ associated to a design
is given below the design. In all the test problems, as the weight on the intersection objective increases slim

intersections are reduced and bulky intersections are preferred, consequently, geometrical complexity is
reduced.
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radius rint. Also the contribution of the intersections in the intersection objective is close
to 0 as evident from the Se plots.

As rint increases, bulkier intersections are preferred which can be seen in the design
for β= 4, see Fig. 2.11. The weight ŝe corresponding to the bulky intersection is close to
0 as can be seen in the ŝe plots. Furthermore, the contribution from bulky intersections
to the intersection objective is also close to 0 as shown in the Se plots.

Further increasing rint, i.e. forβ= 6, relatively thicker intersections are observed than
for β= 2. However, a slim intersection is also observed which is not removed during op-
timization. Plot of weight ŝe shows that the bulky intersection has relatively lower value
of ŝe than the slim intersection. The contribution from slim intersection to the inter-
section objective is also higher as shown in Se plot. It means that the slim intersections
are detected, however, it is not removed during optimization. This happens because,
firstly, the slim intersections are minimized which does not mean that slim intersections
can not exist in a design. Secondly, using θ = 0.6 means that the compliance objective
function has a greater influence, therefore, the slim feature is not removed completely.

ρ̃e Ie ŝe Se

β= rint/rmin = 2 θ = 0.6 c/c∗ = 1.06 I /I∗ = 0.65 O = 0.89

β= rint/rmin = 4 θ = 0.6 c/c∗ = 1.05 I /I∗ = 0.69 O = 0.87

β= rint/rmin = 6 θ = 0.6 c/c∗ = 1.08 I /I∗ = 0.58 O = 0.88

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 2.11: Effect of rint on Problem 1 : Cantilever Beam. The red and black circles indicate the size of the
local circular domain with radius rmin and rint, respectively. As the radius rint increases the size of the

intersections promoted in the design domain increases. Therefore, the size of the intersections also increases
in the converged designs with increase of rint.
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2.4.2. DISCUSSIONS ON RESULTS
The results show that by minimizing the slim intersections, the topology of the compli-
ance minimization design has been simplified. Moreover, calculation of the intersection
indicator is computationally efficient because at every iteration step displacement infor-
mation is available, and calculation of stresses based on this requires only element level
linear operations (see Eq. (2.8)). However, for minimizing the intersection objective an
additional set of adjoint equations has to be solved which increases its computational
cost. For the multi-load case problem, the number of adjoint equations scales with the
number of load cases in a single problem because stress fields from different load cases
are aggregated together. The convergence behavior of normalized compliance and in-
tersection objective with respect to iteration step of Problem 1 with β = 6 are shown in
Fig. 2.12 and Fig. 2.13, respectively. The convergence plots show smooth convergence.
However, the number of iterations required was quite high compared to standard com-
pliance minimization problem. This is due to the fact that the sensitivity of the compli-
ance minimization problem is always negative with respect to every design variable, but
for the intersection objective it is not the case, thus the convergence gets slower com-
pared to compliance minimization.

0 200 400 600 800
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2

3

4

5

Iteration step

c/c∗

θ = 1.0
θ = 0.8
θ = 0.6
θ = 0.4
θ = 0.2

Figure 2.12: Convergence of compliance objective of cantilever beam (Problem 1)

2.5. EXTENSION TO 3D PROBLEMS
For 3D problems, again there are two aspects to be considered, identification and control
of 3D intersections. In contrast to the 2D problems, it was observed, by examining 3D
TO results, one may identify following types of intersections:

- Straight beams intersecting with each other.

- Straight beams intersecting with a plate type structure.

- Two or more plate like structures intersecting with each other.
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Figure 2.13: Convergence of intersection objective of cantilever beam (Problem 1)

To identify above mentioned 3D intersections certain ‘signatures’ in terms of principal
stress ratios have been recognized. However, defining an indicator, similar to the 2D
case, to reliably identify these features proves more challenging due to the larger variety
of intersection types. Further investigation is needed to develop an intersection indica-
tor for 3D problems.

Moreover, controlling 3D intersections to generate designs for certain manufactur-
ing process such as DMD have two important aspects. Firstly, 3D intersections need
not be problematic for the DMD process because mostly the production happens in a
layer-by-layer manner. Thus, it is possible that within the deposition layer intersections
are not encountered and the part could be produced easily. A rather challenging prob-
lem left for future research is to identify the intersections within the deposition layers
and then minimize them for DMD related applications. This could be achieved by pro-
jecting the stress components to the plane of deposition. Secondly, for DMD processes,
designs with high geometric complexity could also pose a problem during manufactur-
ing. Hence, once a reliable 3D intersection indicator is developed, then, based on their
relative size, intersections can be controlled to achieve minimal geometric complexity,
similar to the 2D case.

2.6. CONCLUSIONS
In this study a novel approach to reduce geometric complexity of designs in 2D compli-
ance minimization topology optimization is presented. The reduction in the geometric
complexity is attained through identifying and controlling intersections by means of the
local stress state for single and multi load case problems. The reduction of geometric
complexity of a design improves manufacturability through both conventional as well
as additive manufacturing processes, such as DMD.

The proposed Intersection Indicator is a function of the ratio of local principal stresses.
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Therefore, the design sensitivities of the indicator can be easily evaluated by solving a
set of adjoint equations per loadcase. This renders the indicator suitable for gradient-
based optimization. To prevent convergence problems due to spurious stress ratios in
low-stressed regions, a threshold stress is introduced as well as a procedure to select an
appropriate value. To control intersections, a multi-objective formulation is proposed
comprising of a compliance and intersection objective. A provision to emphasize inter-
sections according to their size has also been presented, and demonstrated in the con-
text of the DMD process, where slim intersections are to be avoided. Controlled by the
relative weight of the intersection objective, different levels of design simplification are
achieved, both for single as well as multi-load problems. As expected, increasing restric-
tions on design complexity leads to increased compliance.

Smooth convergence is observed without a continuation scheme. However, the num-
ber of iterations required for convergence increases when the relative weight of the in-
tersection objective increases. Implementing the proposed formulation in an existing
topology optimization framework, such as the 88-line MATLAB TO code presented by
Andreassen et al., 2011, is straightforward. It involves calculation of principal stresses,
threshold stresses and sensitivities of intersection objective.

Although the proposed approach proved effective in various test problems, it has
limitations. First, it does not provide control on the exact number of intersections. Sec-
ond, the stress-based indicator relies on characteristics of optimal designs obtained in
compliance minimization. Its extension to other problems such as compliant mech-
anism or thermal optimization will require developing a relation between geometrical
aspects of intersections and the ‘physics’ observed at intersections. Currently, the pre-
sented intersection indicator is therefore restricted to 2D compliance minimization prob-
lems. Extension to a 3D setting is a topic for future work, where stress-based recognition
of the variety of intersection types that can occur in 3D is the main challenge.
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3
CASE STUDY: WAAM RUDDER

3.1. INTRODUCTION
In this chapter, a ship rudder case study is presented to showcase the potential applica-
tion of the developed TO methods and the WAAM process in the industry. A ship rudder
is a part of a ship for steering that is subjected to hydrodynamic pressures during oper-
ation. When the rudder is steered a pressure difference due to the unbalanced hydrody-
namic pressure load generates thrust to steer the ship.

The ship rudder discussed in this chapter is originally designed by Damen as shown
in Fig. 3.1. The rudder has a skin with a particular thickness that envelops several plates
positioned approximately equidistant from each other. The plates are shaped as aero-
foils according to the cross-section of the skin. A shaft runs through the plates that con-
nect the rudder and the ship. The cross-section of the rudder is tapered along the shaft.

The weight of this type of ship rudder is generally a few hundred kilograms. Reduc-
ing the weight of the rudder will improve the fuel efficiency. It would also require less
material processing during the manufacturing of the ship rudder. Moreover, the origi-
nal rudder design requires a series of joining operations between plates, shaft, and skin.
These joining operations are costly and will be completely eliminated if the rudder is
manufactured in an automated manner by WAAM.

TO is used to reduce the weight of the ship rudder while maintaining the equivalent
mechanical performance as the original design TO is used. Here the outer hydrodynamic
surface is kept fixed, and TO is applied to redesign the interior. The redesigning of the
ship rudder is considering multiple hydrodynamic loading scenarios. Certain design and
manufacturing requirements are enforced during the TO process so that the rudder can
be easily manufactured through WAAM. Moreover, a few conditions are also posed by
Damen so that the design is compatible with its standards. The design and manufactur-
ing requirements are fulfilled by applying an extension of the novel concepts discussed
in the previous chapter and existing formulations in TO. The requirements and TO for-
mulations used are given in Section 3.2. The optimized design obtained by TO consider-
ing the manufacturing and design requirements is presented in Section 3.3. Finally, the
conclusions based on this particular case study are outlined in Section 3.4.
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Figure 3.1: The original ship rudder designed by Damen Holding B.V.

3.2. DESIGN AND MANUFACTURING REQUIREMENTS
To redesign the ship rudder, a 3D TO code written in MATLAB is used as a basis (Liu and
Tovar, 2014). One of the main challenges in redesigning the rudder is performing TO on
the actual size of the rudder, which is in the order of meters while maintaining sufficient
resolutions. The bounding box of the actual rudder, shown in Fig. 3.2 is discretized with
a structured mesh comprising 3D eight-node hexahedron elements. The length of the
edges of the 3D elements is 10 mm. Furthermore, this case study was executed under a
tight time constraint. For this reason, simplifications and practical approximations were
applied in geometry and load representation. This is justified by the fact that the TO
result was intended as a starting point for further design iterations, as discussed in the
next section. The design and manufacturing requirements to redesign the rudder posed
by Damen and the methods applied to fulfill these approaches are listed as follows:

1. The aerofoil shape of the skin remains the same: To maintain the same aerofoil
profile of the skin, the CAD geometry of the skin from the original design is used to
identify whether an element is inside the skin, using the ray intersection method (Adam,
2023). The elements inside the enclosed volume of the skin, comprise the design
domain to be optimized. The interface of the inside and outside elements follows
the shape of the aerofoil which is the design requirement.

2. The thickness of the skin can be reduced: In order to model the thickness of the
skin, the elements which are inside the skin and share nodes with the elements
outside the skin are extracted. These elements are chosen to be the non-design
domain and represent the skin of the ship rudder. The TO density-based design
variable is fixed to 1 for these elements. The skin thickness of the original design
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Figure 3.2: Schematic of Ship Rudder Optimization Problem: The bounding box encompassing the rudder is
represented by the brown region. The volume enclosed by the skin indicated by the blue region is the design

domain. The domain is fixed completely where it connects with the shaft. The symmetry of the design is
imposed with respect to the indicated plane of symmetry. The red arrow indicates the pressure load

distribution along the skin.

is equal to 10 mm, which is equivalent to the element size. To model the reduc-
tion in the thickness of the rudder skin, the stiffness matrix corresponding to the
finite elements associated with the rudder skin is scaled. This coarse approxima-
tion was chosen as the time for implementation of an actual shell geometry was
not available for this case study, and using smaller elements would result in exces-
sive computation time. However, more accurate modeling of the rudder strength
and stiffness is required after the TO phase because of this approximation.

3. Multiple hydrodynamic pressure loads: The ship rudder is subjected to hydrody-
namic pressure during operation. The pressure distribution over the outer skin of
the rudder depends on many variables such as the angle at which the rudder is
oriented, the velocity of the ship, and the physical properties of the fluid. Three
critical orientations were identified by Damen and the pressure distribution at
these orientations was evaluated at a particular Reynolds number. The pressure
distribution for a particular orientation is evaluated numerically through Compu-
tational Fluid Dynamics (CFD) analysis at multiple 2D cross-sections of the skin as
schematically shown in Fig. 3.2. The pressure distribution data is then used to es-
timate the pressure load for the optimization model. The pressure distribution is
interpolated spatially at the centroid of the 3D finite elements which represent the
skin of the rudder. To evaluate the pressure load from the pressure distribution, the
corresponding surface normal vectors and area at which the pressure is applied,
are evaluated at the centroid of the 3D finite elements representing the rudder
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skin. The normal vectors are evaluated from the CAD file of the rudder and then
spatially interpolated at the centroid of the 3D finite elements. The area at which
the pressure is applied is the area inscribed by the plane in the 3D finite element
that is perpendicular to the interpolated normal vector. After the calculations of
the corresponding normals and area of the inscribed plane, the load direction and
magnitude are calculated at the centroid of the 3D finite elements. The load at
the centroid is then equally distributed at the nodes of each 3D finite element and
then assembled into a load array.

4. Symmetry: Symmetry of the internal design with respect to the plane which passes
through the chord line of each plate in the original design as shown in Fig. 3.2.
Symmetry is imposed since the rudder must operate similarly in both directions.
Moreover, symmetry is helpful to ensure symmetrical deposition paths and reduce
distortion after the WAAM of the rudder. To ensure the symmetry of the design
along the plane of symmetry the finite elements which are symmetric to each other
are identified. A symmetry filter is applied to these elements by calculating the av-
erage of the density variable associated with the pair of symmetric finite elements
and then assigning the average value to each symmetric element. Note that the
pressure loads on the rudder are not symmetric, therefore full model was consid-
ered during optimization.

5. Minimum feature size: For the WAAM process, a minimum feature size is required
as discussed in the introduction. The density filter (Bruns and Tortorelli, 2001)
ensures the minimum feature size in the rudder design. Each finite element is
assigned a weighted average of the density variable around the finite element. The
number of finite elements used for averaging depends on the size of the filter. In
this study, the filter size is 1.5 times the size of the 3D finite element.

6. Reducing Geometrical Complexity: A design requirement for the ship rudder is to
have no enclosed holes. With no enclosed holes the geometrical complexity of the
design will reduce. This requirement is essential as the rudder will be subjected
to a pressure test in which the rudder is filled with fluid. The reduction in the
geometrical complexity of a design is also suitable for WAAM. For instance, during
layer-by-layer WAAM along the deposition direction indicated in Fig. 3.2, with a
reduction in the enclosed volume the number of thin intersections encountered
in the layers will reduce.

Recall that in the previous chapter, the intersections, which exhibit a multi-axial
stress state, are identified and controlled based on their sizes. It has been demon-
strated that features showing a multi-axial stress state can be controlled such that
the geometrical complexity of the design can be reduced. The same concept is
extended here to 3D to eliminate enclosed holes in a ship rudder. The reduced
geometrical complexity means that the number of enclosed voids is likely reduced
in a design, although the constraint does not directly control this aspect.

To identify the multi-axial stress state in 3D, the following indicator is used:
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Figure 3.3: Response of 3D intersection indicator (Ie ) at various stress states. Here, |σI | ≥ |σI I | and
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Here, σI , σI I , and σI I I are the principal stresses. σ0 is the threshold stress. H (12)
e

and H (13)
e are the multi-axiality criteria and Ie is the 3D intersection indicator. The

filtered density variable is represented by ρ̃e . All notations are adopted from the
previous chapter. As discussed in the previous chapter, the stress-based formu-
lation enables to calculate the design sensitivities of the intersection indicator for
gradient-based optimization. The response of the 3D intersection indicator at all
possible stress states is shown in Fig. 3.3. Note that |σI | ≥ |σI I | and |σI | ≥ |σI I I |.
For single, biaxial, and triaxial stress states the indicator is approximately 0, 1, and
2, respectively. The size of the intersection is evaluated by the material density
around the intersection. A spherical domain was used to calculate the intersec-
tion size contrary to a circular domain in the 2D case. The thin intersections are
penalized during optimization to reduce the geometrical complexity. Note that
the intersections encountered in the layers are not explicitly targeted through this
formulation.



3

50 3. CASE STUDY: WAAM RUDDER

3.3. SHIP RUDDER OPTIMIZATION
Considering all the design and manufacturing considerations mentioned in the previous
section following multi-objective optimization problem similar to the one mentioned in
the previous chapter is solved:

min
ρ

O = θc + (1−θ)I . (3.4)

s.t. Ku = f. (3.5)

g =
∑
ΩN ve ρ̃e

V0
−1 ≤ 0. (3.6)

0 ≤ ρe ≤ 1, ∀e ∈ΩN . (3.7)

Here, c and I are the normalized compliance and intersection objectives, respectively.
The parameter θ determines the contributions from compliance and intersection ob-
jectives to the actual objective O. Eq. (3.5) and Eq. (3.6) are the state equation and vol-
ume constraint, respectively. The optimization problem was solved on the ship rudder
problem shown in Fig. 3.2. The optimized designs obtained from the multi-objective
optimization are shown in Fig. 3.4. The only compliance-minimized design with θ = 1
shown in Fig. 3.4a has an enclosed void region. However, the enclosed void space is elim-
inated when considering the intersection objective with θ = 0.5 as shown in Fig. 3.4b.
The weight compared to the original rudder design is 20% lower in each case.

(a) (b)

Figure 3.4: Optimized Ship Rudder Designs: (a) Only compliance minimized design with θ = 1.0 and (b)
compliance and intersection objective minimized design with θ = 0.5.

The optimized design shown in Fig. 3.4b was chosen for manufacturing. The op-
timized design needed certain post-processing steps to generate a design that can be
manufactured with WAAM. The disconnected members are connected to allow contin-
uous deposition trajectories and the spacing between the plates is made uniform. Also,
the cross-sections of the plates are made uniform to allow the use of constant WAAM
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process parameters. A series of steps Damen took to reach the final design are shown
in Fig. 3.5a. The final design obtained by applying these post-processing steps is shown
in Fig. 3.5b. The weight of the final design of the rudder is 30% lower than the original
design of the rudder. To evaluate the mechanical performance of the final design, a fi-
nite element stress analysis on the final design was performed by Damen. The analysis
showed that the final design meets the mechanical performance requirements success-
fully.

(a)

(b)

Figure 3.5: Post-processing: (a) A series of post-processing steps applied to the optimized design shown in
Fig. 3.4b. The disconnected branches of the design were joined, they were assigned uniform cross-sections,
and the branches were placed equidistantly. (b) The final design obtained that is inspired by the optimized

design and will be manufactured using WAAM by MX3D.
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3.4. CONCLUSIONS
In this chapter, a ship rudder design is generated using TO with lower weight and equiv-
alent mechanical performance compared to the original ship rudder design by Damen.
Various design and manufacturing-related requirements are considered while optimiz-
ing the structure for multiple hydrodynamic loading scenarios. The novel intersection
control approach is extended in 3D to fulfill a key design requirement of reduced geo-
metrical complexity posed by Damen for the ship rudder. It has been demonstrated that
state-of-the-art research in TO is applied to generate a rudder design with 30% weight
reduction which is possible to manufacture through WAAM. At the time of writing of this
thesis, the rudder is being printed by company MX3D.
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4
SIMULTANEOUS TOPOLOGY AND

DEPOSITION DIRECTION

OPTIMIZATION FOR WIRE AND ARC

ADDITIVE MANUFACTURING

A remarkable elastic anisotropy in plates of austenitic stainless steel produced by the Wire
and Arc Additive Manufacturing process is recently reported. The Young’s modulus de-
pends on the angle of orientation with respect to the material deposition direction. Here,
for the first time, this anisotropy is exploited to maximize structural stiffness by simulta-
neously optimizing the structural design layout and the local deposition path direction
for WAAM. The results obtained indicate deposition that is commonly preferred along the
load-path directions for WAAM is sub-optimal and stiffness can be increased at least 53%
upon optimizing the deposition directions.

4.1. INTRODUCTION
Wire and Arc Additive Manufacturing (WAAM) is an emerging manufacturing method
for large scale engineering structures with applications in maritime, aerospace and au-
tomotive industries (Rodrigues et al., 2019; Wu et al., 2018). Material produced by WAAM
typically shows anisotropy in strength along and perpendicular to the deposition direc-
tion (Biswal et al., 2019; Derekar, 2018; Duarte et al., 2021; Fu et al., 2017; Gordon et al.,
2018; Gu et al., 2020; Rafieazad et al., 2019; Sun et al., 2020; Wang et al., 2018). However,
very recently, remarkable elastic anisotropy in stainless steel plates, produced by WAAM
is observed (Kyvelou et al., 2020; Laghi, Palermo, Gasparini, et al., 2020; Laghi, Palermo,
Tonelli, et al., 2020). The Young’s modulus observed at 45◦ to the deposition path direc-
tion is 1.5−2 times higher than in directions along and perpendicular to the deposition
path.
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Local fibre orientations of fibre reinforced composite parts have been optimized to
enhance performance (Fernandez et al., 2019; Lee et al., 2018; Schmidt et al., 2020). Sim-
ilarly for WAAM, the deposition path directions can be optimized such that the stiffest
directions of the material are aligned with the load-path orientation. The anisotropic
nature of WAAM produced stainless steel sheets has already been utilized in design for
stiffness improvement or weight reduction (Bruggi et al., 2021). However, the local depo-
sition path directions were not optimized but prescribed before topology optimization.
This significantly limits the full exploitation of elastic anisotropy.

The aim here is to include local deposition path directions as additional design vari-
ables and optimize for layout and deposition direction simultaneously. A cubic mate-
rial model is proposed to account for the experimentally observed elastic anisotropy.
These WAAM-specific considerations are incorporated into a density-based topology
optimization (TO) framework (Bendsoe and Sigmund, 2013). In standard TO, the layout
of the design is described by local pseudo-density variables. Here, in addition, indepen-
dent local deposition direction vectors are introduced.

4.2. PROBLEM FORMULATION

4.2.1. DEFINITION OF DESIGN VARIABLES
Consider an optimization problem shown in Fig. 4.1. The domain is considered as a thin
layer to be printed with WAAM with thickness direction perpendicular to the X−Y plane.
The continuous design domain is discretized using bilinear plane stress finite elements
with pseudo density variable ρe and an independent deposition direction vector ve as-
signed to each element e. The density variables ρe ranges between 0 and 1, extremes
denoting void and material regions, respectively Andreassen et al., 2011. Vector ve has
components xe and ye along the global axes each ranging between −1 and 1. Conse-
quently, the local material orientation makes an angle θe

θe = tan−1 (ye , xe ), (4.1)

with respect to the positive X -axis. Instead of the orientation angle θe , vector compo-
nents (xe , ye ) are chosen as design variables because it reduces the likelihood of the so-
lution being a local minimum Nomura et al., 2015.

e
θe

X

Y
1

2

xe

ye
veρe

X

Y

Figure 4.1: Schematic illustration of discretized design domain with load and boundary conditions, and
definition of the optimization variables for element e (blue). Here, ρe is the density design variable and ve is

the deposition direction vector with components xe and ye along the global axes X and Y , respectively.
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4.2.2. MATERIAL MODEL
Kyvelou et al. Kyvelou et al., 2020 investigated elastic anisotropy of the 308LSi austenitic
stainless steel. Samples cut out from the plates, at 0◦, 45◦ and 90◦ to the deposition
path direction are considered. The corresponding Young’s moduli in the plane were
143.3 GPa, 219.5 GPa and 139.6 GPa, respectively (Kyvelou et al., 2020). Here we intro-
duce a cubic material model to account for the elastic anisotropy because of the nearly
identical values of the Young’s modulus along and perpendicular to the deposition di-
rections. The compliance matrix for cubic material model is

Q =



1

E

−ν
E

0

−ν
E

1

E
0

0 0
1

G


, (4.2)

for plane stress conditions suitable for a plate. The stress σ = [σ11,σ22,σ12]T and strain
ε= [ε11,ε22,ε12]T given in Voight notation are then related as

ε= Qσ. (4.3)

Here, E is the Young’s modulus identical in X - and Y -directions, ν is the Poisson’s ratio
and G is the shear modulus. Note that, E , ν and G are independent of each other for
cubic elasticity. To determine E , the average of the Young’s moduli along and perpen-
dicular to the deposition direction is evaluated as E = 141.5 GPa. The Poisson’s ratio is
assumed to be 0.30 which is a typical value for austenitic stainless steel Ledbetter, 1984.
To determine G , the experimentally measured value of the Young’s modulus for a sample
cut out at 45◦ to the deposition direction is used. Following the experiment, the compli-
ance matrix Q

′
(θ) = T(θ)QT(θ)T is calculated for a coordinate system rotated by θ = π/4

in the counter clockwise direction. Here, T(θ) is the transformation matrix

T(θ) =



1+cos2θ

2

1−cos2θ

2
−sin2θ

2

1−cos2θ

2

1+cos2θ

2

sin2θ

2

sin2θ −sin2θ cos2θ


. (4.4)

Equating the component corresponding to first row and first column of Q
′
(π/4) to the

reciprocal of experimentally measured value 219.5 GPa implies G = 120.1 GPa. The im-
plications of cubic elasticity are further detailed in B.1.

4.2.3. OPTIMIZATION PROBLEM
Planar cantilever and bridge optimization problems are considered as shown in Fig. 4.2.
These are representative of 3D WAAM cases where the final structure is composed of
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FL

3L

(a)

FL

3L

(b)

Figure 4.2: Optimization test problems considered for simultaneous design and deposition direction
optimization: (a) cantilever, (b) bridge.

identical layers stacked. The cubic material model of deposition-dependent elastic prop-
erties is applied. A 50×150 structured mesh is used for both problems as schematically
represented in Fig. 4.1. The size of a finite element is 10 mm×10 mm. A concentrated
load F is applied in both problems. Because of the linearity, the optimized design layouts
do not depend on force magnitude (Bendsoe and Sigmund, 2013).

The global stiffness of both problems is maximized by minimizing the elastic strain
energy. The corresponding optimization problem becomes

min
ρ,x,y

φ= 1

2

∑
ΩN

uT
e ke (ρe , xe , ye )ue , (4.5)

s.t. Ku = f. (4.6)

V (ρ) ≤V0. (4.7)

0 ≤ ρe ≤ 1, −1 ≤ xe ≤ 1, −1 ≤ ye ≤ 1, ∀e ∈ΩN . (4.8)

In Eq. (4.5), φ is the total elastic strain energy. The arrays of design variables ρe , xe and
ye are represented by ρ, x and y, respectively. Element nodal degrees of freedom and
the element stiffness matrix are represented by ue and ke , respectively. Element stiffness
matrices depend on the pseudo-density variable ρe which will be denoted as density in
the remainder, and vector ve . The design domain comprising N elements is represented
by ΩN . Filtering is applied to density variables to avoid the formation of checkerboard
patterns in the design layout and to ensure a minimum feature size in the optimized
structure Bruns and Tortorelli, 2001. Filtered densities are denoted as ρ̃e . A detailed
description of the dependence of the element stiffness matrix on the design variables is
given in B.2. Eq. (4.6) represents the equilibrium where K, u and f are the global stiffness
matrix, nodal degrees of freedom and nodal loads, respectively. Eq. (4.7) represents the
constraint on material volume V (ρ). The allowed material volume in the design domain
V0 is selected as 50% of the design domain for both optimization problems. Eq. (4.8)
represents the bounds on the optimization variables. The gradient-based optimization
algorithm MMA is used (Svanberg, 1987). The required derivatives of the elastic strain
energy with respect to design variables are provided in B.2.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.3: Top row: optimized layout with optimized deposition directions for (a) cantilever (φ̄= 1.00) and
(b) bridge (φ̄= 1.00) problems. Middle row: two stiffest material directions that are identical in stiffness

corresponding to the optimized deposition direction for (c) cantilever and (d) bridge problems. Bottom row:
optimized layouts with deposition directions prescribed along the load-path direction for (e) cantilever

(φ̄= 1.56) and (f) bridge (φ̄= 1.53) problems.To ensure better readability, directions of every second element
are omitted both in X - and Y - directions. φ̄=φ/φref is the normalised strain energy where φref is the elastic

strain energy of optimized design for the problem of interest shown in (a) for cantilever and (b) for bridge
problems. φ is calculated using Eq. (4.5).
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(a) (b)

(c) (d)

Figure 4.4: Top row: post processed optimized deposition directions corresponding to (a) cantilever and (b)
bridge problems. Bottom row: an illustration of a possible deposition path (black) along the post processes

optimized deposition directions (red) for (c) cantilever and (d) bridge designs, respectively.

4.3. RESULTS
The optimized layouts and optimized deposition directions (red) of the considered struc-
tural problems are shown in Fig. 4.3. The deposition directions are only plotted for ele-
ments with ρ̃e ≥ 0.5.

The optimized deposition directions for horizontal members are aligned at approx-
imately ±45◦ with respect to X direction whereas for inclined members this angle is
smaller. In Fig. 4.3b horizontal deposition direction becomes optimal for members
merging in the middle since these members have an inclination of ±45◦ with X - direc-
tion.

The cubic material stiffness is indifferent to rotation by π/2 owing to cubic symme-
try in elasticity. Therefore the two stiffest material directions (blue), that are identical in
stiffness are shown for both problems in Fig. 4.3. It is observed that one of the two equally
stiff directions aligns with the straight members’ local orientation that corresponds to
the load-path of the design. Abrupt discontinuity in the optimized deposition directions
(red) are seen in Fig. 4.3b. However, these correspond to a rotation of deposition direc-
tion by ±90◦. Thus the stiffness of the material remains continuous.

Next, we present a comparison between the optimized and commonly employed de-
position directions. The deposition directions (black) shown in Fig. 4.3 are prescribed
to be aligned with the local orientation of members and hence the load-path of the cor-
responding layout. The elastic strain energies obtained when the deposition direction
follows the load-path are 1.56 and 1.53 times higher than the direction optimized ones
for the cantilever and bridge problems, respectively. This implies at least a 53% higher
stiffness in both problems solely by exploiting the elastic anisotropy, which corresponds
to the ratio between the extreme values of E-modulus observed experimentally (Kyvelou
et al., 2020). Thus, surprisingly, the conventional deposition path strategy results in the
worst possible stiffness performance for the anisotropic stainless steel.
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In order to extract a WAAM deposition path from the optimized deposition direc-
tions, the material orientation θe at each element is mapped between 0 and π

4 because in
this range the elastic properties uniquely depend on the orientation of material. There-
fore, θe is first mapped between 0 and π

2 as

αe =


θe if, xe ≥ 0 and ye ≥ 0,

π−θe if, xe ≤ 0 and ye ≥ 0,

−θe if, xe ≥ 0 and ye ≤ 0,

π+θe if, xe ≤ 0 and ye ≤ 0,

(4.9)

and subsequently αe is mapped between 0 and π
4 as

θ
(p)
e =

{
αe if, αe ≤ π

4 ,
π
2 −αe if, αe > π

4 .
(4.10)

The orientation of the post-processed optimized deposition directions θ(p)
e (red) are shown

in Fig. 4.4. The performance (φ) of the part is not affected owing to the cubic symmetry
of the elasticity. The post-processing is required not only for extracting a viable depo-
sition path but also because the optimized deposition directions θe depend upon the

initial state of ve before optimization while the set of θ(p)
e is unique. The effect of initial

state is discussed in B.3. An illustration of a possible deposition path (black) in line with
the optimal post-processed deposition directions is shown in Fig. 4.4 for both designs.
The convergence behaviour of φ is discussed in B.4.

4.4. CONCLUSIONS
Recently observed remarkable elastic anisotropy in WAAM produced stainless steel is
exploited in this study to improve structural stiffness through topology optimization.
Structural layout and deposition directions are optimized simultaneously to maximize
the global stiffness. The results show that the deposition directions align approximately
at ±45◦ with respect to the load-path. It is also shown for both problems that the de-
position path following the optimal deposition directions on the optimized design will
improve the structural stiffness by more than 53% compared to conventional deposition
along the load-path directions.
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5
MICROSTRUCTURE ESTIMATION

AND VALIDATION OF ER110S-G
STEEL STRUCTURES PRODUCED BY

WIRE AND ARC ADDITIVE

MANUFACTURING

Wire and Arc Additive Manufacturing (WAAM) emerged as a manufacturing process for
large scale structures with extensive form and design freedom. WAAM can be fully ex-
ploited once the relation between the transient thermal history and its relation to mi-
crostructure development and resultant mechanical properties is established. This rela-
tion can be further used for computational design tools such as Topology Optimization.
This paper presents a model to predict the relation between the thermal history and solid-
state phase transformations in a widely applicable High Strength Low Alloy steel ER110S-
G. The transient thermal history of parts manufactured by WAAM is modeled using finite
element analysis. The modelled thermal history is validated with thermocouple measure-
ments. Our results show that a critical cooling cycle is responsible for the solid-state phase
transformation in an AM part. The cooling rate of this particular cooling cycle is super-
imposed onto an experimentally constructed Continuous Cooling Transformation (CCT)
diagram to determine the local solid-state phase fractions. The predicted phase fractions
in three wall samples with different design and processing conditions of AM parts are used
to predict the hardness. The predicted hardness is 10% higher than the measured hard-
ness of AM samples. The effect of tempering is also considered in the model through JMAK
equation. The results show that the tempering is caused in regions with high martensite
content and it lowers the hardness by 8−10%. The micrographs of the AM parts show that
the microstructural features are same for the AM parts with similar critical cooling rates.
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5.1. INTRODUCTION
Wire and Arc Additive Manufacturing (WAAM) has recently emerged as a novel manu-
facturing method with extensive form freedom for large-scale structures, especially in
maritime and aerospace applications (J. Ding et al., 2015; Knezović and Topić, 2018). In
WAAM, the metal wire is melted by an electric arc and deposited along predefined paths.
The deposition typically happens layer-by-layer starting on a substrate, as schematically
shown in Fig. 5.1. WAAM has been employed for a wide range of metallic materials
including Titanium alloys, Nickel based alloys, Aluminum alloys, and Steels (Wu, Pan,
Ding, Cuiuri, Li, et al., 2018). WAAM technology is currently used to manufacture shapes
that are not feasible for conventional manufacturing technologies with milling and cast-
ing.

Topology Optimization (TO) is a computational design tool through which optimal
geometric layout of a component with enhanced mechanical performance is determined
(Bendsoe and Sigmund, 2013), and TO designs are typically geometrically complex. Near
net shape of complex structures can be realised by WAAM with high dimensional accu-
racy (D. Ding et al., 2015; Rauch et al., 2021; Song et al., 2021; Venturini et al., 2018;
Venturini et al., 2016). TO in conjunction with WAAM can be used to utilise the potential
of manufacturing technology (Liu et al., 2018).

The mechanical properties of these metal WAAM parts can vary significantly de-
pending on the microstructural development during the manufacturing process, as a re-
sult of the complex thermal history (Aldalur et al., 2020; Su et al., 2019; Wang et al., 2019;
Wu, Pan, Ding, Cuiuri, and Li, 2018). The material locally experiences multiple thermal
cycles depending on the design features, deposition strategies, process conditions, and
material properties. The most common design studied is a simple wall. The thermal
history experienced by such a simple wall is numerically evaluated and experimentally
measured (J. Ding et al., 2014; Gornyakov et al., 2021; Hejripour et al., 2019; Rodrigues et
al., 2019). Even for a simple thin wall, as shown in Fig. ??, the thermal history experienced
by material points is substantially different at different wall locations. For example, near
the substrate, multiple heating, and cooling cycles are experienced, whereas the top-
most layer of the wall experiences only a single heating and cooling cycle. The material
deposited near the substrate exhibits a higher hardness than the material deposited far-
ther away. This is because the substrate acts as a heat sink and facilitates rapid cooling
for the material points close to it, leading to a microstructure with a dominant marten-
site phase (Rodrigues et al., 2019). However, the effect of the substrate for material points
further away from it diminishes, causing a reduction in cooling rates and a reduction in
the martensite phase fraction (Duarte et al., 2021; Rodideal et al., 2022; Yildiz et al., 2020).
Thin walls intersecting at a junction are also studied (McAndrew et al., 2018; Mehnen et
al., 2014). These studies conclude that since there is more material in the proximity of the
junction local thermal diffusivity is high, which facilitates heat towards the base plate at
the junction compared to regions far away. The design-induced thermal inhomogeneity
is also partially due to the number of times the junction is in contact with the heat source
compared to the material points far away from the junction. Heat accumulation due to
local design change also leads to low cooling rates (Mishra et al., 2022).

Apart from the local design features, process parameters that influence the thermal
history are wire feed rate, travel speed of the heat source, inter-pass dwell time, and the
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associated inter-pass temperature. The heat input is proportional to the ratio of wire
feed rate and travel speed (Ayed et al., 2020; Rodrigues et al., 2019; Wu, Pan, Ding, Cuiuri,
and Li, 2018). Consequently, variation in the heat input can lead to variations in the mi-
crostructure (Rodrigues et al., 2019). Inter-pass dwell time is the duration between the
end and initiation of two subsequent layers. Increasing the inter-pass dwell time allows
more time for the part to cool down. For thin walls, increasing the dwell time can re-
sult in a more uniform microstructure because the thermal conditions of the deposited
material and pre-deposited material would remain the same for every layer (Foster et
al., 2017). However, increasing dwell time increases the duration of manufacturing and
therefore implies a higher cost of production (Rocha et al., 2020). Inter-pass temper-
ature is the temperature at which the deposition of the next layer starts. It is observed
that a thin wall structure manufactured with high inter-pass temperature, leads to a ther-
mal condition where the material experiences high temperatures for a longer time. For
steels, the cooling rates reported at the high inter-pass temperature are low. The low
cooling rate results in solid-state phases with lower strength which reduces the overall
yield strength of the manufactured part (Müller et al., 2022). The deposition pattern also
influences the thermal history experienced throughout the part. Thin wall structures
produced by deposition patterns with overlapping and oscillating strategies, shown in
Fig. 5.2, show that the oscillating strategy leads to lower cooling rates than the overlap-
ping strategy (Aldalur et al., 2020; Dirisu et al., 2019). This is because, with an oscillating
strategy, the frequency of the heat source returning to the same material point is higher
than that of the overlapping strategy, consequently leading to higher temperatures and
lower cooling rates, hardness, and strength. This could be attributed to the presence of
a high fraction of the soft ferrite phase.

Our aim is to establish the relationship between the thermal history obtained from
the WAAM process and the resulting mechanical properties. This will pave the way to
use this particular relation in TO to generate designs with desired properties. A require-
ment for TO is that a simulation correlating between a physical quantity and resulting
properties should be computationally inexpensive. This is because of the iterative na-
ture of the optimization process typically consisting of hundreds of iterations and the
simulation performed for each iteration of the optimization.

We choose to study the effect of the WAAM process on High-Strength Low Alloy (HSLA)
steel ER110S-G, which exhibits excellent weldability and is suitable for the WAAM pro-
cess (Xin et al., 2021). Microstructure of HSLA steel encompasses various aspects such as
grain size and morphology, crystallographic texture, solid-state phases, and tempering
effects, all dictated by the transient thermal history. The combination of thermal gradi-
ents in the melt pool and solidification rates determines the grain size and morpholo-
gies (DebRoy et al., 2018). After solidification, the formation of predominantly colum-
nar grains of the austenite phase (γ) commences in HSLA steels. Once the austenite is
formed, solid-state phase transformations of interest begin. Below the critical tempera-
ture Ac3, the austenite (γ) transforms to a phase mixture containing various morpholo-
gies of ferrite (α) (polygonal ferrite, upper bainite, and acicular ferrite) and marten-
site (αm). These solid-state phases significantly control mechanical properties such as
strength and ductility (Bhadeshia and Honeycombe, 2017; Callister Jr and Rethwisch,
2020). The formation of each of these phases depends on the cooling rate austenite en-
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Figure 5.1: Schematic representation of the WAAM process of a thin wall in a layer-by-layer manner.

Figure 5.2: Schematic illustration of deposition paths of the overlapping and oscillating deposition strategies
used by Aldalur et al., 2020 to investigate their effect on the mechanical properties.

counters. Martensite can further transform into tempered martensite, given it is held
above a critical tempering temperature. It has been reported that there is no preferred
orientation or strong texture in the WAAM printed HSLA steels resulting in isotropic me-
chanical properties (Haden et al., 2017; Huang et al., 2022; Rodrigues et al., 2019; L. Sun
et al., 2020).

Various modeling approaches can be used to model various aspects of microstruc-
ture. To understand microstructure development in detail cellular automata models (Elahi
et al., 2023; Lian et al., 2018; Teferra and Rowenhorst, 2021), phase field model (M. Yang
et al., 2021), kinetic monte carlo model (Rodgers et al., 2017) and representative volume
method (van Nuland et al., 2021) can be used. These models provide a detailed repre-
sentation of the microstructure development but are computationally expensive, which
makes them unsuitable for optimization study. Therefore, we choose a finite element-
based model to evaluate the transient thermal history and correlate it to the material
properties. Since there are no strict models that can predict the phase transformation
and tempering kinetics for HSLA steels, therefore, our objective in this particular study
is to model the solid-state phase transformation and the effect of tempering of a WAAM-
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manufactured HSLA part and validate it through experiments. Thus, we set aside the
considerations related to grain size, and morphology for simplicity. Hereon, the termi-
nology microstructure refers to solid-state phases and its their phase fractions. For the
powder bed AM process, Zhang et al., 2019 estimated the metallurgical phases of Steel
5140. However, no experimental validation is reported. Also, the effect of tempering is
not accounted for in their analysis.

In this study, the deposition process in WAAM is simulated using the finite element
activation method, and the heat added to the material is modeled using the Double El-
lipsoid Goldak heat source (Goldak et al., 1984). A finite element analysis is performed
to determine the thermal history. The thermal history obtained from the simulation is
validated by the temperature measured through multiple thermocouples during the ac-
tual printing of these parts. The critical cooling rate responsible for the solid-state phase
transformation from the thermal history is identified. A Continuous Cooling Transfor-
mation (CCT) diagram is constructed from dilatometry experiments and used for esti-
mating the phase fractions of the metallurgical phases due to the corresponding simu-
lated critical cooling rate of the material points for the entire part. After that, the temper-
ing of the martensite phase is accounted for through the Johnson-Mehl-Avrami-Kohnogorov
(JMAK) equation. A series of tempering experiments are done in which the samples are
placed at isothermal temperatures for a fixed time to calibrate the JMAK equation. This
equation is then applied to the transient thermal history obtained from WAAM simula-
tions. Finally, the estimated phase fractions of the metallurgical phases are used to pre-
dict the microhardness of the part using empirical relations from the literature (Doane,
1979). These estimated values are compared to the experimentally measured hardness
values.

Details on the experimental setup and part geometries studied in this paper are out-
lined in Section 5.2. Description of the thermal modelling is given in Section 5.3. The
procedure for predicting the fraction and morphology of the solid-state phases is ex-
plained in Section 5.4. The results obtained are given in Section 5.5. Finally, the most
salient points of the study are reiterated in Section 5.6.

5.2. EXPERIMENTAL SETUP

5.2.1. PART GEOMETRIES AND DEPOSITION STRATEGY

The schematic representations of the geometric layouts of the parts are shown in Fig. 5.3.
Three walls are manufactured. Simple walls shown in Fig. 5.3a are produced with two
different welding conditions. The tapered wall is produced with a single set of welding
conditions to study the effect of design on the microstructure. As deposition progresses,
the geometric layout of the tapered wall facilitates faster cooling compared to the sim-
ple wall. Therefore, the effect of tapering on the microstructure is also investigated. The
full description of the process parameters is given in Table 5.1. The deposition strategy
for printing is based on bidirectional deposition, i.e. the deposition direction is reversed
after completion of a layer as indicated in Fig. 5.3. For each geometry, 20 single bead
layers are deposited. The bead height (h) and bead thickness (t ) corresponding to each
geometry are also given in Table 5.1. During the experiments, four thermocouples are
attached to each wall, and the locations of the thermocouples are indicated with black
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dots in Fig. 5.3. From here on, the three samples are referred to as thick, thin, and ta-
pered walls as given in Table 5.1. Preliminary single bead experiments are performed,
and a process parameter window is identified (Kuo-hao WU, 2020). Two sets of process
parameters are selected from this process parameter window. Deposition of thick and
thin wall structures is achieved with a constant travel speed of 8 mm/s and wire-feed
rate of 4.5 m/min and 2 m/min, respectively. The tapered wall comprises bidirectionally
deposited 20 layers with a 120 mm long initial layer. A 45 ◦ tapering is achieved in the
tapered wall by offsetting the beads’ start and stopping by 1.6 mm in subsequent layers.
Each bead for all the walls is deposited with an approximate inter-layer time of 120 s. The
inter-layer time of approximately 600 s is taken after the layers in which thermocouples
are attached.

120mm

220mm

25mm

60mm

20h
15h

5h
10h

15mm

t

(a) Simple Wall

220mm

x
yz

25mm

60mm

120mm

20h

45◦

(b) Tapered Wall

Figure 5.3: Schematic illustration of the layout of the parts investigated. The deposition strategy is shown with
red arrows. The thermocouples indicated with black dots are attached to the substrate at the 5th layer, 10th

layer, and 15th layer.

Table 5.1: Process parameters used for manufacturing the parts.

Specimen Geometry WFR (m/min) TS (mm/s) h (mm) t (mm) # of lay-
ers

S1 Thick Wall 4.5 8.0 1.43 8.35 20
S2 Thin Wall 2.0 8.0 1.23 4.73 20
S3 Tapered Wall 4.5 8.0 1.43 8.35 20

5.2.2. SETUP AND MATERIAL
Thick, thin and tapered walls are fabricated by a Fanuc 5-axis robot system integrated
with a Fronius 5000CMT-i power source. The first layer of the walls is deposited on an
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ER110S-G steel substrate of 250 mm× 80 mm× 25 mm. The composition of the high
strength steel wire (LNMoNiVa) with a diameter of 1.2 mm from Lincoln Electric used
for the WAAM experiments is provided in Table 5.2. The density ρ, the heat capacity cp ,
and the conductivity κ of the steel as a function of temperature are given in Fig. 5.4 Gao,
2018. The peak of specific heat of the material at the transformation temperature is used
to model heat dissipation and generation during phase transformation. Pulsed mode
deposition is used as the metal transfer mode. A mixture of 82% argon and 18% carbon
dioxide is used as the shielding gas with a flow rate of 17 l/min. During welding a contact
tip-to-work piece distance (CTWD) of 15 mm is maintained .

Table 5.2: Composition of high-strength steel wire (LNMoNiVa) as provided by the supplier.

Element C Mn Ni Si Cr Mo Cu V Fe
Weight percentage 0.09 1.7 1.4 0.54 0.3 0.24 0.06 0.08 Balance
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Figure 5.4: Thermal material properties of HSLA ER110S-G steel used for thermal simulations (Gao, 2018).

5.2.3. PROCESS MONITORING
Current and voltage characteristics are measured at 5 kHz frequency during the deposi-
tion using a Triton 4000 data acquisition system. Linear heat input (H I ) corresponding
to the process parameters used is determined from the measured current and voltage
data according to

H I = ηΣn
i=0Vi Ii n

T S
, (5.1)

where Vi is the instantaneous voltage measured at i th time instance, Ii is the instan-
taneous current, n is the total number of measurements, T S is the travel speed, and η



5

72
5. MICROSTRUCTURE ESTIMATION AND VALIDATION OF ER110S-G STEEL STRUCTURES

PRODUCED BY WIRE AND ARC ADDITIVE MANUFACTURING

is the arc efficiency. The arc efficiency depends upon the processing conditions and is
generally in the range of 0.75−0.90 (DuPont, Marder, et al., 1995). K-type thermocouples
are attached to the substrate and the part during the WAAM process (see also Fig. 5.3a).
Time-temperature data from the thermocouples are recorded with a DL75 scope at a
sampling rate of 500 Hz. The height of all the 20 layer samples is measured at three loca-
tions and then averaged to estimate the layer height. This layer height is further used in
the thermal model to simulate the deposition of the individual layers.

5.2.4. DILATOMETRY EXPERIMENTS
Continuous cooling and tempering experiments are performed in a Bahr 805 DIL A/D
dilatometer. Samples of 10 mm×4 mm×2 mm are extracted from a WAAM deposited
ER110S-G block by wire electron discharge machining. A K-type thermocouple is at-
tached to the centre of the block, which acts as the control thermocouple for executing
the controlled thermal profiles.

CONTINUOUS COOLING EXPERIMENTS

Continuous cooling transformation diagrams (CCT) are generally constructed experi-
mentally by sequentially heating the steel grade of interest to austenitisation tempera-
tures and then subjecting it to controlled cooling rates. Samples are heated to 900 ◦C at
20 ◦C/s and held at 900 ◦C for 120 s for full austenitisation. The samples are subsequently
cooled down to room temperature at 5, 10, 20, 30, 40, 50, 75 and 330 ◦C/s. The dilatome-
ter recorded the change in length of the samples as a result of thermal expansion and
phase transformation with temperature. The temperature versus dilation plot is illus-
trated in Fig. 5.5. During cooling from 900 ◦C, regions devoid of phase transformations
are indicated by linear dilation. Phase transformation temperatures are determined by
identifying the temperature at which the temperature versus dilation plot deviates from
its linear behaviour. The lever rule is applied to the dilatometry data to assess the phase
fraction of the austenite remaining at a particular temperature. The application of the
lever rule is based on two assumptions:

• Partitioning of elements during cooling is ignored.

• Volume change associated with the measured dilation is isotropic (Moyer and Ansell,
1975).

As indicated in Fig. 5.5, the relative position of the dilatometric curve between the
extrapolated linear regions of austenite and ferrite enables estimation of the transformed
austenite fraction with temperature (Suh et al., 2007).

Moreover, we assume that the alloying is homogeneous in our dilatometry sample.
The validity of this assumption is confirmed by the Energy Dispersive Spectroscopy (EDS)
of the dilatometry samples. The result showed no significant variation in the alloying el-
ements compared to the specified percentage of the alloys in Table 5.2.

TEMPERING EXPERIMENTS

Tempering experiments on WAAM printed ER110S-G HSLA are performed to develop a
phenomenological model to predict tempering kinetics. Since tempering is associated
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Figure 5.5: Illustration of dilatometry data during austenite decomposition.
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with martensite, the sample is heated to the austenitic temperature of 900 ◦C, held for
120 s, and quenched to room temperature. A high cooling rate during quenching ensures
that a fully martensitic microstructure is obtained. The sample is subsequently heated
to temperatures such as 700 ◦C, 550 ◦C and 400 ◦C, which lie in the tempering zone.
The samples are held at the tempering temperature for 5 s, 120 s and 1800 s and then
quenched to room temperature. Due to tempering, the hardness of the samples reduce.
The reduction in hardness due to tempering is a function of the tempering temperature
and duration and can be modelled using the JMAK equation. To model the tempering
kinetics using the JMAK equation, it is imperative to know the hardness of the fully tem-
pered martensite. For this purpose, one dilatometry sample is austenised, quenched to
room temperature, and then subjected to a tempering treatment at 700 ◦C for 5 h.

5.2.5. MICROSTRUCTURAL CHARACTERISATION

Transverse cross-sections are extracted from the centre of thick, thin, and tapered walls
for micro-hardness measurements. Samples are prepared by grinding and polishing
with colloidal silica paste of 1 µm and 3 µm particle size. A 2% Nital solution is utilised
for etching, and microstructural features are observed via optical microscopy. Vickers
micro-hardness measurements are made along the build direction of the deposited sam-
ples with a load of 1 kg. In the case of the dilatometry samples from the continuous cool-
ing and tempering experiments, hardness measurements with a load of 1 kg are made at
10 points on each sample and averaged.

5.3. THERMAL MODELLING
During the WAAM process, the heat transfer from the newly deposited hot metal to the
rest of the part and substrate occurs by conduction. In contrast, heat transfer to the
surroundings occurs through convection and radiation. In Section 5.3.1, heat transfer
equations solved numerically to simulate the heat transfer during the deposition process
are given. As mentioned previously, the WAAM process consists of two aspects, local
heating of the part with a moving heat source and material deposition. Heat addition is
modelled through the Goldak heat source model (Goldak et al., 1984). The Goldak heat
source model is briefly described in Section 5.3.2. The material addition is simulated by
the finite element activation method described in Section 5.3.3.

5.3.1. HEAT TRANSFER EQUATION

The governing equation for heat transfer through conduction is given by

∂(ρcp T )

∂t
=∇· (κ∇T )+Q̇. (5.2)

Here, T and t are the temperature and time, while ρ, cp and κ are the density, specific
heat capacity and thermal conductivity of the material, respectively. Q̇ is the power per
unit volume added to the part, in this case representing the electric arc, which is mod-
elled using the Goldak heat source model (Goldak et al., 1984) explained in the next sec-
tion.
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The heat flux j from the part to the surroundings is governed by

n · j = hc (T −Ta)+ϵσ(T 4 −T 4
a ). (5.3)

Here, n is the unit outward normal of the surface from which heat transfer occurs. hc is
the convective heat transfer coefficient, ϵ is the material emissivity, and σ is the Stefan-
Boltzmann constant (5.6703×10−8 W/m2K4). Ta is the ambient temperature of the sur-
rounding.

5.3.2. DOUBLE ELLIPSOIDAL GOLDAK HEAT SOURCE MODEL
The Double Ellipsoidal Goldak heat source model (Goldak et al., 1984) is widely used
in welding and WAAM (Y. Yang et al., 2021), to mimic the heat addition. In the Goldak
heat source model, the complexity of the weld pool and the heat transfer phenomenon
therein are simplified by a double ellipsoidal heat distribution schematically shown in
Fig. 5.6.

ar

b

a f

c

x

y

z

Q̇ f
Q̇r

Figure 5.6: Schematic representation of the Goldak heat source (Goldak et al., 1984) to model the heat
addition process during WAAM. Q̇r and Q̇ f is the power per unit volume given in Eq. (5.4) for the rear and

front regions with respect to the origin, which is schematically represented by the red curve.

The heat distribution inside a general ellipsoid is given as

Q̇(x, y, z, t ) = 6
p

3ηV I f

abcπ
p
π

exp

(
− 3(y − vs t )2

a2 − 3x2

b2 − 3z2

c2

)
. (5.4)

Here, Q̇ is the power per unit volume given for a general ellipsoid where a, b and c
are the half-length, half-width and half depth of an ellipsoid. V and I are the voltage and
current, respectively. η is the efficiency of the heat source, which typically ranges from
0.8 to 0.9 (Y. Yang et al., 2021). In the Goldak heat source model, the front and rear of the
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weld pool are approximated by combinations of quarters of two general ellipsoids. The
front and rear ellipsoid are of different shapes; therefore, the half-length of the ellipsoid
is a f and ar representing the front and rear length of the weld pool, respectively. b and
c are the same for both ellipsoids. Q̇ f and Q̇r are the power per unit volume distributed
over the front and rear ellipsoids as shown in Fig. 5.6. The dimensions of the front and
rear arc are substituted in Eq. (5.4) to calculate the distribution of power per unit volume
Q̇ f and Q̇r over the front and rear end, respectively. The factor f represents the fraction
of power attributed to an ellipsoid. f f and fr are power factors associated with the front
and rear ellipsoid. These factors are calculated as

f f =
2a f

a f +ar
, fr = 2ar

a f +ar
. (5.5)

5.3.3. FINITE ELEMENT ANALYSIS AND ELEMENT ACTIVATION METHOD

The weak form of the heat equation is solved by the finite element (FE) analysis within
a time integration scheme (Hughes and Liu, 1978) using the commercial software COM-
SOL to obtain the temperature distribution of the part. As an example, the FE mesh used
for discretising the wall geometry is schematically shown in Fig. 5.7. The elements on
the surface are subjected to the convection and radiation boundary conditions given in
Eq. (5.3).

A FE activation scheme is used to model the deposition process, i.e., the growing do-
main. In this FE activation approach, each element e is assigned a variable xe to scale the
associated thermal conductivity. If xe is equal to 0 or 1, the finite element is deactivated
and activated, respectively. The conductivity κ for an element e (κe ), is given as

κe = κmi n +xe (κ−κmi n). (5.6)

where, κmi n is the minimum conductivity value which is taken as 1×10−6 W/mK. The
heat source location in Fig. 5.7 is used to determine which elements are active (xe = 1)
at a given time. In contrast, the remaining elements of the layer stay deactivated with
xe = 0. For each time step, the location of the heat source changes, and new elements
are activated until the deposition is complete. After that, the temperature history at each
node of the FE mesh is obtained by a post-processing script.

5.4. MICROSTRUCTURE PREDICTION

5.4.1. SOLID-STATE PHASE TRANSFORMATION

As mentioned in the introduction, the transient thermal history experienced by a mate-
rial point during the WAAM process consists of multiple heating and cooling cycles. The
first cycle corresponds to the deposition of the material in which the metal is melted, de-
posited, and solidified. After solidification, the most critical solid-state transformation
occurs when the parent phase of austenite transforms into the child phases of ferrite,
bainite and martensite. For a material point that has already been deposited, subsequent
heating and cooling cycles depend on the deposition path, i.e. depending on when ma-
terial deposition occurs close to the material point of interest. For the thin wall structures
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Building Direction

Deposition Direction

Deactivated Element

Activated Element

Heat Source

Figure 5.7: Schematic representation of finite element activation method to model material deposition during
WAAM. Based on the time and location of the heat source, the deposited elements are activated, represented
in yellow. In contrast, the elements of the part that are not yet deposited are kept deactivated, shown in pink.

we investigate, this phenomenon occurs when the material is deposited near the mate-
rial point of interest during the deposition of the subsequent layers. If the temperature
in the already deposited material point exceeds the Ac3 temperature in any of the ther-
mal cycles, the child phases transform back to the parent phase austenite. Therefore, the
cooling stage after heating for which the temperature of the pre-deposited material ex-
ceeds the Ac3 temperature for the last time becomes critical for determining the fraction
and morphology of child phases. In this paper, this is termed the critical cooling stage.
The cooling rate of the critical cooling stage is superimposed onto a CCT diagram of the
ER110S-G HSLA grade constructed experimentally from the dilatometry measurements
to estimate the child phase fractions. The procedure to calculate the phase fractions of
the child phases using the CCT diagram is described in the Results and Discussion sec-
tion.

5.4.2. TEMPERING OF MARTENSITE

Thermal cycles with a peak temperature lower than Ac3 are unable to transform child
phases back to austenite. Although a partial transformation of ferrite to austenite oc-
curs when steel is heated to a temperature between Ac1 and Ac3, this effect is neglected
for simplicity in this paper. However, heating a material point below Ac3 can still in-
duce tempering for the martensite phase. If HSLA steel is heated to a temperature above
250 ◦C, diffusion of carbon from supersaturated martensite leads to the formation of
tempered martensite. Tempered martensite has relatively lower hardness and strength
but a higher ductility than pristine (untempered) martensite (Bhadeshia and Honey-
combe, 2017). Hence, determining tempered martensite fraction is important for a re-
alistic estimation of hardness in WAAM parts. The tempering ratio increases with the
tempering temperature and duration which can be accounted for with the JMAK equa-
tion as suggested in (Y. Sun et al., 2019), i.e.



5

78
5. MICROSTRUCTURE ESTIMATION AND VALIDATION OF ER110S-G STEEL STRUCTURES

PRODUCED BY WIRE AND ARC ADDITIVE MANUFACTURING

XT = 1−exp
(
−

(
D0 exp(−Qt /RT )t

)N )
. (5.7)

Here, t is the tempering duration, T is the tempering temperature, R = 8.3145 J/mol/K
is the universal gas constant and Qt = 1.96× 105 J/mol is the activation energy of the
tempering process (Y. Sun et al., 2019). D0 and N are the material constants determined
from the tempering experiments described in Section 5.2.4 for HSLA ER110S-G steel.
The tempering ratio XT of tempered samples is estimated as

XT = HT −H0

H∞−H0
, (5.8)

where HT are the measured hardness value of tempered martensite and H0 and H∞ are
the hardness values measured at XT = 0 and XT = 1, respectively. The tempering ratio of
0 and 1 indicates pure martensite and fully tempered martensite, respectively. The har-
nesses of the fully tempered martensite and untempered martensite are experimentally
determined as H∞ = 271.3 ±3.3 HV and H0 = 389.6 ±3.5 HV respectively.

5.4.3. HARDNESS ESTIMATION
After the calculation of the phase fractions of all the phases, first using the CCT diagram
and then using Eq. (5.7), it remains to estimate the hardness using the rule of mixture
given as follows

HV = fF HF + fB HB + fM HM + fT M HT M . (5.9)

Here, fF , fB , fM and fT M are the phase fractions of ferrite, bainite, martensite and tem-
pered martensite, respectively. HF , HB , HM and HT M are the Vicker hardness of the cor-
responding individual phases. The hardness of the individual phases is evaluated using
slightly modified correlations given in (Doane, 1979). This correlation is used because it
is valid for the low carbon steels but developed for the conventional manufacturing pro-
cesses which exhibit lower cooling rates than WAAM. Therefore, the correlation is mod-
ified to account for high cooling rates. In the modified correlation, an average cooling
rate is evaluated in a specific temperature range, in contrast to the cooling rate evaluated
at a specific temperature (Doane, 1979). The modified correlation is as follows

HM =127+949C+27Si+11Mn+8Ni

+16Cr+21log(C /C0),

HB =323+185C+330Si+153Mn+65Ni

+144Cr+191Mo

+ log(C /C0)(89+53C−55Si−22Mn

−10Ni−20Cr−33Mo)

HF =42+223C+53Si+30Mn+12.6Ni

+7Cr+19Mo

+ log(C /C0)(10−19Si+4Ni

+8Cr+130V).

(5.10)
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Here, the symbols of the elements indicate the weight percentage of the elements in
the chemical composition of the steel given in Table 5.2. C is the average cooling rate
in ◦C/h. C0 is the constant cooling rate equal to 1 ◦C/h to normalize the units of the
quantity on which log(.) is being applied.

5.5. RESULTS AND DISCUSSIONS
In this section, first, the predicted thermal history will be validated in Section 5.5.1 by
comparing the thermal model predictions with the thermocouple measurements. Sub-
sequently, in Section 5.5.2 the experimentally constructed CCT diagram is presented.
In Section 5.5.3, the solid-state phase fraction fields are determined using the simu-
lated temperature history and the CCT diagram. Tempering ratio calculation proce-
dure of martensite through JMAK equation and tempering experiments are given in Sec-
tion 5.5.4. The estimated phase fractions and tempering ratios for all three samples are
discussed in Section 5.5.5. The optical micrographs of the three wall samples manu-
factured by WAAM are shown in Section 5.5.6. An empirical relation described in Sec-
tion 5.5.3 predicts the hardness values associated with a mixture of solid phases and is
compared with the experimentally attained hardness values of the printed samples in
Section 5.5.7.

5.5.1. THERMAL HISTORY VALIDATION

In the remainder, the thermocouples which are attached to the substrate, 5th , 10th and
15th layers are labeled as L00, L05, L10 and L15, respectively. For each specimen S1, S2
and S3 given in Table 5.1, there are 4 thermocouples each of which is uniquely identified
as S#L##. For example, the thermocouple attached to layer 15 on the specimen S3 is
identified as S3L15. The locations of thermocouples are shown in Fig. 5.3. The thermal
history predicted by the FEA and measured through four thermocouples for specimen S1
are superimposed and are shown in Fig. 5.8. For specimens S2 and S3, the superimposed
results are shown in Section C.1. For specimens S2 and S3, the thermocouple data are
only shown for three thermocouples each. It is because S2L15 and S3L05 thermocouples
burned during the experiments in S2 and S3, respectively.

Each peak in the plot indicates the deposition of a new layer. Good agreement is ob-
served between the numerical model predictions and the experiments, especially after
the first few layers are deposited (see Fig. 5.8). The peak temperature predictions are well
above the thermocouple data (S1L05, S1L10 and S1L15) for the first few peaks. In the
first peak temperatures are expected to exceed the melting point, around 1500 ◦C. How-
ever, the maximum temperature measured from the K-type thermocouples used in our
study is 1200 ◦C. Moreover, the thermocouple is carefully placed away from fusion zone
to avoid damage to the thermocouple. These factors contribute in not capturing the first
temperature peaks. Secondly, in K-type thermocouples, the time it takes to reach the
63% of the value of the temperature it is measuring is equal to 0.02 s. Since the heating
rates in the first few layers are typically on the order of 103 ◦C/s, the thermocouple mea-
surements are expected to underestimate the peak temperature. We note in passing that
the discrepancy diminishes after a few peaks because the heating and cooling rates and
the peak temperatures both decrease. The effects mentioned above are not so dominant
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Figure 5.8: Temperature data from thermocouples at (a) substrate, (b) 5th layer, (c) 10th layer and (d) 15th

layer associated with specimen S1 (red data points). Temperature predictions calculated with FEA are
depicted with a solid black line and thermocouple measurements are illustrated with red points. The black
dots denote the thermocouple data points used to calculate the critical cooling rate to compare it with the

numerically simulated thermal cooling rates for validation purposes.

for the thermocouple attached to the substrate. Therefore, the superposition of the nu-
merical and experimental data best matches the thermocouple attached to the substrate
(see Fig. 5.8a).

The thermal history is post-processed to identify the critical cooling cycle for each
material point. The dotted line indicates the Ac3 temperature in Fig. 5.8. Recall that the
cooling rate after the last time, the temperature exceeds Ac3, is considered the critical
cooling rate. The region before the critical cooling cycle is termed the reset region, while
the region after the critical cooling cycle is the tempering region. The thermal cycles in
the latter region transform martensite to tempered martensite, granted the martensite
phase is among the child phases during the critical cooling cycle.

Fig. 5.9a shows the average critical cooling rates between the temperature range 800 ◦C
to 300 ◦C (C8|3), estimated by the numerical thermal model along the line in z direction
passing through the thermocouples. The cooling rates are high near the substrate and
reduced for layers further away from the substrate. This is because the substrate acts
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as a heat sink and facilitates rapid heat evacuation for the layers deposited close to it.
Actual cooling rates close to the substrate are also measured and reported in the litera-
ture, showing similar observations (Rodrigues et al., 2019). A comparison of the cooling
rates obtained from the numerical analysis and experimental measurements is shown
in Fig. 5.9b. The cooling rates are shown after the first 5 layers for better visualisation.
For all the samples, the predicted cooling rates are higher than the measured counter-
parts, as shown in Fig. 5.9b. The measured cooling rates are 25− 50% lower than the
predicted cooling rates. However, the qualitative trends along the height of the walls
are well captured. The lower cooling rate observed in the experimental measurements
can be attributed to the before mentioned poor ability of thermocouples to capture the
temperature peaks. The discrepancy in the cooling rate measurements and numerically
obtained cooling rates becomes less severe once the peak temperature is well captured.

It remains to rationalise the different cooling rates for the various specimens consid-
ered in the study. The cooling rates observed in the thin wall are higher than in the thick
and tapered walls. This is because the heat input in the thin wall is considerably lower
than in the thick and tapered wall promoting a higher cooling rate. Moreover, the pre-
dicted cooling rates of the tapered wall for the topmost layers of the specimen are slightly
higher than the thick straight wall. As the length of the deposited layer decreases after
every deposited layer in the tapered wall, more solid material underneath the deposited
layer is available for heat conduction, promoting higher cooling rates at the top layers of
the tapered wall compared to the thick wall. This effect is visible both in the experimen-
tally measured and numerically predicted cooling rates. It is also worth noting the effect
of tapering is anticipated to be more pronounced near the edges of the specimen than
the centre where the thermocouples are situated.

Various parameters are carefully chosen in the numerical thermal model to achieve
good agreement with the experimental data. These parameters involve arc efficiency
of the heat source (η = 0.8), heat transfer coefficients through the wall and substrate
to the surroundings (hc = 5.7 W/m2 −K) and thermal material properties as suggested
in Gao, 2018. All of these parameters impact the thermal history obtained from the sim-
ulation. The uncertainties in these parameters will cumulatively impact the numerical
predictions of the peak temperature and cooling rates. Through the careful selection
of the parameters, the thermal history obtained from numerical FE calculations agrees
with thermal data measured from multiple thermocouples. Also, the qualitative trends
of cooling rates are well captured. Therefore, the numerical thermal history will be used
to predict the solid-state phase fractions in the printed part.

5.5.2. DILATOMETRY EXPERIMENTS AND CCT DIAGRAM

The optical micrographs obtained from the dilatometry samples corresponding to vari-
ous cooling rates are given in Fig. 5.10. A qualitative comparison of the optical micro-
graphs indicates the variation in microstructure caused by cooling from the austeni-
tizing temperature at constant cooling rates ranging from 1 ◦C/s to 330 ◦C/s. For low
cooling rates, coarse grains of ferrite are dominant in the microstructure. The marten-
site formation in samples cooled at 1 ◦C/s could be associated with carbon diffusion.
The carbon diffuses to the neighbouring austenite grains during ferrite formation, sta-
bilising austenite and subsequent full or partial transformation of remaining austenite
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Figure 5.9: (a) Average cooling rate of the critical cycle obtained from the thermal modelling along with the
height of the specimen from the substrate. (b) Comparison of the critical cycle cooling rates measured

experimentally and obtained from the thermal modelling.
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(a) 1 ◦C/s (b) 10 ◦C/s

(c) 30 ◦C/s (d) 50 ◦C/s

(e) 330 ◦C/s

Figure 5.10: Optical micrographs obtained from dilatometry samples cooled at different cooling rates from
austenitization temperature

to martensite (Thompson et al., 1996). A mixed microstructure of ferrite and bainite can
be seen for the sample subjected to a cooling rate of 10 ◦C/s. Samples cooled at 30 ◦C/s
have a mixed microstructure of ferrite, bainite, and martensite. As the cooling rate in-
creases to 50 ◦C/s, the microstructure is a mixture of bainite and martensite with traces
of grain boundary ferrite. An increase in martensite fractions can be observed in sam-
ples cooled at 10 ◦C/s to 330 ◦C/s. A fully martensitic microstructure is observed in the
sample cooled at 330 ◦C/s, indicating the complete transformation of the austenitised
sample to martensite.
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Figure 5.11: (a) Curve fitted dilatometry data obtained for sampled cooling rates. (b) Hardness measurements
of the dilatometry samples and a comparison with the predicted hardness evaluated using Eq. (5.9).

The raw dilatometry data is shown in Fig. C.3. Each experiment is repeated three
times for each cooling rate to ensure repeatability. The resultant fraction of austenite
phase ( f A) versus temperature is obtained using the lever rule, discussed in Section 5.2.4,
is shown in Fig. C.4. For each cooling rate, a curve fitting operation is performed to eval-
uate the relation between the phase fraction of austenite and temperature. The curve
fitted datasets evaluate the average austenite phase fraction as a function of tempera-



5.5. RESULTS AND DISCUSSIONS

5

85

ture for the sampled cooling rates, therefore also at a given time, are shown in Fig. 5.11a.
The corresponding measured hardness profiles of the samples are shown in Fig. 5.11b by
a black line.

To construct the Continuous Cooling Transformation (CCT) diagram, the temper-
ature and time values for a given percent of austenite transformed are evaluated from
post-processed dilatometry data. Fig. 5.11a is then converted to a CCT diagram as shown
in Fig. 5.12.
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Figure 5.12: Continuous Cooling Transformation (CCT) diagram obtained from the dilatometry experiments.
The dashed black lines represent the cooling rates, and the red lines represent the iso-phase fraction lines of

the austenite phase. Solid back lines represent the bainite start temperature (Bs ) and martensite start
temperature (Ms ). Start temperatures are assumed to be independent of the cooling rates.

The dotted black lines denote various cooling rates in the experimentally constructed
CCT diagram of ER110S-G steel. The red iso-phase lines denote the constant phase frac-
tions across these constant cooling rate profiles. The area engulfed by the iso-phase
fraction lines represents where the austenite phase transforms into α phases.

The data obtained from dilatometry are also analysed to identify the temperatures
at which the transformation of phases such as martensite and bainite start. Marten-
site start temperature (Ms ) is evaluated using the dilatometry data corresponding to the
highest cooling rate 330 ◦C/s. At this cooling rate, there is only a single-phase trans-
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formation from austenite to martensite, which is also evident from Fig. 5.10e. Hence,
martensite start temperatures can be evaluated by locating the temperature at which
the austenite dilatometry curve deviates from linearity. The observed martensite start
temperature is 467 ◦C at 330 ◦C/s. Also, for cooling rates 75 ◦C/s and 50 ◦C/s at ap-
proximately the same temperature, a change in slope is observed (see in Fig. 5.11a). This
indicates that the martensite starts temperature can be taken as 467 ◦C and is considered
independent of the cooling rate.

To identify the bainite start temperature (Bs ), the dilatometry data of intermediate
cooling rates such as 20 ◦C/s, 30 ◦C/s and 40 ◦C/s are considered. The dilatometry data
of intermediate cooling rates show a plateau type formation in the temperature range
where transformation to ferrite and bainite is feasible. The associated micrographs fur-
ther validate the presence of both ferrite and bainite in Fig. 5.10. A hit and trial method
is used to estimate the bainite start temperature. Firstly, the Bs is assumed to be in a
temperature range of 490 ◦C−550 ◦C independent of the cooling rate. Thereafter, for the
sampled cooling rates, the corresponding HM , HB , and HF are calculated using the re-
lationship given in Eq. (5.10). The phase fractions are calculated from the CCT diagram,
assuming a trial value of Bs . Finally, the rule of mixtures is applied to predict the hard-
ness value of a dilatometry sample. These predicted hardness values are compared to
the experimentally measured hardness of the dilatometry samples. The full comparison
is shown in Fig. 5.11b. Zooming at low cooling rates are shown in Fig. 5.11c. The results
also imply that the Bs depends on the cooling rate. However, Bs = 520 ◦C gives the best
fit for the broad range of samples. Therefore, Bs = 520 ◦C is assumed for simplicity.

5.5.3. SOLID-STATE PHASE FRACTION ESTIMATION

To calculate the phase fraction of the α phases, the average cooling rate for the critical
cooling cycle is calculated between 800 ◦C and 300 ◦C. Corresponding to the average
critical cooling rate, the phase fraction of the austenite is evaluated at the start temper-
ature of the different α phases according to the CCT diagram. For example, the average
cooling rate during the critical cooling cycle of the thermal history shown in Fig. 5.8b is
superimposed on the CCT diagram (see Fig. 5.12) in blue. The blue line first intersects
the bainite start temperature Bs , and subsequently the martensite start temperature Ms .
The remaining phase fractions of austenite are calculated at start temperatures Bs and
Ms through interpolation. For interpolation the interp2 function of MATLAB is used.
This interpolation function performs linear interpolation between the actual data points
and returns the interpolated values at the query point. The query points in our case are
the intersection points of the blue line with Bs and Ms . After calculating the phase frac-
tions at query points, the following relation is used to calculate the phase fractions of
individual phases

f f = 1− f A(Bs )

fb = f A(Bs )− f A(Ms )

fm = f A(Ms )

(5.11)
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5.5.4. MARTENSITE TEMPERING

To account for the tempering of the martensite phase, the dilatometry samples con-
taining martensite are subjected to different tempering conditions as mentioned in Sec-
tion 5.2.4. Experimentally measured hardness values and the corresponding tempering
ratios calculated using Eq. (5.8) are shown in Fig. 5.13.

0 2 4 6 8 10
0

0.5

1

ln(t)

XT

Measured-700◦C Modelled-700◦C
Measured-550◦C Modelled-550◦C
Measured-400◦C Modelled-400◦C

Figure 5.13: Tempering ratio vs. time obtained from experiments for selected values of tempering
temperature and the corresponding predictions obtained from Eq. (5.7)

At a constant temperature, Eq. (5.7) can be curve fitted to the experimental data, and
the value of D0 and N can be estimated. For a constant value of D0 = 1.179× 109 s−1

and N = 0.1695, Eq. (5.7) is also plotted in Fig. 5.13 which shows a good agreement with
the experimental data. It remains to use Eq. (5.7) to predict the degree of tempering in
the thermal cycles after the critical cycle. However, the diffusion-based Eq. (5.7) is only
applicable for iso-thermal conditions. Therefore, the thermal cycles where tempering
occurs are discretised into isothermal steps as shown in Fig. 5.14.

Finally, for tempering cycles, the tempering ratio is calculated from the differential
form of Eq. (5.7), which is given as

ẊT = (1−XT )N D0 exp(−Qt /RT )(ln(1/1−XT ))N /(N−1). (5.12)

We apply a finite difference scheme in the time domain to solve the above differential
equation. The tempering ratio at a particular time is then evaluated as follows.

XT (ti+1) = XT (ti )+ (ti+1 − ti )(1−XT (ti ))N D0 exp(−Qt /RTi )(ln(1/1−XT (ti )))N /(N−1).
(5.13)

A constant time step of ti+1 − ti = 1×10−6 s, is used. The time step for tempering calcu-
lation is chosen well below the minimum time step used for numerical thermal history
evaluation, which is equivalent to 0.03 s. The tempering ratio is then scaled with the
martensite’s current phase fraction to predict the tempered martensite’s phase fraction.



5

88
5. MICROSTRUCTURE ESTIMATION AND VALIDATION OF ER110S-G STEEL STRUCTURES

PRODUCED BY WIRE AND ARC ADDITIVE MANUFACTURING

Ti−1

Ti

Ti+1

ti−1 ti ti+1 ti+2 t

T

Figure 5.14: Schematic illustration of a thermal history discretised into isothermal steps.

5.5.5. SOLID STATE PHASE FRACTIONS AND TEMPERING RATIO

The phase fraction estimation was performed along the centre line of the specimens
along the build direction. This location is selected to minimise the effect of power mod-
ulation at the start and stop location during printing. The predicted phase fractions of
the α phases are shown in Fig. 5.15 for all three specimens.

It can be observed in Fig. 5.15 that the phase fraction of the martensite decreases
as the distance from the substrate increases for all specimens. This effect is due to a
reduction in the average cooling rate between the critical range of 800 ◦C−300 ◦C (C8|3)
as the height of the specimen increases. The average cooling rate for the critical cooling
cycle along the part height is shown in Fig. 5.9.

As the cooling rate decreases, the fraction of phases such as bainite and ferrite in-
creases. The phase fraction of the tempered martensite phase also decreases with the
decrease in the martensite phase. The tempering is more pronounced in the layers close
to the substrate since these layers experience higher number of heating and cooling cy-
cles than the top layers. No tempering occurs on the topmost layers as there are very few
or no tempering cycles after the critical cooling cycle. At the same time, the amount of
martensite is small as the cooling rates are diminished.

A comparison of the predicted phase fractions of all three samples is shown in Fig. ??
shows that the ferrite phase fraction is lower for the thin wall than others. The thin wall
has more martensite phase fraction compared to other samples due to lower heat input
and high cooling rates.

5.5.6. OPTICAL MICROGRAPHY

The micrographs obtained from 2nd, 10th and 20th layer are given in Fig. 5.17. The mi-
crostructure of 2nd layer is predominantly composed of martensite, even though ferrite
and bainite are present in both thick and tapered samples. However, as the build height
increases, the observed martensite phase fractions are lower for all three walls due to
the reduction in cooling rates endured by the material. The martensite fractions are the
lowest at the top layer for all three walls. A combined microstructure of ferrite, bainite
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Figure 5.15: Phase fraction predictions of (a) thick (b) thin, and (c) tapered wall along the centre line of the
specimens along to the build direction.

and martensite is observed at the 10th layer for all three walls. This could result from the
reduced cooling rate observed in the region 10th layer. Similarly, the microstructure of
the 20th layer is also comprised of a mixture of ferrite, bainite and martensite. The 20th

layer only undergoes a single thermal cycle but has a lower cooling rate due to the lower
thermal diffusivity caused by heat accumulation. Therefore, a relatively lower fraction of
non-equilibrium phases like bainite and martensite can be observed at 20th layer than
at 10th layer.

It can be observed that in Fig. 5.17h the cooling rate is 88 ◦C/s. This is higher than
the critical cooling rate for fully martensitic transformation. Hence the micrograph from
Fig. 5.17h is comparable to the micrograph from dilatomtery experiments in Fig. 5.10
corresponding to a cooling rate of 330 ◦C/s. The micrographs from the 2nd layer of thick
and thin samples look similar to the micrographs from dilatomtery corresponding to
the cooling rate of 50 ◦C/s. Additionally the material points from 10th and 20thlayer of
the thick, thin, and tapered have undergone cooling rates between 10 ◦C/s and 20 ◦C/s.
The micrographs from these material points show good comparability with micrographs
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Figure 5.16: Comparison of predicted solid state phases fraction of (a) ferrite (b) bainite, and (c) martensite
between thick, thin and tapered wall along the line in the z direction passing through the thermocouples

shown in Fig. 5.3. (d) and (e) compares the tempering ratios and phase fraction of tempered martensite of
three samples investigated.

from dilatometry experiments corresponding to cooling rates of 10 ◦C/s and 30 ◦C/s.
Note that though Fig. 5.17c and Fig. 5.17d have similar cooling rates, the microstructures
appear different. The 10th layer undergoes several thermal cycles, remelting, reausteniti-
zation and tempering. However, the material point at 20th layer undergoes only one ther-
mal cycle, resembling the deposition of a single bead and hence gives the microstructure
devoid of tempering. The similarity of micrographs with the dilatometry images indicate
good correlation of dilatometry samples and the WAAM printed samples. This points to
the reliability of the CCT diagram obtained using dilatometry to the WAAM process. Ad-
ditionally, the optical micrographs indicate good qualitative agreement with predicted
phase fractions.

5.5.7. HARDNESS COMPARISON

First, the corresponding hardness for the predicted phase fractions will be evaluated us-
ing Eq. (5.9). Subsequently, these hardness predictions are compared with the experi-
mentally measured hardness values as shown in Fig. 5.18.

Hardness measurements are performed at three points at the same build height to
quantify the uncertainties on the measured hardness values. Each of these hardness
indents was 1.5 mm apart in the x-direction. The standard deviation of three measure-
ments is calculated and indicated as the error bars in Fig. 5.18. The measured hardness
value decreases as the height of the specimen increases. This suggests a considerable
martensite presence in the layers close to the substrate diminishing towards the top.
Predicted hardness values also show a similar trend. Moreover, predicted hardness pro-
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(a) Thick - C8|3 = 12 ◦C/s (b) Thin - C8|3 = 23 ◦C/s (c) Tapered - C8|3 = 18 ◦C/s

(d) Thick - C8|3 = 18 ◦C/s (e) Thin - C8|3 = 29 ◦C/s (f) Tapered - C8|3 = 22 ◦C/s

(g) Thick - C8|3 = 53 ◦C/s (h) Thin - C8|3 = 88 ◦C/s (i) Tapered - C8|3 = 55 ◦C/s

Figure 5.17: Optical micrographs obtained from the AM manufactured thick, thin and tapered wall. The top,
middle and the bottom row represents the 20th, 10th and 2nd layer of the printed sample, respectively. The

corresponding calculated critical cooling rates are also given.

files accounting for the tempering show that the effect of tempering is more significant
and the degree of tempering is more pronounced in the layers close to the substrate than
at the topmost layers as anticipated.

The hardness predictions are in good agreement with the measurements for the lay-
ers close to the substrate. Recall that the value of hardness is less sensitive to the high
cooling rates as shown in Fig. 5.11b. The predicted cooling rates for the critical cooling
cycles for layers close to the substrate are > 75 ◦C/s as can be seen in Fig. 5.9. This will
result in a complete phase transformation from austenite to martensite. Therefore, the
predicted hardness is reasonably accurate for layers close to the substrate. Cooling rates
become moderate or low for the layers away from the substrate, as shown in Fig. 5.9. The
cooling rates of the critical cooling cycle as predicted by the thermal model, are higher
than those observed from thermocouples. Though lack of data points at peaks limits
this comparison. Lower cooling rates would promote more ferrite content and a reduc-
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Figure 5.18: Hardness comparison of the (a) thick (b) thin, and (c) tapered walls.

tion in hardness. A possible source of error is the constant Ac3 temperature assumption
in our model. In reality, the Ac3 temperature depends on the heating rates (FG et al.,
2003). Depending on the heating rate, the Ac3 temperature can change. Based on the
Ac3 temperature and peak temperature, the critical cooling cycle might shift, impacting
the cooling rates and, consequently, the hardness. The critical cooling cycle for the heat-
ing rate dependent cases will be the last cooling cycle with peak temperature exceeding
Ac3 corresponding to the heating rate. Furthermore, the uncertainties in the experi-
mental measurements, such as the dilatometry measurements used in the construction
of the CCT diagram, start temperature of various α phases, errors associated with the
empirical model for hardness predictions and uncertainties in capturing tempering ki-
netics also contribute to the mismatch between the predicted and measured hardness
values.

The comparison of the hardness of all three samples is shown in Fig. 5.19. The exper-
imental results show that the hardness of the thin specimen is slightly higher than the
thick and tapered samples. This can be attributed to the high cooling rates observed in
the thin sample due to lower heat input. Comparing the thick and tapered wall shows
that the hardness is comparable in the layers close to the substrate. However, top lay-
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ers of the tapered sample, exhibit a slightly higher hardness than top layers of the thick
sample due to a slightly higher cooling rate due to tapering. The comparison of all the
samples shows no significant variation in the hardness values due to changes in the pro-
cess parameters and design.
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Figure 5.19: Comparison of (a) experimental and (b) predicted hardness values of thick, thin and tapered
samples.

5.6. CONCLUSIONS
In this study, the correlation between the experimentally validated transient thermal
history experienced by the WAAM manufactured HSLA ER110S-G steel part is used to
predict the composition of resultant solid-state phases and the corresponding hardness
response. Following are some salient points of this study:

• The superimposition of the thermal history measured from the thermocouples to
the thermal history obtained from the FE modelling shows good agreement for all
three wall specimens. The actual cooling rates calculated from the thermocouple
data are 25−50% lower than the predicted cooling rates.

• Multiple thermal heating and cooling cycles are experienced by WAAM manufac-
tured parts. The thermal cycles for a material point can be divided into three
zones. First is the reset zone, in which the peak temperature of cycles are well
above the Ac3 temperature. Consequently, the microstructure resets to the par-
ent austenite phase in this region. The second zone consists of the critical cycle.
The critical cycle is the cooling part of the last thermal cycle with a peak temper-
ature higher than the Ac3 temperature. The solid phase transformation from the
parent austenite phase to child phases such as ferrite, bainite and martensite hap-
pens due to this critical cycle. The third zone is the tempering zone in which the
martensite transforms into tempered martensite.

• The predicted fractions of the solid-state phases in the microstructure depend
on the cooling rate of the critical cooling cycle. High cooling rates result in mi-
crostructure with a high fraction of martensite phase and low cooling rates result
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in bainite and ferrite-dominated microstructures. This is validated through the
superimposition of the predicted microhardness and measured microhardness of
the AM samples. The results show that predicted hardness are in the acceptable
limit for regions with high cooling rates. The predicted hardness is 10% higher
than the measured hardness which is attributed to the over-prediction of the cool-
ing rates.

• The effect of tempering is significant in the regions where the martensite content is
dominant and the regions experience more tempering cycles. The tempering con-
tributed to reduce the microhardness by 8−10% in the regions with high marten-
site percentage.

• Comparison of the AM samples with approximately similar critical cooling rates
in the temperature range of 800 ◦C-300 ◦C show similar microstructural features.
The microstructural features of AM samples are also similar to dilatometry sam-
ples which are subjected to constant cooling rates from the austenitization tem-
perature.

• Comparing the hardness of all specimens shows that at the investigated location
the effect of the process parameters and design are not significant. This can be
attributed to the lack of a significant effect on the cooling rates of the critical cycle.

• In addition, the developed model is very general and applicable across different
materials given, the thermal properties of the material and the CCT diagram are
available.
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In metal Additive Manufacturing (AM), the deposited material is subjected to a series of
heating and cooling cycles. The locally occurring temperature extremes and cooling rates
determine solid-state phase fractions, material microstructure, texture, and ultimately the
local material properties. As the shape of a part determines the local thermal history dur-
ing AM, this offers an opportunity to influence these material properties through design.
In this paper, we present a way to obtain desired properties by controlling the local ther-
mal history. This is achieved through topology optimization of the printed part while
considering its entire transient thermal history. As an example of this approach, this work
focuses on high strength low alloy steels, where resulting phase fractions significantly in-
fluence mechanical properties such as yield strength and ductility. These solid-state phase
fractions depend on cooling rates in a particular critical temperature range. The phase
composition and hence the local yield strength in target regions can be controlled by con-
straining the cooling time in this range. Numerical examples illustrate the capability of
the proposed approach in adapting part designs to achieve various desired material prop-
erties.

6.1. INTRODUCTION
Metal Additive Manufacturing (AM) processes encompass a wide range of technologies
in which the part is manufactured through sequential addition of the molten material,
generally in a layer-by-layer manner, with the help of a heat source. Currently, functional
metal parts with dimensions ranging from millimeters to several meters can be realized
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through various metal AM processes from various alloys such as Titanium alloys, Nickel
based alloys, Aluminum alloys, and steels (DebRoy et al., 2018). For example, small parts
with intricate details can be realized by Laser Powder Bed fusion (LPBF) processes. In
contrast, Large-scale parts with dimensions of a few meters can be manufactured by
Direct Energy Deposition (DED) processes such as Wire and Arc Additive Manufacturing
(WAAM).

The main advantage of AM technologies is that geometrically complex shapes can
be realized which is not feasible with conventional manufacturing technologies such as
milling and casting. To exploit this form freedom, Topology Optimization (TO) is often
used in conjunction with AM. TO is a computational design tool through which the op-
timal geometric layout of a part is obtained to enhance parts specific performance. The
designs obtained by TO tend to be geometrically complex and thus can often only be
realized by AM (Liu et al., 2018).

The mechanical properties of a part depend on the microstructure development dur-
ing the manufacturing process. In addition to this, the microstructure development is re-
lated to the thermal history experienced by the part during the process. The microstruc-
ture of metal has multiple aspects such as grain size, grain morphology, crystallographic
texture, and types and phase fractions of solid-state phases. Once the molten metal is
deposited, the thermal gradients and solidification rates in the melt zone determine the
grain size and morphology (Kou, 2003). In addition, the crystallographic texture also de-
pends on maximum heat flow directions and crystallographic texture of the already de-
posited material (DebRoy et al., 2018). These phenomena primarily depend on process
parameters such as the power input, travel speed of the heat source, and layer thickness.
The type of solid-state phase transformations depends on the cooling rate experienced
by the material after the solidification of the metal in a critical temperature range (Callis-
ter Jr and Rethwisch, 2020). For example, in HSLA steels, the critical temperature range
from 800◦ to 500◦C, determines the phase fraction of solid-state phases (Dornelas et al.,
2020; Reisgen et al., 2020; Rodrigues et al., 2019). Similarly, Nickel-based (Tian et al.,
2014) and Titanium-based (Kelly and Kampe, 2004; Xu et al., 2015) alloys also exhibit
various solid-state phase transformations depend on cooling rates.

The right combination of phase fractions is essential for the mechanical performance
of the produced parts. In HSLA steels when cooling rate in the critical temperature range
is low, the microstructure is dominated by phases with high ductility and low strength
and vice versa. In the AM process, the thermal history experienced by a material region
can be influenced by the local design features around that region. This also opens up the
possibility to control the cooling rates in a material region or, an alternate representation
of cooling rates, cooling time in the critical temperature range. Consequently, solid-
state phase fractions can be controlled in a material region through appropriate design
changes. In this paper, we consider the situation that AM process parameters are fixed
and cannot be manipulated by the user. This implies for AM, a relation holds between
the design, thermal history, and resultant yield strength distribution. In this work, this
relation is used to locally obtain desired material properties from AM process through
TO.

The solid-state phase fractions are dictated by the thermal history that can be pre-
dicted with an AM process simulation. Only a few studies have considered transient
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thermal simulation within TO. However, none of these studies can control the solid-state
phase fractions. For instance, maximum temperature minimization over time has been
investigated in (Wu et al., 2019). Moreover, to facilitate heat transfer in the AM process,
transient thermal compliance is minimized (Wu et al., 2021). Our aim in this paper is
to present a novel TO methodology to control the cooling time in local design regions.
Consequently, we will be able to generate the part design to obtain a desired mechanical
property distribution for the first time through computational design.
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Figure 6.1: The complete thermal history experienced by a material point during deposition of the layers in a
layer-by-layer manner in an Additive Manufacturing process. The colors of the transient thermal history

correspond to the color of the deposited layer.

It remains to establish the relation between the thermal history of a material point
and the microstructure development. Due to the sequential deposition of layers in AM
process, deposited material experiences multiple heating and cooling cycles as shown in
Fig. 6.1. The first heating and cooling cycle corresponds to its own deposition with a peak
temperature above the melting point, which is approximately 1500◦C for steels. The sub-
sequent cycles are due to the deposition of successive layers on the pre-deposited mate-
rial. The peak temperatures observed in these subsequent cycles gradually decrease but
can still be substantially high. During cooling in a material-specific critical temperature
range, the parent solid-state phase transforms into child phases, e.g., in HSLA steels the
austenite phase transforms into ferrite, bainite, and martensite (Callister Jr and Reth-
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wisch, 2020). The subsequent heating cycle and the corresponding peak temperature
determine whether these child phases transform back to the parent austenite phase. In
steels, the critical Ac3 temperature is the temperature above which all child phases trans-
form back to the parent phase completely (Gavard et al., 1996; Huang et al., 2022; Mishra
et al., 2023). This critical temperature is hence termed the reset temperature in the re-
mainder and is indicated in Fig. 6.1. Consequently, the complete thermal history of a
material point can be divided into three parts (Mishra et al., 2023). The first part is the
reset region where the parent phase transforms into the child phases but then the child
phases completely transform back into the parent phase during the subsequent heating.
After the reset region, comes the decisive cycle in which the parent phase transforms to
the child solid-state phases for the last time. The time spent by the material during cool-
ing, in the critical temperature range for the decisive cycle determines the solid-state
child phase fractions. Controlling this particular cooling rate through design changes
would allow us to control the solid-state phase transformations, and therefore an impor-
tant aspect of the metal microstructure, during the AM process. The thermal cycles after
the decisive cooling cycle are the tempering cycles when the martensite phase if present,
transforms to tempered martensite (Callister Jr and Rethwisch, 2020). The effect of tem-
pering is currently excluded from this study for simplicity since this is a second-order
effect but the methodology developed can be extended to account for the tempering ef-
fects.

To evaluate the thermal history during AM, we consider a simplified, finite element-
based process model to reduce the computational cost to a level that allows its integra-
tion into the TO process. Consequently, material properties are idealized as temperature-
independent. Moreover, the material addition is considered in a layer-by-layer manner.
This implies the finite elements associated with the deposited material are activated in
a sequential manner in time. In line with the material deposition heat is added to the
entire layer is heated simultaneously for a particular period and thereafter the part is
allowed to cool. Melting and solidification of the metal are not included because dur-
ing these phenomena temperature remains unchanged and the energy absorption dur-
ing melting is balanced by energy dissipation during solidification (Ranjan et al., 2020).
Moreover, convective/radiative heat transfer through the part is neglected because con-
duction remains the dominant mode of the heat transfer method in AM processes (Paul
et al., 2014). By employing these simplifications we sacrifice the resolution related to the
movement of the heat source, but achieve large gains in computational efficiency with
limited loss of accuracy (Ranjan et al., 2020). Even with these simplifications, performing
a topology optimization including a transient AM process simulation remains a compu-
tationally demanding task. For this reason, 3D examples are presently not feasible in our
implementation, and instead 2D numerical examples are studied. As a means to study
the effectiveness of the method, these are nevertheless deemed adequate. In our nu-
merical examples, we consider a WAAM process but the methodology remains valid for
other metal AM processes such as laser powder bed fusion.

A density-based TO framework is used for the design optimization (Bendsoe and Sig-
mund, 2013). The design is evaluated by solving the compliance minimization problem
described in Section 6.2. We consider the AM of the compliance-minimized design. The
thermal history of the compliance minimized design is evaluated by the simplified AM
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process model, detailed in Section 6.3. The relation between the cooling time and the
resultant yield strength (σy ) is also given in Section 6.3. We employ gradient-based op-
timization, which requires the sensitivities of the cooling time in the critical temper-
ature range with respect to design variables. Therefore, the evaluation of the cooling
time spent in the critical temperature range is formulated in a continuous manner. This
is done by applying combinations of smooth Heaviside functions, details of which are
given in Section 6.4. Moreover, as discussed earlier, during the AM process the decisive
cycle dictates the resulting solid-state phase of a material point. To account for this,
weights are associated with each heating and cooling cycle. The weight is substantial
for the decisive cycle whereas negligible for other cycles. The weighting functions used
to emphasize the decisive cycle are detailed in Section 6.4 together with the novel op-
timization problem considered in this work. As discussed previously that the compu-
tational cost to include complete thermal history in TO is very high. In Section 6.5 the
computational cost to evaluate the thermal history of a 2D TO design is given. More-
over, Optimized designs obtained by various 2D numerical examples are also presented
in Section 6.5. The conclusions drawn from this study and directions for future work are
outlined in Section 6.6.

6.2. MINIMUM COMPLIANCE TO PROBLEM
We first introduce a common TO problem, i.e, compliance minimization. The problem
description is as follows:

min
ρ

c = 1

2

∑
ΩM

uT
e ke (ρe )ue , (6.1)

s.t. KKKu = f. (6.2)

V (ρ) ≤V0. (6.3)

0 ≤ ρe ≤ 1, ∀e ∈ΩM . (6.4)

Here, c is the compliance of the structure in the design domain ΩM discretized with
a structured mesh comprising bilinear finite elements. The array of design variables ρe ,
where e = 1, . . . M denotes the element number for a total of M elements, is represented
by ρ. Nodal displacement degrees of freedom and the stiffness matrix of a finite element
are represented by ue and ke , respectively. Element stiffness matrices depend on the
design variable ρe through the commonly used modified SIMP interpolation (Bendsoe
and Sigmund, 2013) scheme:

Ee (ρ̃e ) = Emin + ρ̃p
e (E0 −Emin). (6.5)

Here, Young’s Modulus of the void and material is given by Emin and E0, respectively.
Young’s Modulus is penalized with penalization exponent p = 3. Ee is Young’s Modulus
of an element e with filtered design variable ρ̃e . Filtering is applied to density variables
ρ to avoid the formation of checkerboard patterns in the design layout and to ensure a
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minimum feature size in the optimized structure. Filtered densities are given as follows:

ρ̃e =
∑

i∈Ωmin
e

wi (xi )viρi∑
i∈Ωmin

e
wi (xi )vi

, (6.6)

wi (xi ) = rmin −||xi −xe ||. (6.7)

Eq. (6.6) defines the density filter applied to the design variable ρe at position xe with
element volume vi (Bruns and Tortorelli, 2001). Eq. (6.7) represents the weight (wi ) as-
sociated with the element i at xi for the density filter. Ωmin

e is the circular region with a
radius rmin in which the filter is effective.KKK, u, and f are the global stiffness matrix, nodal
degrees of freedom, and nodal loads, respectively. Eq. (6.3) represents the constraint on
material volume V (ρ). The allowed material volume in the design domain is V0. Eq. (6.4)
represents the bounds on the design variables. The gradient-based optimization algo-
rithm Method of Moving Asymptotes (MMA) (Svanberg, 1987) is used.

As a test problem, a cantilever loadcase is considered. The loading and boundary
conditions of the cantilever problem and the optimal design are given in Fig. 6.2. The
material constants and parameters used for optimization are given in Table 6.1.

Table 6.1: Default Parameters for the optimization

Modelling and Material Properties Optimization parameters

Element size 1 mm×1 mm p 3
Element Type Plane stress Q4 Move limit 0.2
E0 210 GPa V0 0.6ΩM

Emin 10−9E0 Initial state ρe = 0.6 ∀e ∈ΩM

Poisson’s ratio (ν) 0.3 Stopping crit. ||∆ρ||∞ ≤ 0.01
Domain thickness 1 mm rmin 2.5 mm

Thermal Properties

κ0 45 W/m◦C κmin 10−9κ0

cp0 496 J/kg◦C cpmin 10−3cp0

ρm 7800 kg/m3

6.3. AM PROCESS MODEL AND PROCESS DEPENDENT PROP-
ERTIES

6.3.1. SIMPLIFIED PROCESS MODEL
To simulate the AM of the compliance-optimized design, we first fix the building di-
rection. Based on the build direction, the complete design is discretized to L layers
which are sequentially deposited in a total time of τ. A layer is represented by li , where
i = 1, . . .L. Layer li is deposited, as shown in Fig. 6.3, in a process interval (τli−1 ,τli ) at
once1.
1Note that manufacturing of a design through AM is considered even though the design has problematic over-

hanging features. Our main focus is to control local thermal history through design optimization. For con-
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F = 1000 N

Figure 6.2: Cantilever Beam Problem: The blue rectangular domain (50 mm×100 mm) is the design domain,
discretized with a structured mesh of bilinear quad elements. The displacements at the left boundary of the

domain are fixed and a point load is applied indicated with a red arrow. The dark layout is the design obtained
from compliance minimization.

Recall that, to every deposited layer, a heat load is applied for a specific period of
time, and then the layer is allowed to cool. The amount of heat added to the deposited
layer is determined by the process parameters of the AM process. In WAAM, metal wire
is melted with an electric arc and deposited. The geometry of the electric arc depends on
the wire feed rate and travel speed of the arc. The material point is heated for the time
period the electric arc requires to traverse itself. This is the duration,∆τh, the heat load is
applied to a newly deposited layer in the simplified process model. The duration ∆τh is
calculated by the ratio of the electric arc length in the deposition direction to travel speed
of the electric arc. These parameters are chosen from literature (Mishra et al., 2023). The
length of the electric arc in the deposition direction is 12.9 mm and the travel speed of
the electric arc is 8 mm. Since the heating time ∆τh is kept constant for all the layers,

layer li , is heated from τli−1 to τhli
, where τhli

−τli−1 =∆τh and thereafter allowed to cool

from τ
h
li

to τli .
The following transient heat conduction equation:

Cli (ρ)Ṫli +Kli (ρ)Tli =Qli (ρ), if, τli−1 ≤ t ≤ τli , (6.8)

Tli =T0, at, t = τli−1 , (6.9)

is then solved to evaluate the thermal history after the deposition of layer li . Here, Cli

and Kli are the heat capacity matrix and thermal conductivity matrix after the deposition
of layer li , respectively. T0 is the array of ambient temperatures at which the deposition
process starts. Tli is the array of nodal temperatures and Ṫli is its time derivative. The

trolling overhangs in a design several other methods are already present in literature (Gaynor and Guest, 2016;
Langelaar, 2017; van de Ven et al., 2018; Zhang et al., 2019).
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Heat Sink

Heat Input

Activated Layer (li )

Deposited Material

Non-Deposited Material

Building Direction

Figure 6.3: Illustration of the simplified process model on the compliance optimized design layout. The cyan
region indicates the heat sink condition to simulate the presence of the substrate. Based on the building

direction, the complete deposition process is discretized into process intervals. In each process interval, the
elements comprising the layer (li ) are activated at once as shown in the red rectangle. The heat added to the

deposited layer is indicated by the red arrows. The heating and subsequent cooling is simulated for each
process interval to evaluate the thermal history.

subscript li denotes that the nodal values are calculated when layer li , is deposited. The
Qli is the nodal heat load applied during the deposition of layer li . The amount of heat
added to the elements in the process model is calculated by the power of the WAAM
process. To calculate the heat load for a process interval, the power per unit volume
(q0) is associated with each activated element of the layer li . This power density is then
scaled by the design variable associated with the element using the SIMP penalization
as follows:

qe = ρ̃p
e q0. (6.10)

qe is the power density associated with the activated elements and penalized with the
density variable. The penalized power density is then integrated over the top edge of the
activated element and assembled into the nodal heat load array. The nodal heat load is
applied as follows

Qli (ρ) =
{

Qli (ρ) if, τli−1 ≤ t < τhli

0 if, τ
h
li
≤ t ≤ τli .

(6.11)

Eq. (6.9) represents the initial condition at the start of a process interval assuming
the pre-deposited part cools down to ambient temperature before the deposition of the
subsequent layer starts. This particular assumption is realistic for WAAM since, the size
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of a part is typically 2-3 orders of magnitude larger than the electric arc size. Therefore
sufficient cooling time is available during subsequent layer deposition.
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Figure 6.4: Transient thermal history of a node represented by the red in the compliance minimized design
obtained by process simulation.

The thermal conductivity and heat capacity matrices are dependent on the design
variables as follows:
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κe (ρ̃e ) = κmin + ρ̃pκ
e (κ0 −κmin). (6.12)

cpe (ρ̃e ) = cpmin + ρ̃
pcp
e (cp0 − cpmin ). (6.13)

Here, κe and cpe are the thermal conductivity and specific heat capacity of element e.
κmin and κ0 are the thermal conductivity of void and material, respectively. Similarly,
cpmin and cp0 are the specific heat capacity of void and material, respectively. The positive
penalization exponents on the thermal conductivity and specific heat capacity are pκ
and pcp , respectively. For the considered heat conduction problem, the cooling rates are
governed by the thermal diffusivity, which is given for an element e is given as follows:

αe = κe

ρmcpe

. (6.14)

Here, ρm is the physical density of the material which is constant. Substituting Eq. (6.12)
and Eq. (6.13) in Eq. (6.14), and simplifying we get:

αe =α0

( κmin/κ0 + ρ̃pκ
e (1−κmin/κ0)

cpmin /cp0 + ρ̃
pcp
e (1− cpmin /cp0 )

)
. (6.15)

Here, α0 = κ0/(ρmcp0 ). If pκ = pcp ̸= 0, κmin/κ0 = 10−9 and cpmin /cp0 = 10−9, then αe =
α0. This means that heat transfer through the void is possible which is physically in-
correct. Therefore, we choose pκ > pcp , to make thermal diffusivity design dependent.
For pκ = 3 and pcp = 2, thermal diffusivity will be linearly dependent on the design vari-

able (Wu et al., 2021). However, for ρ̃e = 0 with pκ = 3 and pcp = 2,αe =α0

(κmin

κ0

)
/
(cpmin

cp0

)
.

Therefore, for κmin/κ0 = 10−9 and cpmin /cp0 = 10−9, αe =α0. Again the thermal diffusiv-
ity for the void and solid becomes indistinguishable. To circumvent this issue, κmin/κ0 =
10−9 and cpmin /cp0 = 10−3 are chosen. Through these selected parameters, the thermal
diffusivity of the void becomes 10−6α0, and heat transfer through the void regions is ef-
fectively suppressed.

To solve the transient state equation given by Eq. (6.8), a Backward Euler Scheme is
employed in the temporal domain. The motivation to choose this particular scheme is
its unconditional stability for linear transient heat conduction problems (Hughes, 1977).
The time step used to solve the state equation is chosen sufficiently coarse so that opti-
mization can be realized in a reasonable computational time. The effect of time steps is
studied in Section 6.5.1. Even though the time step is kept large the solution time might
be high due to number of degrees of freedom. Therefore, a relatively coarse structured
mesh of 100×50 bilinear quadrilateral elements is chosen for the optimization problem.
Note that higher fidelity thermal models can be used to simulate the transient thermal
history during the AM process. However, the additional computational costs make the
optimization problem computationally intractable.

6.3.2. RELATION BETWEEN COOLING TIME AND YIELD STRENGTH
The relation between the cooling time, hardness, and yield strength (σy ) is given in
Fig. 6.5. The relation between the cooling time in the critical temperature range and
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the Vickers Hardness is given in Mishra et al., 2023. In Fig. 6.5, the horizontal t8|5-axis
represents the cooling time between 800◦C to 500◦C and black data points represent the
measured Vickers Hardness (HV). The yield strength is calculated using the empirical
relation

σy = 2.876(HV)−90.7 (6.16)

suggested by Pavlina and Van Tyne, 2008.
σy can be directly correlated to the cooling time spent in the critical temperature

range 800◦C to 500◦C through linear regression as:

σy =−198.1log(t8|5/t0)+1024. (6.17)

Here t0 = 1 s, is a constant to introduce unitless quantity t8|5/t0 before the logarithmic
operation is taken.
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Figure 6.5: Correlation in the cooling time between the critical temperature range 800◦C to 500◦C, measured
Vickers Hardness (HV), and correlated Yield Strength (σy ).

6.4. COOLING TIME ESTIMATION AND FULL OPTIMIZATION PROB-
LEM

6.4.1. COOLING TIME SPENT IN THE CRITICAL TEMPERATURE RANGE

We denote the upper and lower bounds of the critical temperature range as T̄ and
¯
T ,

respectively. For HSLA steels, the critical temperature range is between T̄ = 800◦C and

¯
T = 500◦C. A typical thermal history for a node of the compliance minimized cantilever



6

110
6. DESIGN FOR MATERIAL PROPERTIES OF ADDITIVELY MANUFACTURED METALS USING

TOPOLOGY OPTIMIZATION

design (see Fig. 6.2) obtained by our simplified process simulation is shown in Fig. 6.4.
The thermal history of the node has multiple heating and cooling cycles. The first cycle
represents the deposition of the layer in which the node indicated by red is activated.
The subsequent heating and cooling cycles represent the deposition of the consecutive
layers above the node. Each finite element node in the design (apart from the topmost
layer) experiences a similar thermal history with multiple heating and cooling cycles. A
robust strategy is required to evaluate the cooling time of the decisive cooling cycle.

The entire thermal history of the node n is given by Tn(t ). The temperature history
of the node n activated at the deposition of layer li , after deposition of layer l j , is repre-

sented with li
l j

Tn(t ). Here, the index j = i , . . . ,L. li
l j

Tn(t ) represents the thermal history of

the node n activated in the interval (τli−1 ,τli ), during the process interval (τl j−1 ,τl j ). A
combination of Heaviside functions can be used to evaluate the time spent in the criti-
cal temperature range in a particular process interval. For a layer l j deposited after layer
li , the time spent in the critical temperature range by node n in the process interval
(τl j−1 ,τl j ) is evaluated as:

li
l j
tn =

∫ τl j

τl j−1

H̄
(

li
l j

Tn(t )
)

¯
H

(
li
l j

Tn(t )
)

d t (6.18)

with, H̄
(
T (t )

)
= 1

1+exp
(−kW (T̄ −T (t ))

T̄

) (6.19)

¯
H

(
T (t )

)
= 1

1+exp
(−kW (T (t )−

¯
T )

¯
T

) (6.20)

The parameter kW determines the shape of the Heaviside functions, when combined
together act as a window function that extracts the time interval where the temperature
is in the critical temperature range [

¯
T, T̄ ]. The effect of the parameter kW is shown in

Fig. 6.6, for the temperature range 500 ◦C to 800 ◦C. The function H̄(T )
¯
H(T ) ≈ 0 every-

where except 500 ◦C ≤ T ≤ 800 ◦C where H̄(T )
¯
H(T ) ≈ 1. For kW = 100, this behavior is

captured with the desired accuracy as shown in Fig. 6.6. Therefore kW = 100 is chosen
in this study. Differentiable, smooth Heaviside approximations are essential in order to
allow gradient-based optimization.

For the thermal history shown in Fig. 6.4, the data points labeled with red and blue
circles are identified to be within the critical temperature range with H̄(T )

¯
H(T ) > 0.1.

Note that Eq. (6.18) accounts for the time the node spends in the critical temperature
range during both heating and cooling. However, only the cooling phase is relevant for
the final microstructure development. In order to isolate the time spent during cooling
phase, the time spent during the heating phase should be excluded. It means that for a
heating-cooling cycle, the time spent in the critical temperature range for the data points
before the peak temperature should be discarded. For this purpose, the estimation of the
time instance at which the peak temperature occurs becomes crucial. The time at which
the peak temperature occurs for the node n activated during the deposition of layer li ,
during the deposition of l j has two aspects:
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Figure 6.6: The effect of parameter kW on the combination of Heaviside functions to extract the total time
spent in the critical temperature range 800◦ to 500◦C.

1. The duration of heating. In this period heat is added, thus temperature is expected
to rise.

2. The time the heat is conducted from layer l j to node n activated during the depo-
sition of li .

An additional Heaviside function, li
l j

Hn(t ), is introduced for the node n activated at

layer li , which is used to filter out the time spent during heating while layer l j is de-
posited:

li
l j

Hn(t ) =
0, if, τl j−1 ≤ t < τhl j

+∆τli
l j

1, if, τ
h
l j
+∆τli

l j
≤ t ≤ τl j

(6.21)

Note that the exact Heaviside function is used here since this operation is not design-

dependent and consequently is not a part of the sensitivity calculation. Here, ∆τli
l j

is the

time delay required for the heat to diffuse through conduction and reach node n when
layer l j is deposited. This time delay is estimated as

∆τ
li
l j
=

(
∆Lli

l j

)2

α
. (6.22)
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Here, ∆Lli
l j

is shortest path between layer l j and node n. This shortest path is design-

dependent. During optimization, the design is subject to change in every iteration hence

the conduction path is unknown. Therefore, it is complicated to estimate ∆Lli
l j

. For sim-

plicity, it is taken

∆Lli
l j
= ( j − i +1)∆x. (6.23)

Here, ∆x represents the height of the element which is equivalent to layer thickness
shown in Fig. 6.3. Since the optimization starts with a uniform gray design, i.e. ρe = V0,
and the heat equation (Eq. (6.8)) is scaled by the design variable, the assumption holds
valid during the initial optimization iterations. When the optimized design converges to
a black-and-white design the assumption does not hold valid. However, it is observed
that by using Eq. (6.22) the time instances at which temperature peaks occur can be ap-
proximated reasonably well. For the thermal history shown in Fig. 6.4, square-shaped

red markers represent temperature at t = τ
h
l j
+∆τli

l j
which captures the temperature

peaks at the desired level of accuracy. The time spent by node n in the critical tem-
perature range during cooling, after the layer l j is deposited is then given as

li
l j
t̃n =

∫ τl j

τl j−1

(
li
l j

H n(t )
)
H̄

(
li
l j

Tn(t )
)

¯
H

(
li
l j

Tn(t )
)
d t . (6.24)

In Fig. 6.4, the temperature data in the critical temperature range during heating and
cooling is represented by red and blue colored circles, respectively. It can be observed
in Fig. 6.4 that through this approach the time corresponding to heating in the critical
temperature range is filtered out. Note that, if j ≈ i , the heating of node n happens at a
much higher rate compared to the cooling, therefore time contribution from the heating
phase is negligible. However, if j >> i the heating of node n happens at a slightly slower
rate. Therefore a time contribution from the heating phase would be more notable. Still,
distant layer additions are not likely to become a decisive cooling cycle that dictates the
material microstructure.

6.4.2. IDENTIFYING THE DECISIVE PROCESS INTERVAL
The previous section showed that the time spent in the critical temperature range can be
calculated through a continuous function in each process interval. Recall that, a decisive
cooling cycle dictates the final solid-state phases. Therefore the cooling time during the
decisive process interval should be determined.

To identify the decisive process interval, weights are assigned to each process inter-
val. For the thermal history shown in Fig. 6.4, the cooling time of the fourth cooling cycle
is crucial. This is because it is the last process interval where temperatures exceed the
reset temperature. The assignment of the weight has two aspects:

1. Determine the process intervals in which the temperature exceeds the reset tem-
perature with a reset weight.

2. From process intervals that are identified with temperatures above reset tempera-
ture, extract the last one with a sequential weight.
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Recall that the temperatures at t = τhl j
+∆τli

l j
have been observed to approximate the

peak temperatures reasonably well. Therefore, in order to identify the process intervals

with peak temperatures above the reset temperature, the temperature, li
l j

Tn , at t = τ
h
l j
+

∆τ
li
l j

is extracted from the thermal history. The following smooth Heaviside function is

introduced to compute a reset weight depending on this extracted peak temperature:

li
l j

rn = 1

1+exp

(−kR

(
li
l j

Tn −TR

)
TR

) . (6.25)

Here, li
l j

rn is the reset weight associated with node n activated during layer li when

layer l j is deposited. The reset temperature is given by TR = 800◦C (Mishra et al., 2023).

The reset weight function is 1 if li
l j

Tn is greater than the reset temperature TR else reset

weight is approximately 0. The parameter kR controls the shape of the reset weight func-
tion. The influence of the parameter kR on the reset weight function is shown in Fig. 6.7.
In this study, kR = 100 is chosen.
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Figure 6.7: The effect of parameter kR on the reset weight function.

For the thermal history shown in Fig. 6.4 the temperature at time t = τ
h
l j
+∆τli

l j
is

shown by the square-shaped markers. The square-shaped markers shown in black and
red color indicate the reset weight of 0 and 1, respectively. It can be observed that four
process intervals have temperatures above the reset temperature.

The last process interval of these is identified by applying an additional sequential
weight to each process interval. The sequential weight is given as:
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li
l j

sn = a( j−i+1) where a > 1. (6.26)

Here, li
l j

sn is the sequential weight assigned to node n during the deposition of the

layer l j . The condition on base a > 1 ensures that the weight grows exponentially and
the weight of each subsequent process interval is higher than the previous one. Based
on the base a, the relative contribution from the last process interval to the aggregated
function can be tuned. This can be understood by comparing the last sequential weight
to the sum of all sequential weights:

f = a j−i+1∑L
j=i a j−i+1

. (6.27)

Since the sequence in the denominator is a geometric progression, the above equation
can be reduced to:

f =
(
1− 1

a

) 1

1− 1

a j−i+1

. (6.28)

For the condition j >> i , the term 1/a j−i+1 → 0. Thus, the fraction can be approximated
as:

f ≈ 1− 1

a
. (6.29)

Thus, for a = 2 and a = 100 the contribution from the last process interval tends to 50%
and 99%, respectively. Using a higher value of a thus makes the contribution of the last
process interval more dominant. However, considering higher a values may lead to nu-
merical overflow during computational implementation as the sequential weight func-
tion grows exponentially. Therefore, a = 2 is considered in this study, which means that
the last process interval will contribute 50% in the cooling time estimation.

The reset and sequential weights are combined together to emphasize the cooling
time of the decisive process interval as

t̃n =
∑L

j=i

[
li
l j
t̃n

][
li
l j

rn

][
li
l j

sn

]
∑L

j=i

[
li
l j

rn

][
li
l j

sn

] . (6.30)

Through this aggregation, the contribution of the cooling time in the critical temperature
range for the decisive cycle will be dominant. For the thermal history shown in Fig. 6.4,
the reset and sequential weights corresponding to the first six process interval are given
in Fig. 6.8. It can be clearly observed that for the first four cycles, the reset weights are
equal to 1. For subsequent thermal cycles, the reset weight is approximately 0. There-
fore, reset weight successfully identifies the four cycles with temperatures above reset
temperature. The combination of reset and sequential weight shows that the weight on
the fourth cycle is the highest. Moreover, the contribution from the fourth cycle is 53%.
The cooling times in the critical temperature range for each process interval after depo-
sition of the considered node and their contribution to the aggregated cooling time is
shown in Fig. 6.9.



6.4. COOLING TIME ESTIMATION AND FULL OPTIMIZATION PROBLEM

6

115

It remains to verify the proposed continuous decisive cooling time identification in
the entire domain. For this purpose, the aggregated cooling time field is compared with
the actual decisive cooling time field in Fig. 6.10. It is observed that the proposed ag-
gregation scheme captures the decisive cooling times well. A percentage error between
the actual and aggregated time is shown in Fig. 6.11. The errors encountered are due to
the use of continuous and differentiable mathematical functions to formulate a gradi-
ent based optimization problem. The error is low in the region where cooling times are
high and vice versa. Moreover, the error is high in the intermediate regions which are
dominant at the interface of the solid and void regions.
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Figure 6.8: Reset weights and aggregated weights assigned to the cooling time of the first six process intervals
for the thermal history shown in Fig. 6.4.

6.4.3. OPTIMIZATION PROBLEM

In order to control the cooling times of the decisive cooling cycle in the critical temper-
ature range, we define the following optimization problem:
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Figure 6.9: The total time and the cooling time in the critical temperature range for the first six process
intervals of the thermal history shown in Fig. 6.4. The corresponding contribution to the aggregated weighted

cooling time by each process interval is also shown.

min
ρ

c = 1

2

∑
ΩN

uT
e ke (ρe )ue , (6.31)

s.t. KKKu = f. (6.32)

Cli Ṫli +Kli (ρ)Tli = Qli , ∀li ∈ΩL . (6.33)

Tli = T0, t = tli−1 . (6.34)

¯
τ≤ 1

Nc

∑
Ωc

t̃n ≤ τ̄ (6.35)

V (ρ) ≤V0. (6.36)

0 ≤ ρe ≤ 1, ∀e ∈ΩN . (6.37)

In the above problem, the compliance of the structure is minimized considering new
constraints regarding the manufacturing process of the design. Eq. (6.35) is the average
cooling time constraint imposed during the manufacturing process in a control volume
Ωc . For simplicity, the average is considered instead of a more nonlinear measure such
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(a)

(b)

0 10 20 30 40 50 60 70 80

Figure 6.10: Comparison between (a) the actual cooling time of the decisive process interval and (b) the
aggregated cooling time.

as a (smooth) maximum. τ̄ and
¯
τ are the maximum and minimum allowed values of the

average time spent by the number of nodes (Nc ) in the control volume in the critical tem-
perature range. A gradient-based optimization approach is used for which calculation of
the design sensitivities of objectives and constraints is important. The design sensitiv-
ities of the compliance objective and volume constraint are well known (Bendsoe and
Sigmund, 2013). The design sensitivity of the cooling time constraint with respect to the
design variable is given in D.1. A complete flowchart of the optimization framework is
given in Fig. 6.13.

The considered loadcase for which the compliance is minimized is shown in Fig. 6.12.
Two control volumes and non-design domains,Ωc1 andΩc2 , are considered in the exam-
ples in the next section. Average cooling times are controlled in these control volumes
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Figure 6.11: The percentage error between the actual time and the aggregated time, shown in Fig. 6.10.

Heat Sink

Heat Input

Activated Layer (li )

Building Direction

F = 1000 N

Ωc2

Ωc1

Figure 6.12: Schematic illustration of the cantilever beam problem with Consideration of AM Process induced
material properties. The rectangular domain with blue borders is the design domain, discretized with a

structured mesh of bilinear quadrilateral elements. The left boundary of the domain is rigidly fixed and a
point load is applied indicated with a thick red arrow. The deposition is considered in layer- by-layer manner.

The heat input is applied to the deposited layer as indicated by thin red arrows. The translucent yellow
regions are the control volumes that remain solid. The decisive cooling times are constrained in these control

volumes.

for selected values of τ̄ and
¯
τ. To demonstrate the degree of control of thermal history

and associated microstructure development, initially, the cooling times are constrained
in each control volume individually and thereafter, simultaneously.

The constrained cooling time values
¯
τ and τ̄ are chosen by considering the standard

compliance minimized design Fig. 6.2 as a reference design. For this reference design,
the average normalized weighted cooling times in control volume Ωc1 and Ωc2 are ap-
proximately 80s and 6s, respectively. The locations of the control volume are selected
such that material is only deposited below Ωc1 . In contrast, the material is deposited
both above and below of control volume Ωc2 . Thus, for Ωc1 , the heat input has to be fa-
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Figure 6.13: Flow chart of the novel design optimization framework for minimum compliance while
constraining the average cooling time in the design domain to control the microstructure development

during the AM process.
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cilitated by the design changes below the control volume, while for Ωc2 design changes
are expected above and below the control volume.

6.5. RESULTS AND DISCUSSIONS
As mentioned earlier, first the effect of the time step on the solution of the transient
heat conduction equation is examined. Subsequently, the designs obtained by solving
the topology optimization problem constraining cooling time in a single control volume
and both control volumes simultaneously are presented in this section. Furthermore
salient points of the methodology will be discussed along with the results.

6.5.1. EFFECT OF TIME STEPS
The effect of time step∆t on the thermal history of a node of the compliance minimized
design is shown in Fig. 6.14. It can be observed that the time step has a distinct effect
on the thermal history calculation. By reducing the time step the solution converges
to the actual solution of the transient thermal heat conduction problem considered in
this study. It is observed that the Forward Euler Scheme (explicit) is not stable when
∆t > 0.005 s. Therefore, the Backward Euler scheme (implicit) is chosen due to its un-
conditional stability. However, increasing the time step while using an implicit scheme
introduces numerical errors in the solution compared to the converged solution as de-
picted in Fig. 6.14.

Table 6.2: The effect of time step on the total wall clock time to perform the simplified thermal process model.
The number of DOFs = 5252, the total time per layer = 200 s, and the Number of layers = 50.

Time Integration
Scheme

Implicit Implicit Implicit Implicit Explicit

Time step 1 s 0.1 s 0.01 s 0.005 s 0.005 s

Number of time steps
per layer

200 2000 20000 40000 40000

Total wall clock time
for process simula-
tion

240 s 1489 s 14100 s 28120 s 28120 s

The wall clock times to complete the process simulation with MATLAB through Im-
plicit and Explicit schemes with various time steps are given in Table 6.2. The wall clock
time to obtain the converged solution is 7.5 hr (28120 s). The same amount of time is also
required for the design sensitivities calculation. The number of equations required to
calculate design sensitivities, see Section D.1, is the same as of the transient heat trans-
fer problem solved in the process simulation. TO with the converged thermal process
simulation solution for a modest 100 iterations takes about two months. This extrav-
agant time required for optimization bounds us to use coarser time steps to get initial
results. For instance, by using a time step ∆t = 0.1 to 1.0 s the optimized designs can be
obtained in the duration of several weeks to several days. Here we make the pragmatic
choice to use ∆t = 1.0 s for our optimization study to obtain results in a few days.
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Figure 6.14: Effect of the time step on the thermal history of the indicated node of the compliance minimized
design shown as an inset.

6.5.2. OPTIMIZED DESIGNS

Optimized designs with constraints on the average cooling time only in single control
volume Ωc1 and Ωc2 are given in Fig. 6.15 and Fig. 6.16, respectively. The results in
Fig. 6.15 show that in order to reduce the decisive cooling time in the critical temperature
range the optimizer shortens and broadens the path of heat transfer to the heat sink be-
lowΩc1 . The heat transfer is facilitated in a controlled manner and the transient thermal
history shows that the decisive cooling time has clearly reduced. The results in Fig. 6.16
show that the decisive cooling time is increased by modifying the design above and be-
low the control volume. The optimizer disintegrates the thick straight bar connected to
the control volume into thin features to reduce the incoming heat to the control volume
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Figure 6.15: The optimized design obtained by controlling the average cooling rate of the control volumeΩc1
and transient thermal history of the node represented by red obtained by process simulation for selected

values of
¯
τ and τ̄.

during AM. Moreover, the material beneath the control volume is eroded to hinder the
heat transfer to the heat sink.

The cooling time of the decisive cycle of the optimized designs and correspond-
ing predicted yield strength are shown in Fig. 6.17 and Fig. 6.18 for control volume Ωc1

and Ωc2 , respectively. The result shows that the cooling time and hence the local yield
strength can be increased or decreased through design modifications.

The optimized designs with constraints on the average cooling times on both con-
trol volumes simultaneously are shown in Fig. 6.19. For the optimized cases shown in
Fig. 6.19 similar observations can be made as in the previous instances in which only
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Figure 6.16: Optimized design obtained by controlling the average cooling rate of the control volumeΩc2 and
Transient thermal history of the same node represented by red dot obtained by process simulation.

one control volume is controlled. The results in Fig. 6.19 show that the cooling time and
the yield strength of different locations in the design domain can be influenced simulta-
neously.

The compliance of all the optimized designs with average cooling rate constraints
has increased compared to the reference design. The increase in compliance is due to
the local design changes to fulfill the average cooling time constraint in the local design
domain. The increase in compliance ranges from 1−11% which is insignificant due to
the local design modifications in the design to satisfy the average cooling rate constraint.
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Reference Design
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Figure 6.17: The left column represents cooling time (in s) of the decisive cooling cycle experienced by the
optimized design with a constraint average cooling time in the control volumeΩC1 . The right column is the

corresponding predicted Yield Strength estimated by Eq. (6.17).

6.6. CONCLUSIONS AND FUTURE WORK

In this work, a novel TO framework is developed to control an important aspect of metal
microstructure, which is solid-state phase fractions by controlling cooling times during
the AM process. For AM, the cooling time of a decisive cooling cycle in a critical temper-
ature range is essential. The cooling times directly impact the microstructure and resul-
tant mechanical properties. A novel methodology is presented to isolate the cooling time
in the critical temperature range of the decisive cooling cycle from the multiple heating
and cooling cycles experienced by the AM parts. The presented method is differentiable
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Reference Design
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¯
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¯
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Figure 6.18: The left column represents cooling time (in s) of the decisive cooling cycle experienced by the
optimized design with a constraint average cooling time in the control volumeΩC2 . The right column is the

corresponding predicted Yield Strength estimated by Eq. (6.17).

and is hence suitable for use in gradient-based topology optimization. The cooling times
are constrained at desired design locations during optimization. The results show that
the cooling times of the decisive cooling cycle can be increased and reduced to adjust
the yield strength in a control volume by facilitating and hindering the incoming and
outgoing heat flow toward the heat sink through design optimization.

In this study, the complete transient history of the AM process is evaluated and used
for optimization purposes. The computational cost to evaluate the complete transient
thermal history and design sensitivities of the cooling time is 960 times higher than the
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(a) c = 1.12 (b) c = 1.11
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Figure 6.19: Optimized design obtained by controlling the average cooling time of the control volumesΩc1
andΩc2 simultaneously. (a) ForΩc1 :

¯
τ= 15s, τ̄= 20s, ForΩc2 :

¯
τ= 20s, τ̄= 25s (b) ForΩc1 :

¯
τ= 20s, τ̄= 25s,

ForΩc2 :
¯
τ= 15s, τ̄= 20s. (c) and (d) are the corresponding cooling time for both the optimized designs,

respectively. (e) and (f) are the predicted Yield Strength obtained by Eq. (6.17).

reference TO problem without AM process constraints in the 2D examples investigated.
The computational cost increases with the increase in the spatial resolution of the de-
sign, the number of layers required to produce the part through AM process, the number
of degrees of freedom constrained during optimization, and the temporal resolution of
the time integration scheme.

There are multiple research directions based on the conclusions. The computation
cost involve in optimization is immense and there is a need to devise a strategy to lower
the computational costs. The computation cost can be reduced by parallel computation
of the transient thermal history of each layer which is currently performed sequentially
in this study. Consequently, the computation cost of the total process simulation will be
factored by the total number of layers in the process. For example, in our case, the wall
clock time for the total process simulation of 50 layers is 240 s, see Table 6.2. Through
parallel computing, the total wall clock time to evaluate the complete transient thermal
history can be reduced to 4.8 s. This enables the transient thermal history to be obtained
quickly. Another method to accelerate the process is using an adaptive time-stepping
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approach. In this approach, the time steps can be reduced in the region of interest and
increased elsewhere. For instance, the time stepping in the critical temperature range
could be refined, otherwise, it could be coarse. This will enable a reduction of the num-
ber of times the system of equations is to be solved in regions other than the critical
temperature range. It will pose a requirement to store an array of time steps used in the
study which would be used for the design sensitivity calculation. Reducing the compu-
tational cost will also allow the extension of this approach to 3D. Once these results get
realized in 3D, the design can be manufactured by AM, and validation of the results can
be achieved.

Another direction of research is on the mechanics side of the problem. As shown in
this work, the yield strength is process dependent and varies locally in the design based
on the thermal history. A new stress constraint can be imposed in which the actual stress
is evaluated from the loading and boundary conditions, and the local yield strength is
estimated from the process simulation. Through this stress constraint efficient designing
of the mechanical properties in the entire design domain can be achieved.

Moreover, as discussed in the introduction, in this study effect of tempering is ne-
glected which also has an effect on the mechanical properties. The tempering depends
on the amount of time the material experiences in the critical temperature range which
is lower than the critical temperature range of solid-state phase transformation for HSLA
steels. The window functions used in this study can be used to include the effect of tem-
pering.

Finally, although this work has focused on design changes under the assumption that
the AM process cannot be influenced, the proposed approach also applies to problems
where the part design is fixed and the process parameters can be optimized. The pre-
sented sensitivity analysis remains largely the same, apart from the fact that the heat
load becomes dependent on the optimization variables instead of the thermal proper-
ties. This variant also presents an interesting direction for future research.
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7
CONCLUSIONS AND

RECOMMENDATIONS

7.1. CONCLUSIONS
WAAM is an upcoming manufacturing technology that is suitable for manufacturing
large-scale industrial parts. The technology is maturing rapidly and has found its ap-
plication in the industry. This thesis is dedicated to develop TO methods to generate
designs for WAAM focused on the manufacturability and mechanical performance of
the manufactured part. By reflecting on the research questions outlined in the Introduc-
tion chapter, this chapter assesses the research output of this thesis and draws the main
conclusions.

1. How to identify and control intersections that are susceptible to WAAM defects in
TO?

Thin intersections are susceptible to WAAM defects. In compliance minimization TO, in-
tersections can be identified by the multi-axial stress state. To control thin intersections
an intersection objective is formulated to penalize thin intersections during optimiza-
tion. Minimizing the thin intersections for WAAM leads to a reduction in the geometrical
complexity of the TO design. It can be concluded that stress-based intersection detec-
tion was successful in controlling complexity and thin intersections in 2D compliance
minimization problem.

The intersection control was also extended in 3D for an industrial case study of Ship
Rudder. The method was effective to reduce the geometrical complexity of the rudder
design so it is suitable for WAAM. To satisfy key design and manufacturing-related re-
quirements for the ship rudder other TO methods such as density filter and symmetry fil-
ter are also applied. The optimized design was 20% lightweight than the original design.
Through further post-processing, 10% weight reduction was achieved while achieving
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the equivalent mechanical performance compared to the original design. It can be con-
cluded that the TO methods can generate early-stage designs which serve as an inspira-
tion for lightweight final designs of mechanical parts for industrial applications.

2. How to account and exploit for the elastic anisotropy in a TO framework?

To account for elastic anisotropy, anisotropic material models can be used in the TO
framework for instance cubic material model used for the WAAM-manufactured stain-
less steels parts. The anisotropy induced by WAAM can be exploited by optimizing the
part design as well as the process design for the part. It is shown that a stiffness im-
provement of more than 50% can be achieved by optimizing the deposition direction
simultaneously with the part design for WAAM-manufactured stainless steel parts. The
optimized directions were oriented such that the highest elastic modulus direction of the
material is in line with the load path direction of the part. The improvement in stiffness
is proportional to the ratio of the highest and lowest elastic modulus of the anisotropic
material. It can be concluded that to achieve maximum overall stiffness due to elastic
material anisotropy, the deposition directions over a fixed part design should be oriented
such that the highest elastic modulus direction of the material is aligned in line with the
load path direction.

3. How to model and validate the thermal history and phase transformations experi-
enced by WAAM parts and their effect on the resulting microstructure and mechan-
ical properties?

The part scale thermal history due to the WAAM process can be modeled using the finite
element activation method and the Goldak heat source model. The obtained thermal
history is validated through comparisons with multiple thermocouple measurements.
The phase transformations of the material point during WAAM are dominantly depen-
dent on the cooling rate of a decisive cooling cycle. This is validated by analyzing micro-
graphs and comparing hardness measurements to predictions. The resultant solid-state
phases affect the hardness, yield strength, and ductility of the material point. It can be
concluded that controlling the decisive thermal cooling cycle will enable control over
the phase transformation during the WAAM process.

4. How to account for the effect of the thermal history in a TO framework to obtain the
desired microstructure and mechanical properties during WAAM?

To account for the transient thermal effects in a TO framework the simplified process
model should be used to reduce the computation cost of evaluating the the thermal his-
tory during optimization. The proposed weighted approach can be used to identify the
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decisive cooling cycle and evaluate the cooling time in the critical temperature range in
a continuous and differentiable manner. The proposed constraint on the cooling time in
the targeted control volume shows that the required cooling time can be achieved and
consequently the required yield strength is achieved. The optimized design shows that
to decrease the cooling time in the targeted region, material is added beneath it parallel
to the build direction. To increase the cooling time the material is removed beneath the
control volume and the heat input to the control volume is reduced. It can be concluded
material addition and removal beneath the targeted design location can influence the
transient thermal history and thus the microstructure development. Through the sug-
gested TO approach required microstructure development can be achieved at the tar-
geted design locations during WAAM, resulting in the required mechanical properties
such as yield strength.

As an overall conclusion, the methods developed and presented in this thesis help to
generate optimized, WAAM-friendly designs that even exploit the unique characteristics
of the process and allow for tailoring of local material properties.

7.2. RECOMMENDATIONS
Based on the conducted research following recommendations for future research can be
made:

* The WAAM process generally happens in a layer-by-layer manner. The thin inter-
section features in each layer may be susceptible to defects. The proposed exten-
sion of the intersection control to 3D TO framework does not ensure intersection
identification in each layer. Further research is needed to determine if a stress-
based planar intersection indicator can be defined for layered fabrication in a gen-
eral 3D case.

* A series of post-processing steps still needs to be performed to generate the fi-
nal design from an initial optimized design. For instance, the continuity of the
branches, uniform cross-sections, and uniform spacing between branches. The
post-processing steps must be formulated in a mathematical formulation to be
included in the TO framework to get a manufacturable design from optimization

* For WAAM-manufactured stainless steel structures, optimized part design and pro-
cess design are presented. These structures should be manufactured using WAAM
and their stiffness response should be measured to validate the optimized results.
Moreover, from the proposed TO approach the optimized deposition directions
can be evaluated. However, the continuous deposition path from the deposition
direction is still required. Automated generation of the deposition path from the
given deposition direction distribution would be challenging.

* The microstructure estimation and validation are done for HSLA steels. However,
these transformations are also observed in other materials. It should be investi-
gated that the decisive cooling cycle from the complete thermal history also results
in phase transformations for other WAAM materials. This will enlarge the scope of
the presented TO methodology.
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* Post-deposition heat treatment operations are essential for WAAM to relieve resid-
ual stresses. However, the temperature and cooling time during these operations
also affect the microstructure development post-deposition. Accounting for the
post-WAAM heat treatment operation on the microstructure development at the
part design stage is essential and can be considered by the TO methods presented
in this work.

* To account for the transient thermal effects in TO computationally inexpensive
thermal models need to be developed. Vital information for microstructure devel-
opment such as thermal gradients and cooling rate should be evaluated at very low
computational cost from these developed thermal models. This could be equally
challenging and beneficial to exploit the complete potential of TO for (WA)AM pro-
cesses. The cooling rates can also be influenced by the modulation of deposition
strategy and process parameters such as power input and travel speed. Future re-
search can be in a direction where the part design is kept fixed, and the deposition
strategy and process parameters are optimization variables.

Finally, in this thesis, the aspects related to Additive Manufacturing technology (WAAM),
Material Science (metal microstructure), Computational Mechanics (Finite Element meth-
ods), and Optimization (TO) are combined together to generate optimized part and pro-
cess design for WAAM. This research utilizes advances in various scientific areas and
contributes to generate lightweight designs of mechanical components with required
performance that find their application in industry. The author believes that this kind of
interdisciplinary research is required to exploit the complete potential of the advances in
various scientific areas. For instance, the problem to generate deposition paths through
deposition direction requires close collaborative research from a computer scientist and
a mechanical engineer. The automated process generated by the computer scientist can
be improved by feedback from the mechanical engineer who uses the developed method
for WAAM.
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A.1. SENSITIVITY ANALYSIS
The sensitivity calculation of the compliance objective and volume constraint is well
known (Bendsoe and Sigmund, 2013) and given as follows:

∂c

∂ρ̃ j
=−p(E0 −Emi n)ρ̃p−1

j uT
j k0u j . (A.1)

∂g

∂ρ̃ j
= v j

V0
. (A.2)

The sensitivity of the intersection objective is calculated by applying the quotient,
product and chain rules of derivatives. The sensitivity calculation is shown for a sin-
gle loadcase problem for clarity and it can be extended to multi loadcase problem with
minor modification. Firstly, design differentiation of Eq. (2.20),yields:
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The term
∂ρ̃e

∂ρ̃ j
= δe j , where δe j is the Kronecker delta function, thus the above equa-

tion reduces to:
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Now the product rule is applied to the later part of the above equation using Eq. (2.18),
as shown below:
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In the above equation, the term
∂ ˆ̃ρe

∂ρ̃ j
, can be derived from Eq. (2.17) as shown below:
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Now, since filtered densities are independent variables thus, the above equation can
be written as:
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To calculate the term with
∂Ie

∂ρ̃ j
in Eq. (A.5), the product rule is applied to Eq. (2.13).

With some simplifications and using Eq. (2.8), Eq. (2.9), Eq. (2.12) and Eq. (2.13) the term
can be reduced to the following form:
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The sensitivity calculation of individual terms is given subsequently as[
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where,
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Now, in order to calculate the last term of Eq. (A.8), the adjoint method is used by
adding the sensitivity of the state equation, given in Eq. (2.22) with Lagrange multiplier
(λ) to above equation. This leads to following equation:
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The Lagrange multiplier can be chosen such that the state sensitivity terms vanish. To
this end the following adjoint equation can be solved:
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Finally, Eq. (A.22) is evaluated as follows:
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The sensitivity analysis shown above is for the single load case. For multiple load-
cases, the main differences are using the He term expressed in Eq. (2.16), and that mul-
tiple state equations must be used for the adjoint method and thus, multiple adjoint
equations have to be solved to calculate the Lagrange multipliers associated to each state
equation. The process of calculating the Lagrange multiplier is the same as shown in this
section.
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B.1. MATERIAL MODELLING
The compliance matrix for a coordinate system rotated by θ = π/4 in the counter clock-
wise direction with respect to the global coordinates X −Y can be expressed as follows

Q
′
(θ) =

Q11 Q12 Q16

Q21 Q22 Q26

Q61 Q62 Q66

 (B.1)

Each component of the matrix Q
′
(θ) depends upon the amount of rotation θwith respect

to the global axes. The subscripts representing the component of the matrix are adopted
from (Reddy, 1987) for plane stress conditions. The rotated coordinate system with 1−2
axes are shown in Fig. 4.1. The Young’s Modulus E1 and E2 along direction 1 and 2 are
equal to 1/Q11 and 1/Q22, respectively. The shear modulus G12 in 1−2 plane is equal to
1/Q66. The variation of E1, E2 and G12 as a function of θ is given in Fig. B.1. The value of
E1 and E2 remains identical irrespective of θ. Also, it can be observed cubic symmetry in
elasticity is essentially a rotational symmetry by π/2.

B.2. SENSITIVITY ANALYSIS
For gradient-based optimization, the sensitivities of the objective function φ with re-
spect to the design variables are required. The sensitivities of the objective with respect
to the filtered density variable (Bendsoe and Sigmund, 2013) is

∂φ

∂ρ̃e
=−uT

e
∂ke

∂ρ̃e
ue . (B.2)

Here,
∂ke

∂ρ̃e
is given as follows

∂ke

∂ρ̃e
= pρ̃p−1

e

2∑
i=1

2∑
j=1

wi j (det(J))i j BT
i j TTDTBi j . (B.3)
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Figure B.1: Variation of the elastic properties with respect to the material orientation (θ)

Similarly, the sensitivities with respect to the deposition direction vector compo-
nents is calculated by chain rule as shown below

∂φ

∂xe
= ∂φ

∂θe

∂θe

∂xe
, (B.4)

∂φ

∂ye
= ∂φ

∂θe

∂θe

∂ye
. (B.5)

Now, θe = tan−1(ye , xe ), therefore the terms
∂θe

∂xe
and

∂θe

∂ye
follows

∂θe

∂xe
= −ye

x2
e + y2

e
, (B.6)

∂θe

∂ye
= xe

x2
e + y2

e
. (B.7)

Furthermore,
∂φ

∂θe
is given as

∂φ

∂θe
=−uT

e
∂ke

∂θe
ue . (B.8)

Finally,
∂ke

∂θe
is calculated as following
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∂ke

∂θe
= ρ̃p

e

2∑
i=1

2∑
j=1

wi j (det(J))i j

[
BT

i j
∂TT

∂θe
DTBi j +BT

i j TTD
∂T

∂θe
Bi j

]
. (B.9)

B.3. EFFECT OF INITIAL STATE ON OPTIMIZATION
The optimized deposition directions depend on initial state of the design variables. The
density variables at the start of the optimization are equal to 0.5 for each element. Three
sets of initial deposition states are chosen to investigate the effect on optimized deposi-
tion directions. The deposition vectors corresponding to 0◦ 90◦ and random orientation
are chosen for each element at the start of the optimization. The optimized deposition
directions corresponding to the three different starting points for Cantilever and Bridge
problems are shown in Fig. B.1. It shows that the optimized deposition patterns are
highly dependent upon the initial state. This is due to the rotational symmetry in the
material model. Fig. B.2 shows for different initial states the stiffest directions corre-
sponding to the optimized deposition directions. It can be inferred that the optimizer
is aligning the stiffest direction along the structural members irrespective of the initial
state of design variables.

The results post processed by Eq. (4.9) and Eq. (4.10) are shown in Fig. B.3. It can be
observed that after post processing the optimized deposition directions are identical for
all the three selected initial states.

B.4. CONVERGENCE BEHAVIOUR
The convergence of the elastic strain energy (φ) as a function of number of optimization
iterations for different initial states is investigated. The convergence behaviour is shown
in Fig. B.1 for the cantilever and the bridge problems. It is observed that the elastic strain
energies for different initial states converge to the same value for each problem. More-
over, convergence seems to show a same trend for each starting point. This also confirms
the finding that the solution to the problem is aligning the stiffest direction to the load
path of the structure, however, due to the symmetry of the material the optimized depo-
sition directions are different.
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(a) (b)

(c) (d)

(e) (f)

Figure B.1: Effect of initial state on optimized design layout and optimized deposition directions: (a), (c) and
(e) provide optimized design layouts and optimized deposition directions with initial states as 0◦, 90◦ and

completely random for the cantilever problem. (b), (d) and (f) show optimized design layouts and optimized
deposition directions with initial states as 0◦, 90◦ and completely random for the bridge problem.

.
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(a) (b)

(c) (d)

(e) (f)

Figure B.2: Effect of initial state on optimized design layout and optimized deposition directions: (a), (c) and
(e) show stiffest material directions corresponding to the optimized deposition directions with initial states as

0◦, 90◦ and completely random for the cantilever problem. (b), (d) and (f) depict the stiffest material
directions corresponding to the optimized deposition directions with initial states as 0◦, 90◦ and completely

random for the bridge problem.
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(a) (b)

(c) (d)

(e) (f)

Figure B.3: Effect of initial states on optimized layout and optimized deposition directions: (a), (c) and (e)
depict post processed optimized deposition directions with initial states as 0◦, 90◦ and completely random
for the cantilever problem. (b), (d) and (f) show post processed optimized deposition directions with initial

states as 0◦, 90◦ and completely random for the bridge problem.
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Figure B.1: Convergence behaviour - Convergence of the elastic strain energy with respect to the number of
iteration steps for different initial states for (a) Cantilever and (b) Bridge problem.
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Figure C.1: Temperature Data from thermocouple associated to specimen S2 (red data points) compared with
the thermal history obtained from the thermal modelling (black solid line). The black dots denote the

thermocouple data points which are used to calculate the cooling rate of the critical cycle from the
experimental data.
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Figure C.2: Temperature Data from thermocouple associated to specimen S3 (red data points) compared with
the thermal history obtained from the thermal modelling (black solid line). The black dots denote the

thermocouple data points which are used to calculate the cooling rate of the critical cycle from the
experimental data.
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Figure C.3: Raw Dilatometry Data for different cooling rate. For each cooling rate 3 sets of data are generated.



C.2. RAW DATA DILATOMETRY

C

153

300500700
0

0.5

1

T (◦C )

v A

(a) 5◦C /s

300500700
0

0.5

1

T (◦C )

v A

(b) 10◦C /s

300500700
0

0.5

1

T (◦C )

v A

(c) 20◦C /s

300500700
0

0.5

1

T (◦C )

v A

(d) 30◦C /s

300500700
0

0.5

1

T (◦C )

v A

(e) 40◦C /s

300500700
0

0.5

1

T (◦C )

v A

(f) 50◦C /s

300500700
0

0.5

1

T (◦C )

v A

(g) 75◦C /s

300500700
0

0.5

1

T (◦C )

v A

(h) 330◦C /s

Figure C.4: Austenite volume fraction (v A ) as the function of Temperature calculated from the dilatometry
data using the lever rule.
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D.1. SENSITIVITY CALCULATIONS
The design sensitivity calculation of the average cooling time constraint given in Eq. (6.35)
is as follows:

∂

∂ρe

[
1
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∑
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]
= 1
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(D.1)

Applying the quotient rule and subsequently, the product rule of derivatives on the
above equation will yield
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In above equation,
∂
[ li

l j
t̃n

]
∂ρe

and
∂
[ li

l j
rn

]
∂ρe

are important terms which need to be evalu-

ated. The sequential weight is independent of the design variable, thus, the design sen-

sitivity of the sequential weight is 0. The calculation of
∂
[ li

l j
t̃n

]
∂ρe

is done using Eq. (6.24).

In subsequent equations, the dependent variable parentheses are dropped to show the
calculation in a succinct manner. Applying the product rule and chain rule gives

∂
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]
∂ρe

=
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Eq. (6.19) and Eq. (6.20) are used to evaluate
∂

¯
H

∂
[ li

l j
Tn

] and
∂H̄

∂
[ li

l j
Tn

] . The derivative

operations are trivial, therefore, not presented here. However, The evaluation of the term

∂
[ li

l j
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]
∂ρe

is not trivial. Adjoint method is employed to calculate
∂
[ li

l j
Tn

]
∂ρe

. For this purpose,

let us introduce following representation for the nodal temperature

[ li
l j

Tn
]
(t ) := RT

n Tl j (t ) (D.4)

Here, Rn is the array of length equal to Tl j . The array Rn has entry 1 at the interested
degree of freedom, i.e. node n, and 0 elsewhere. Therefore, the Eq. (D.3) becomes
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Note,
[ li

l j
Hn

]= 0, if τl j−1 ≤ t < τhl j
+∆τli

l j
, therefore the contribution to the sensitivities

of the above integration in range τl j−1 ≤ t < τhl j
+∆τli

l j
will be 0.

Similar to
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,
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can also be represented in the integral form which in-

cludes
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term. To evaluate the design sensitivities of the weight term Eq. (6.25) is

used. Applying chain rule we get
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The term
∂
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]
∂
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] is trivial to calculate. To calculate the non-trivial term
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we

re-write the
[ li

l j
Tn

]
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Now, taking the design sensitivity of the above equation we get:
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Where, δ is the dirac delta function which is equal 1 at t = τhl j
+∆τli

l j
.
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Both the term
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The above equation can be rewritten as follows:
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The above equation can be condensed to following form:
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To calculate the total sensitivities, the sensitivities of the state equation with the La-

grange multiplierλl j (t ) given as follows can be added to Eq. (D.9).
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Eq. (D.9) becomes
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Since, we are free to choose λl j (t ) values, therefore, we choose λl j (t ) = 0, if τl j−1 ≤
t < τhl j
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. This will ensure no contribution to the sensitivities in the range τl j−1 ≤ t <
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will vanish. With these considerations and expanding the above equation will result in
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Ṫl j +λT

l j

∂Kl j

∂ρe
Tl j +λT

l j
Kl j

∂Tl j

∂ρe

]
d t

]
(D.12)

Now, applying the integration by parts for the termλT
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Since, we assume that theλl j (t ) = 0, for τl j−1 ≤ t < τhl j
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Substituting, the above term in Eq. (D.12) we get
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Now, collecting the contributions with term
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we get

∂t̃n

∂ρe
= ∑

j≥i

[∫ τl j

τl j−1

[{
li
l j
Bn RT

n − λ̇T
l j

Cl j +λT
l j

Kl j

}∂Tl j

∂ρe
+λT

l j

∂Cl j

∂ρe
Ṫl j +λT

l j

∂Kl j

∂ρe
Tl j

]
d t

]
(D.16)

The following set of adjoint equations can be solved to obtain the Lagrange multiplier
values such that the term in the brackets always vanishes.

Cl j λ̇l j −Kl jλl j = li
l j
Bn Rn (D.17)

Subsequently, the design sensitivity of t̃n is given as follows:

∂t̃n

∂ρe
= ∑

j≥i

[∫ τl j

τl j−1

[
λT

l j

∂Cl j

∂ρe
Ṫl j +λT

l j

∂Kl j

∂ρe
Tl j

]
d t

]
(D.18)
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