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Abstract
As we navigate physical (e.g., supermarket) and digital (e.g., social media) systems, we generate personal data about our 
behavior. Researchers and designers increasingly rely on this data and appeal to several approaches to collect it. One of 
these is data donation, which encourages people to voluntarily transfer their (personal) data collected by external parties 
to a specific cause. One of the central pillars of data donation is informed consent, meaning people should be adequately 
informed about what and how their data will be used. However, can we be adequately informed when it comes to donating 
our data when many times we don’t even know it is being collected and, even more so, what exactly is being collected? In 
this paper, we investigate how to foster (personal) data literacy and increase donors’ understanding of their data. We intro-
duce a Research through Design approach where we define a data donation journey in the context of speech records, data 
collected by Google Assistant. Based on the data donation experiences of 22 donors, we propose a data donation framework 
that understands and approaches data donation as an encompassing process with mutual benefit for donors and researchers. 
Our framework supports a donation process that dynamically and iteratively engages donors in exploring and understanding 
their data and invites them to (re)evaluate and (re)assess their participation. Through this process, donors increase their data 
literacy and are empowered to give meaningfully informed consent.

Keywords Data donation · Voice assistants · Personal data · Data literacy

1 Introduction

Most people interact daily with products and services that 
generate, collect, and (indefinitely) store data about them 
(e.g., digital platforms, and smartphones). Data are valuable 
for researchers and designers across several fields, including 

healthcare and well-being (e.g., Choe et al. (2018); Low 
et al. (2020)), design (e.g., Bogers et al. (2016); Gorkovenko 
et al. (2019)), ubiquitous computing (e.g., Bourgeois et al. 
(2014); Tolmie et al. (2016)), and artificial intelligence (e.g., 
Martelaro et al. (2021); Liao and Sundar (2021)), It offers 
insights distributed over time, new forms of participation, 
and perspectives to engage with and prompt reflection. For 
this reason, researchers and designers rely on different ways 
to collect data. Data donation is an emerging approach to 
data collection. It is a voluntary transaction of (personal) 
data (Skatova et al. 2014); where people donate their data to 
researchers or designers who will use it in a specific context 
(e.g., Gómez Ortega et al. (2022); Razi et al. (2022); Breuer 
et al. (2022); Cooper et al. (2022)).

One of the central pillars and key challenges of data 
donation is informed consent (Ohme and Araujo 2022; 
Bietz et al. 2019; Jones 2019; Strotbaum et al. 2019). To 
provide informed consent, a person must be adequately 
informed and have a clear understanding on what and how 
her data will be used (Neisse et al. 2016). Previous research 
argues that in the context of Big observed data—implicitly 

 * Alejandra Gomez Ortega 
 a.gomezortega@tudelft.nl

 Jacky Bourgeois 
 j.bourgeois@tudelft.nl

 Wiebke Toussaint Hutiri 
 w.toussaint@tudelft.nl

 Gerd Kortuem 
 g.w.kortuem@tudelft.nl

1 Faculty of Industrial Design Engineering, Delft University 
of Technology, Landbergstraat 15, Delft 2628 CE, 
The Netherlands

2 Faculty of Technology and Policy Management, Delft 
University of Technology, Jaffalaan 5, Delft 2628 BX, 
The Netherlands

http://orcid.org/0000-0002-7020-6800
http://crossmark.crossref.org/dialog/?doi=10.1007/s00146-023-01755-5&domain=pdf


 AI & SOCIETY

1 3

created as a byproduct of people’s actions (U.S. Chambers 
2014; Bowyer et al. 2022), it is difficult for people to be 
adequately informed (O’Connor et al. 2017; Neisse et al. 
2016; Andreotta et al. 2021).

One scenario that illustrates this difficulty is speech 
records: data collected and stored by voice assistants 
(e.g., Google Assistant, Siri, and Alexa). Speech records 
are observed data generated in the background of the (un)
intended interactions between people and their devices. 
Voice assistants are always listening and activate when users 
use the wake word, “OK Google", “Hey Siri", or “Alexa". 
Afterward, they process, respond to the user’s query, and 
store a speech record; containing a timestamp, transcript, 
and audio recording.1 Previous research demonstrates that 
most voice assistant users have an incomplete understanding 
of how speech records are collected, stored, and processed 
(Lau et al. 2018; Pins et al. 2021), as well as the security and 
privacy implications (Chalhoub et al. 2021; Malkin et al. 
2019). Hence, their understanding of the information and 
infrastructure behind speech records prevents them to be 
adequately informed when pondering whether to donate (or 
share) them with researchers.

In this paper, we introduce a data donation case study 
where we investigate how to foster (personal) data literacy 
and increase donors’ understanding of their data. Our case 
study is grounded in the context of speech records, which 
are increasingly used by researchers (e.g., Pins et al. (2021); 
Bentley et al. (2018); Malkin et al. (2019)) and where sup-
porting better-informed decisions is crucial. We hypoth-
esize that fostering a better understanding of the data (i.e., 
increased (personal) data literacy) enables data donors to be 
adequately informed about and (re)evaluate their participa-
tion and yields a return of value for them. Specifically, we 
investigate the following research questions: 

 RQ1. How do donors describe their (personal) data literacy 
throughout the data donation process?

 RQ2. What do donors perceive as the value they gained 
through data donation?

To address our research questions, we adopt a Research 
through Design (RtD) approach (Zimmerman et al. 2007; 
Giaccardi and Stappers 2017). We defined, designed, and 
developed a data donation journey providing a fully func-
tional embodiment of data donation mediated by a digital 
platform. Throughout the journey, 22 Google Assistant users 
(i.e., donors) donated their speech records. They reflected 
on their understanding of the data and their data donation 

experience via short questionnaires and semi-structured 
interviews, which we analyzed through reflexive thematic 
analysis (Braun and Clarke 2006, 2013). Our findings indi-
cate that supporting an incremental understanding of the 
data enables donors to be adequately informed. Additionally, 
the knowledge and empowerment derived from the increased 
understanding of the data and how it relates to and reflects 
a person’s behavior are perceived as valuable.

We offer our recommendations in the form of a frame-
work that conceives data donation as an integral process 
around voluntary transactions of data (as opposed to an 
instance where the transactions occur). We propose to situate 
informed consent in a broader set of activities before, during, 
and after the voluntary transactions of data. Data donors, as 
active participants, dynamically and iteratively engage in 
exploring and understanding their data and are invited to 
(re)evaluate and (re)assess their participation.

2  Background

2.1  Data donation

Data donation is an approach to data collection where people 
contribute to research by voluntarily sharing their personal 
data. It is defined by Skatova and Goulding (Skatova and 
Goulding 2019) as the act of a person actively consenting 
to donate, or transfer, their personal data to a specific cause 
(e.g., a scientific research project). Researchers across sev-
eral fields, including philosophy of technology, healthcare, 
data journalism, design, and human-computer interaction, 
have engaged with the concept of data donation both concep-
tually and empirically. Conceptually, research has focused on 
understanding the characteristics of data donation as a trans-
action (e.g., Prainsack 2019a; Hummel et al. 2019) and iden-
tifying best practices for ethical data donation (e.g., Bietz 
et al. 2019; Krutzinna et al. 2019; Ohme and Araujo 2022). 
These include ensuring that: (1) data donors are adequately 
informed regarding their participation (Ohme and Araujo 
2022; Bietz et al. 2019; Jones 2019; Strotbaum et al. 2019) 
and (2) the relationship between data donors and receivers 
is not ‘starkly unbalanced’ (Prainsack 2019a); meaning data 
donors should derive value from engaging in data donation 
(Prainsack 2019a; Hummel et al. 2019; Bietz et al. 2019).

Empirically, research has focused on understanding 
donors’ motivations (e.g., Skatova and Goulding 2019; 
Skatova et al. 2014; Diethei and Niess 2021) and (privacy) 
concerns (e.g., Rudnicka et al. 2019; Maus et al. 2020) and 
approaching, or developing ways to approach, (personal) 
data collection through data donation (e.g., Gómez Ortega 
et al. 2022; Razi et al. 2022; Breuer et al. 2022; Cooper et al. 
2022). Broadly, previous research has relied on two ways for 
people to donate their data: 

1 In response to the European General Data Protection Regulation 
(GDPR) as of 2020, voice assistants only store the audio recordings if 
the user has opted in.



AI & SOCIETY 

1 3

1. By installing a mobile app (e.g., Robert Koch Institut 
2020) or web plug-in (e.g., Breuer et al. 2022; Malkin 
et al. 2019) that integrates with a third-party application 
and collects the data.

2. By requesting and downloading a copy of the data from 
a third-party application and uploading it to a dedicated 
platform (e.g., Gómez Ortega et al. 2022; Razi et al. 
2022; Pins et al. 2021; Cooper et al. 2022).

In the second approach, individuals obtain (a copy of) their 
personal data and (re)use it (e.g., to contribute to scientific 
research). It is enabled by recent changes in privacy reg-
ulations, such as the General Data Protection Regulation 
(GDPR) (GDPR 2018) in Europe that proposes the rights to 
access and data portability.

Breuer et al. (2022) compared the two ways to donate 
personal data in the context of Facebook logs. They argue 
that it is possible to obtain informed consent from donors 
in both ways and the second one offers higher transparency 
to donors; who can “see exactly what types of data they 
will share with the researchers”. Yet, this argument fails 
to consider (1) donors’ general (and limited) understand-
ing of their data at the time of informed consent and (2) 
the practicalities of obtaining a copy of the data, which are 
not trivial. First, whether donors authorize integration with 
a third-party application or upload a copy of their data, 
being adequately informed entails understanding the con-
tent of the data and its (privacy) implications. It is often 
not the case (see Sect. 2.2), especially when it comes to 
observed data, already collected through data donation, such 
as speech records (Malkin et al. 2019; Pins et al. 2021), 
sensor data from fitness trackers (Cooper et al. 2022; Rob-
ert Koch Institut 2020), and Facebook (Breuer et al. 2022) 
or Instagram (Razi et al. 2022) logs. Previous research has 
partially addressed this challenge; for instance, in the con-
text of menstrual tracking logs, Gómez Ortega et al. (2022) 
developed a tool for donors to explore and visualize their 
data after providing informed consent and manually delete 
it if necessary. Yet, at the time of informed consent, often 
prior to and independent of the data donation (e.g., Razi 
et al. 2022; Robert Koch Institut 2020; Breuer et al. 2022; 
Malkin et al. 2019), the content of the data remains obscure 
and abstract. Second, arguing that uploading a copy of the 
data offers higher transparency assumes donors can obtain 
information from it. Bowyer et al. (2022) conducted a study 
inviting 11 people to obtain a copy of their data from differ-
ent organizations; they found that in most cases people were 
left ‘in the dark’ with files that were hard to understand and 
make sense of. Alizadeh et al. (2019) conducted a similar 
study and concluded that people require support in under-
standing and making sense of the files and the data. Hence, 
donors might be able to see the files of data they will share 
with the researchers but might not adequately understand the 

(personal and sensitive) information they contain (and that 
they are giving away).

Concluding: When collecting (personal) data through 
data donation it is fundamental to ensure that (1) data donors 
are adequately informed regarding their participation and (2) 
data donors derive value from engaging in data donation. 
Due to the nature of the data, most donors are not necessar-
ily adequately informed regarding its content and (privacy) 
implications at the time of informed consent. We address 
this challenge by proposing a data donation journey cen-
tered around fostering (personal) data literacy. In doing so, 
we approach informed consent as a dynamic process and 
invite donors to (re)evaluate their participation as they better 
understand the content of the data. Furthermore, we hypoth-
esize that a better understanding (i.e., increased (personal) 
data literacy) yields a return of value for donors.

2.2  Supporting personal data literacy

Data literacy is broadly related to the ability to understand 
the information that can be obtained from data (Wolff et al. 
2017). It is often associated with a more or less specialized 
skill set according to a person’s role and needs (Wolff et al. 
2017; Clegg et al. 2020). For instance, a data scientist, a high 
school student, and a person interacting with digital tech-
nologies engage with data with different objectives and in 
distinct situations; they each require specific skills. We focus 
on the necessary skills of a person interacting with digital 
technologies that collect (personal) data2. In this context, 
data literacy has centered on inviting people to understand 
and question how data fits into their lives (Gray et al. 2018; 
Pins et al. 2021). For instance, Gray et al. (2018) propose 
the concept of ‘data infrastructure literacy’ as the ability to 
account for, intervene around and participate in the wider 
socio-technical infrastructures through which data is created, 
stored and analysed.

Previous research demonstrates that most people need 
support to develop personal data literacy because (1) they 
are unaware of their rights concerning personal data man-
agement (Van den Berg and Van der Hof 2012; Bowyer 
et  al. 2022) and (2) it involves data-intensive activities 
such as data exploration, interpretation, and sense-making 
(Pins et al. 2021; Kurze et al. 2020; Jakobi et al. 2018). 
Researchers from the fields of (usable) privacy (e.g., Jakobi 
et al. 2018; Tolmie et al. 2016; Kwon et al. 2018) and data 
visualization (e.g., Kurze et al. 2020; Pins et al. 2021; Pu 
et al. 2021) have explored several ways to support people in 
becoming aware of and understanding data collection and 
processing. For instance, Tolmie et al. (2016) developed a 

2 Defined in the GDPR as information related to an identified or 
identifiable person (GDPR 2018).
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prototype that supported the legibility of sensor data (e.g., 
temperature, humidity, motion) collected at home and 
invited people to interpret and account for the data. They 
argue for supporting interpretation and ‘articulation work’ to 
foster personal data legibility. These activities involve vari-
ous orders of reasoning (e.g., place, time, people, practices, 
and events) and lead to relating data to specific events and 
reflecting through data. Similarly, Pins et al. (2021) devel-
oped a prototype that supported the exploration of voice 
assistant data (e.g., speech records) and invited people to 
interact with it. They provide design recommendations to 
foster awareness and support (personal) data literacy, includ-
ing: (1) support right from the start (e.g., guiding people in 
obtaining a copy of the data), (2) support to structure the 
data into categories, (3) reconstruct the context, (4) draw 
attention to unintended interactions, (5) tell users how the 
vendors (might) see them, and (6) disclose the communica-
tions between devices and services (e.g., third-party services 
and applications).

Concluding: We approach (personal) data literacy in 
terms of the necessary understanding that a person must 
have to make adequately informed decisions about their 
data. We build upon the work and recommendations by Pins 
et al. (2021) and Tolmie et al. (2016) to propose a data dona-
tion journey centered around fostering (personal) data lit-
eracy. Specifically, we focus on supporting data exploration 
and understanding (e.g., cleaning, structuring, visualizing) 
as well as interpretation and articulation (e.g., reconstructing 
the context of the data).

2.3  Voice assistants

Voice assistants are routinely used by millions of people 
around the world as part of their daily and social lives (Pins 
et al. 2021). It is reported that in 2022 Google Assistant 
and Apple’s Siri are each used by over 500 million people 
worldwide, while Amazon’s Alexa is used by over 100 mil-
lion people worldwide3. Users of voice assistants integrate 
these devices into various tasks and activities throughout the 
day, including managing smart appliances, getting ready for 
bed, and cooking (Bentley et al. 2018; Sciuto et al. 2018). 
Every time a user interacts with a voice assistant (e.g., ‘OK 
Google, what is the weather like?’), the device generates 
and stores a speech record. Speech records correspond to 
observed data (U.S. Chambers 2014; Bowyer et al. 2022) as 
they are indirectly collected in the background of the (un)
intended interactions between people and their always-on 
devices (Pins et al. 2021; Malkin et al. 2019). They con-
tain (1) timestamp describing when the interaction occurs 

(date and time); (2) transcript describing the content of the 
interaction (what); and (3) audio recording describing who 
initiated the interaction and how (e.g., loud or quiet environ-
ment). Thus, speech records allow for a detailed picture of 
voice assistant users and their routine activities (Pins et al. 
2021).

Previous research suggests that most voice assistant users 
have an incomplete understanding of how speech records 
are collected, stored, and processed (Lau et al. 2018; Pins 
et al. 2021), as well as the security and privacy implica-
tions (Chalhoub et al. 2021; Malkin et al. 2019). Bentley 
et al. (2018) collected speech records via Mechanical Turk 
from 88 users (Google Assistant), they concluded that users 
interact with these devices approximately between 2 and 18 
times per day, with an average of 4.1 times per day. Hence, 
it is difficult for voice assistant users to be aware of what 
information is stored on their speech records, especially 
over time. Similarly, Pins et al. (2021) argue that it is dif-
ficult for voice assistant users to understand the extent of 
data collection and processing by the system or vendor; as 
these are introduced through vague and unclear terms of use 
statements and privacy policies. They developed a prototype 
to support exploration where 11 users (Alexa and Google 
Assistant) uploaded a copy of their speech records. Moreo-
ver, Malkin et al. (2019) developed a browser extension to 
retrieve speech records from 116 users (Alexa and Google 
Assistant); they used individual speech records as survey 
prompts and found that almost half of the users (51.7 %) did 
not know their speech records were permanently stored and 
the majority (56.0 %) did not know they could review their 
past speech records.

Concluding: Broadly, users are hardly informed about the 
data collection practices of voice assistants and the nuances 
of information collected and stored in every speech record. 
Yet, speech records are collected and used for research 
activities (e.g., Pins et al. 2021; Malkin et al. 2019; Bentley 
et al. 2018). Hence, speech records are a relevant context 
where (1) data is already being requested and shared and (2) 
most people are not adequately informed when consenting 
to share their data.

3  Methodology

In this paper, we investigate how to foster (personal) data 
literacy and increase donors’ understanding of their data 
through data donation. In doing so, we aimed to enable data 
donors to (1) be adequately informed about and (re)evaluate 
their participation, and (2) derive value from engaging in 
data donation. In particular, we sought to understand: 

 RQ1. How do donors describe their (personal) data literacy 
throughout data donation?

3 Voice assistant users worldwide, from smartspeakersglobalmarket-
report (accessed in September 2022).
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 RQ2. What do donors perceive as the value gained through 
data donation?

To address these research questions, we adopted a Research 
through Design (RtD) approach (Fig. 1) (Zimmerman et al. 
2007; Giaccardi and Stappers 2017). We defined, designed, 
and developed a data donation journey (Sect. 3.1) and plat-
form (Sect. 3.2) to collect speech records generated by 
Google Assistant—a context where most people are not ade-
quately informed, yet, data is being requested and used for 
research. 22 Google Assistant users (i.e., donors) (Sect. 3.3) 
donated their speech records and reflected on their under-
standing of the data and their data donation experience via 
short questionnaires and semi-structured interviews that we 
analyze using reflexive thematic analysis (Sect. 3.4). Our 
institution’s Human Research Ethics Committee and Privacy 
Team reviewed and approved these activities.

3.1  Data donation journey

The data donation journey (Fig. 1) aimed to provide a con-
crete embodiment of data donation, mediated by a plat-
form, grounded in the theoretical principles proposed by 
Gómez Ortega et al. (2022). Specifically awareness, as an 
opportunity to foster (personal) data literacy and increase 
donors’ understanding of their data. We approached data 
donation by inviting potential donors to request and down-
load a copy of their data from a third-party application 
and upload it to a dedicated platform, similar to previous 
research (Gómez Ortega et al. 2022; Razi et al. 2022; Pins 
et al. 2021; Cooper et al. 2022). Throughout the journey, we 
incorporated the recommendations by Pins et al. (2021) and 
Tolmie et al. (2016) by setting a space to support interpreta-
tion and articulation of the donated data; and we established 
explicit instances for donors to (re)evaluate their choices. In 
doing so, we embodied data donation (and informed con-
sent) as an encompassing process (i.e., data donation jour-
ney) as opposed to an instance (i.e., when a person donates 
her data).

3.1.1  Downloading the data

The first step in the data donation journey was for donors 
to download a copy of their data from Google. Here, we 
aimed to foster (personal) data literacy by highlighting that 
(1) speech records are collected and stored by Google and 
(2) users can obtain a copy of their speech records (and other 
data). Following the recommendation by Pins et al. (2021) of 
“supporting right from the start” we provided detailed visual 
instructions describing the process. Donors were required to: 

(1) visit takeout.google.com4 and log in with their Google 
credentials;

(2) select the type (i.e., speech records), format (i.e., JSON, 
and MPEG) and size of the data to export;

(3) wait ‘a long time (possibly hours or days)’5 for the 
export to complete; and (4) receive an email with a ZIP 
file containing their speech records. Here, it is impor-
tant to note that donors receive via email a ZIP file 
containing a JSON file listing all speech records and 
several MP3 files (one per speech record). As described 
by previous research (e.g., Bowyer et al. 2022; Ali-
zadeh et al. 2019) these files and formats are hard to 
understand for most people.

3.1.2  Uploading the data

After receiving an email containing a copy of their speech 
records, donors could upload their ZIP file to the data dona-
tion platform. When uploading their data to the platform, 
donors could find information about the research project 
(i.e., project goals and activities) and team (i.e., names, 
affiliations, and contact information of the researchers) and 
detailed visuals describing the data management and storage. 

Fig. 1  Research activities and 
data donation journey

4 Google Takeout Page: takeout.google.com.
5 Once people complete the Google Takeout process they see the fol-
lowing message: “Google is creating a copy of files from My Activ-
ity. This process can take a long time (possibly hours or days) to com-
plete. You’ll receive an email when your export is done."
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With this activity, we aimed to (1) adequately inform donors 
about our research goals and activities and (2) support them 
in (re)evaluating their participation. When uploading the 
data, donors provide informed consent to participate in the 
research. But they have not (yet) consented to donate (trans-
fer) their speech records to the researchers. Hence, data is 
uploaded and stored in the platform, but researchers do not 
have access to it until donors have explored it and explicitly 
(re)evaluated their decision. Additionally, in this step, we 
collected data on donors’ initial understanding of Google’s 
data collection and storage practices via a short question-
naire. We invited donors to answer the following questions6: 

 Q1. Did you know that Google collects and stores your 
speech records?

 Q2. Did you know that you could download a copy of your 
Google Assistant speech records?

 Q3. What information do you think is in your speech 
records?

Answers from this questionnaire served as a baseline to 
determine donors’ initial awareness with respect to that of 
participants in previous studies (e.g., Lau et al. 2018; Malkin 
et al. 2019; Chalhoub et al. 2021).

3.1.3  Exploring, understanding, and donating the data

After uploading their data, donors were invited to explore 
it, understand it, and (re)evaluate their participation. Here, 
donors could assess whether and what data to donate (trans-
fer) to the researchers. With this activity, we aimed to foster 
(personal) data literacy by enabling donors to delve into the 
(1) content (2) dimensions (i.e., timestamp, transcript, audio 
recording), (3) amount, and (4) temporal distribution of the 
uploaded speech records.

To support and enable exploration, we build upon the 
data visualization prototype developed by Pins et al. (2021), 
who visualize speech records as points on a graph arranged 
by time to help people reason about it. We augment their 

prototype by allowing donors to listen to their audio record-
ings when hovering at a point, in addition to reading the 
transcripts and timestamps. Hence, donors could visualize 
(and listen to) an overview of their speech records over time 
through an interactive graph where each point represents an 
interaction with the Google Assistant (Fig. 2). In the graph, 
the x-axis represents the time of the day and the y-axis rep-
resents the date. When donors hover over a point, they can 
listen to the audio recording and read the transcript and the 
exact date and time of the interaction. Together with the 
visualization, donors could see the following message: “we 
invite you to explore (and listen to!) your data by hovering 
over the dots, each dot represents an interaction with your 
voice assistant.”

After exploring their data, donors were invited to (re)
evaluate their participation by choosing to: (1) withdraw 
from participating and delete all their speech records from 
the platform; (2) consent to donate (transfer) all their speech 
records to the researchers, who immediately gain access 
to it; (3) remove specific speech records (e.g., single data 
point, all data from a given time) from the platform and 
consent to donate (transfer) the remaining speech records to 
the researchers. If donors consented to donate their speech 
records, we invited them to provide their demographics 
(i.e., self-described gender, age), location (i.e., city), and 
information about their Google Assistant (i.e., device type, 
language). Additionally, in this step, we collected data on 
donors’ understanding (after the exploration) of their speech 
records via a short questionnaire. We invited donors to 
answer the following questions:7

 Q1. To what extent do you agree with the following state-
ments? 

(a) Seeing my data is helpful for understanding how 
much data my assistant collects

(b) Seeing my data is helpful for understanding what 
types of data my assistant collects

Fig. 2  Example of interactive 
graph where potential donors 
can explore an overview of their 
speech records over time

7 Answers to Q4 are 5-Point Likert scale from strongly disagree to 
strongly agree, answers to Q5 are open.6 Answers to Q1, Q2 are Yes/No, answers to Q3 are open.
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(c) Seeing my data is helpful for understanding how 
long my assistant has been collecting data

(d) Seeing my data is helpful for deciding whether to 
donate them

 Q2. What did you learn from seeing your data in this way?

Answers from this questionnaire served to determine donors’ 
understanding of their data after the exploration and their 
perceptions regarding the usefulness of the visualization.

3.1.4  Reconstructing the context of the data

The last step in the data donation journey was for donors to 
reconstruct the context of their data. This step is informed 
by previous literature pointing out a need to support con-
textualization, interpretation, and articulation (e.g., Tolmie 
et al. 2016; Pins et al. 2021; Gómez Ortega et al. 2022). 
Participation in this step was voluntary, and only donors 
who opted in were invited to participate. Here, we aimed to 
foster (personal) data literacy by facilitating donors’ explora-
tion and interpretation of their speech records. To support 
exploration and interpretation, we developed a personal data 
canvas following the recommendations by Pins et al. (2021) 
for voice assistants’ data literacy: (1) “drawing attention to 
unintended interactions”, (2) “supporting to structure the 
data into categories”, and (3) “telling users how the vendors 
(might) see them”.

The personal data canvas introduces speech records as 
single and multiple interactions. First, (Fig. 3a), we focused 
on introducing the dimensions of the data (i.e., timestamp, 
transcript, audio recording) through single interactions 
and “drawing attention to unintended interactions”. Sec-
ond, (Fig. 3b), we focused on introducing multiple inter-
actions through a data visualization. In doing so, we sup-
ported donors to “structure the data into categories”, and 
broadly “told users how Google (might) see them”. In the 

visualization (Fig. 3b), we focused on conveying the infor-
mation from the timestamps and transcripts of multiple 
interactions. Specifically, we identified common interac-
tions for each dataset and grouped them into categories 
(e.g., weather, music, time). We visualized the distribution 
of these categories throughout the dataset with a bar graph 
(Fig. 3b(1) ), and we represented each category with a dif-
ferent color throughout the visualization. Additionally, we 
presented the number of (daily) interactions for each cat-
egory per hour of the day and day of the week with a heat 
map (Fig. 3b(2) ) where we focused on the 16 h of the day 
with more interactions, the start and end times vary by the 
donor. Similarly, we used a heat map to present the number 
of interactions of each category per hour of the day during 
the weekdays (Monday through Friday) and weekends (Sat-
urday and Sunday) (Fig. 3b(3) ). Finally, we presented a word 
cloud (Fig. 3b(4) ) with the most frequent words grouped and 
color-coded by category, and additional images were visu-
ally representing some of the terms. We added the images to 
make the interactions more prominent and easier to explore.

We used the personal data canvas as a prompt during 
semi-structured interviews where we supported donors in 
exploring the data, reflecting on their behavior (as cap-
tured by the data), and identifying patterns and potential 
inferences. This approach has been successful in previous 
research (e.g., Bogers et al. 2016; Bourgeois et al. 2014; 
Kurze et al. 2020; Malkin et al. 2019). From the interviews, 
we collected qualitative data on donors’ understanding 
of their speech records and overall data donation experi-
ence. The interviews revolved around three stages. First, we 
invited donors to describe their data donation experience 
(up to that point, downloading, uploading, and exploring, 
understanding, and donating the data) and whether they 
considered removing points from their donation. Second, 
we introduced the personal data canvas and explored the 
different attributes of the data in terms of sharing and sen-
sitivity. Here, we supported donors to lead and articulate 

Fig. 3  Example of a personal 
data canvas. Shown with per-
mission of the donor
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the interpretation and contextualization of their data. Third, 
we invited donors to describe any feelings or emotions that 
emerged throughout the data donation experience (compris-
ing the interview) and discuss their perspectives on the value 
gained. We phrased value gain in terms of getting some-
thing out of the experience or wishing something for a future 
experience8. During the interview, we reminded donors of 
the possibility of (re)evaluating their participation and with-
drawing their donation.

3.2  Data donation platform

We designed and developed a digital (web) platform9 for 
people to donate their speech records to our research. Exist-
ing platforms, such as Open Humans10, allow the sharing 
of data collected by third parties but these do not yet allow 
the exploration and granular selection of specific types (and 
points) of data to share, which was critical to foster (per-
sonal) data literacy, increase donors’ understanding of their 
data, and support donors in (re)evaluating their participation 
and setting boundaries. On the platform, donors could find 
information about the research project (i.e., project goals 
and activities) and team (i.e., names, affiliation, and contact 
information of the researchers) and detailed visual instruc-
tions describing the process of downloading a copy of their 
data and the data donation journey. In addition, they could 
explore their data as described above (Sect. 3.1.4) and (re)
define the terms and boundaries of their participation (e.g., 
whether and what data to donate, whether to participate in 
reconstructing the context of the data, delete all data). Once 
donors upload their data into the platform, it is stored on 
a database that is only accessible to them (and the system 
administrator). If they consent to donating their data, it 
becomes accessible to the researchers. At all times, donors 
can revoke their consent (i.e., data is no longer accessible to 
the researchers) and delete their data from the platform (i.e., 
data is no longer stored on a database).

The platform has three open source components that 
manage (1) the user profiles and authentication, (2) the data 
storage and sharing, and (3) the donation process. The first 
two were implemented using TypeScript, and the third was 
implemented using the Python web framework Django. Data 
was passed between system components using web APIs.

3.3  Participants: data donors

Between April and June of 2022, we reached out to Google 
Assistant users worldwide (e.g., Assistant App, Google 
Home, Google Nest) and invited them to participate in our 
research by donating and reconstructing the context of their 
data. For this, we used a combination of convenience and 
snowball sampling. We advertised our research by periodi-
cally posting on our personal social media (e.g., Twitter, 
LinkedIn), existing online communities (e.g., subreddit r/
googleassistant, local mailing lists and newsletters), post-
ing flyers in local cafes and universities, and advertising our 
research at community events.

Twenty-two donors, aged 21–58 years (mean = 30.8, 
median = 38), 1 identified as non-binary, 7 identified as 
female, and 15 identified as male, positively responded 
to our call by donating their data. Donors were primarily 
located in the Netherlands (54%), with some based in other 
countries, including Germany, Italy, Colombia, and Argen-
tina. Obtaining a copy of the speech records, enabled by 
the GDPR, was also possible for donors outside the EU11. 
17 donors (5 identified as female and 12 as male) agreed to 
participate in a follow-up data exploration interview. The 
first author conducted the interviews in English between 
June and July 2022. Interviews lasted between 35 and 55 
minutes; 5 took place in person and 12 via Zoom. The per-
sonal data canvas was presented as two slides on a screen; 
if the interviews were in person, the visualization (Fig. 3b) 
was also printed on A3 paper. We conducted one interview 
with the two members of a household who share a device 
( D9

a,b ), the remaining 16 interviews were one-on-one as 
most donors were single-users of their Google Assistant. 
The interviews were audio recorded and transcribed. The 
first author made an initial transcript using MS Office 365, 
then manually reviewed and edited it.

3.4  Data analysis

Throughout the data donation journey, we collected the 
following data: (1) speech records, (2) demographics, (3) 
answers to questionnaires (Q1–Q5), and (5) interview tran-
scripts. Our analysis primarily focuses on the answers to 
the questionnaires (Q1–Q5) and interview transcripts. The 
answers to the closed questions (Q1, Q2, Q4) are used to 
illustrate donors’ understanding of their data at different 
points of the data donation journey. The answers to the open 
questions (Q3 and Q5) are combined with the interview 

11 The GDPR applies to the population of the European Union. Yet, 
in practice, the right to data portability is available worldwide, since 
international companies rarely limit it by geography (Bowyer et  al. 
2022).

8 Example of questions: What did you get out of this experience? 
What would you like from a data donation experience in the future?
9 Data donation platform and open-source code can be accessed at: 
https:// datad onati on. ide. tudel ft. nl/
10 Open Humans: https:// www. openh umans. org/.

https://datadonation.ide.tudelf.nl/
http://www.openhumans.org/
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data, and analyzed by the first two authors using reflexive 
thematic analysis (Braun and Clarke 2006, 2013), within a 
constructionist framework. Both authors independently read 
through the transcripts to familiarize themselves with the 
data and coded the entire dataset using ATLAS.ti. Through 
this process, we aimed to capture all the aspects of the data 
relevant to the data donation experience and the perceived 
value gained. Both authors independently reviewed the 
codes and subsequently discussed and grouped them into 
tentative themes. The first author iteratively reviewed and 
refined the themes.

4  Results

In this section, we first describe the themes illustrating 
donors depictions of their (personal) data literacy and per-
ceived value gain throughout the data donation journey. 
Then we introduce donors’ perspectives on their data dona-
tion experience and illustrate some of the difficulties they 
encountered as well as our shortcomings (Sect. 4.5).

4.1  Getting my data

Donors gained awareness of Google’s data collection prac-
tices and the possibility of obtaining a copy of their data. 
Over half of the donors (12 out of 22) indicated not knowing 
it was possible to obtain a copy of their data (Q2). “I didn’t 
know, when I saw in the beginning like the instructions about 
how to download this data. It was the first time for me, and 
actually, it was very interesting” (D16). For them, reading 
the call to donate and the instructions on how do donate was 
a way to discover their rights and with them new ways of 
engaging with their personal data. Additionally, throughout 
the download process, data went from an abstract entity to a 
nearly tangible (and material) one that is available and can 
be explored digitally, seen, read through, and listened to. 
Data is there, stored somewhere, and accessible (to donors 
and others).

4.1.1  Data literacy

Donors’ (personal) data literacy increases by understanding 
how to intervene and participate in Google’s data collection 
practices and becoming familiar with their individual (data) 
rights (e.g., right to data portability). This understanding 
extends beyond the context and scope of our research, as 
described by D9

b
.

“What I found the most interesting was, while I was 
downloading the data, to see how organized it was. 
We were only following instructions, so we deselected 
everything and then we uploaded just the voice com-

mands. But I was genuinely excited to see that I could 
look up my YouTube history, my Google searches, my 
Google Maps. Everything is in a specific folder, so I 
think this research empowers you to look stuff up that 
you otherwise wouldn’t look for” ( D9

b
)

It illustrates how all kinds of (personal) data are stored in 
structured databases and how these are searchable and acces-
sible upon request. Hence, it presents the opportunity for 
donors to access and explore data from other Google ser-
vices (e.g., browsing history, location) and other data holders 
(e.g., Spotify, Twitter) if only out of curiosity.

4.1.2  Value gain

Donors engage differently with their (personal) data; an 
abstract concept that gained clarity and materiality. Speech 
records are opaquely generated as a product of the (many) 
interactions between people and their voice assistants and 
are stored “somewhere in a cloud” (D19). They became 
available and inspectable through the act of ‘obtaining a 
copy’. Moreover, speech records became something donors 
have, own, control.

“Can you say that you own a dataset or that the data 
about your life is yours if you are not really capable 
of using it, or donating it, or doing anything about it? 
Because, I feel like that data [the speech records] is 
Google’s data. I mean, if I don’t have a server, if I don’t 
have the technical ability, if I never use it in my daily 
life, is that data mine? It’s about me, but I don’t really 
feel it is mine. Thanks to this project, we kind of gain 
ownership over that. If I’m a passive agent, I feel like it 
is about me, but if I’m an active agent it is mine” ( D9

a
)

D9
a
 articulates the difference between data being about her 

and hers. Through data donation donors gained ownership 
of data that is about them; and became theirs. Here owner-
ship is not limited to having a copy of the data. It extends to 
actively being able to control, guard, and use it; for example, 
by deciding to donate it. Nonetheless, having is important. 
It means donors can (re)use the data as they wish; although 
donors acknowledge this process is not straightforward and 
it requires technical skills and resources.

4.2  Exploring leads to knowing

Through inspecting and exploring the data donors become 
aware of “how much information is stored and the kind of 
information that is stored” (D14); and how data relates to 
themselves and their interactions with Google Assistant. 
Exploration led to the paradoxical realization that inter-
actions are recorded and become data, paradoxical given 
that most donors (17/22) indicated being aware that Google 
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collects and stores their speech records when answering to 
(Q1). It underlines the gap between using a device knowing 
that it collects and stores (personal) data and knowing how 
data looks, sounds, and feels like.

“I don’t know how to describe it. But one thing for me 
is like to use it [Google Assistant] and the other thing 
is like listening to my voice now. By listening to it, you 
become aware of the fact that this is recorded and was 
stored somewhere by Google, and it makes you feel a 
bit unsettled” (D5).

4.2.1  Data Literacy

Donors’ (personal) data literacy increases by realizing that 
the interactions with Google resulted in data points, indefi-
nitely stored “Google records all this information for, I don’t 
know how long” (D18). This realization was described as 
surprising (D2,D14,D17,D21), crazy (D14), and creepy 
(D1, D19). Especially considering the observed nature of 
speech records, collected implicitly and in the background 
of all interactions donors have with their Google Assistant. 
It is nearly impossible for a person to keep track of every 
interaction over time, “I cannot remember what kind of stu-
pid things I’ve said to Google” (D18); hence knowing how 
data looks, sounds, and feels like can lead to uncomfortable 
feelings, “Google feels like a stalker” (D19), and emotions.

“I remember when I downloaded it, I hadn’t made a 
Google takeout before. I did not know that they stored 
all this data. And like all the data that is there, that for 
me was a moment of real emotional response like oh, 
OK” (D21)

The data visualization supported donors in knowing how 
data looks, sounds and feels like. In addition, it helped most 
donors grasp how much data was collected, what types of 
data were collected, and for how long (Fig. 4). Further, it 
enabled donors to identify behavioral patterns in their data, 
”there are patterns on the time of the day when I’m using 
the assistant, which reflect, somehow, my routine (D22). In 
this way, donors gained awareness of data being personal; 
related to themselves and their behavior and reflecting spe-
cific aspects about themselves and their behavior.

4.2.2  Value gain

The gained awareness and familiarity, often described as 
knowledge and (increased) understanding, were perceived 
as valuable takeaways from participating in the data dona-
tion journey. These led to a (better) informed opinion on 
the data and how it relates to themselves and others.

“What I took out of this experience is knowledge. It’s 
knowledge about what Google collect[s], the fact that 
you can download the data, listening to ourselves, it 
was exciting. And then, having an informed opinion 
about [data]. Before I had like a fear, and now I have 
an informed opinion, or at least semi informed” ( D9

a
)

Donors appreciated how data donation enabled them to look 
‘behind the curtain’ and gain knowledge into how Google 
‘sees’ them and how it works; what it listens to, “listening to 
it, it’s like oh OK, it was recorded” (D5); what gets recorded, 
even when it should not, “it was a personal conversation, 
I was not aware that [it] was being recorded” (D14); what 
it does (and does not) understand, “the transcripts are not 
always the things that I said” (D18); and how much and how 
often it collects and stores data, “I could realize how much 
information is on my phone, about me” (D16).

4.3  Knowingly giving away my data 
and contributing to research

In addition to supporting donors’ understanding and explo-
ration of their data, the data visualization enabled them to 
be aware of what exactly they were ‘giving away’ to our 
research, “it is interesting to hear the recordings because 
you get a sense that there is a level of control of what 
you’re giving away” ( D9

b
 ). Here, data became a way for 

donors to participate in and support research activities; 
informed and enabled by increased (personal) data literacy.

“We were able to listen to the recordings and it’s very 
intimate, but it kind of gave me peace of mind because 
at the end of the day, what is there is not what I value 
the most when I think about my privacy” ( D9

a
)

Fig. 4  Responses to (Q4), indi-
cating donors perceptions of the 
data exploration tool
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4.3.1  Data literacy

Donors’ (personal) data literacy enables them to be aware 
of the information donated (or transferred) to researchers. 
This awareness, invites them to reflect on (and (re)evaluate, 
if necessary) their privacy boundaries. We aimed to further 
support donors define their boundaries and control what 
they were ‘giving away’ by enabling them to remove specific 
points from their donation. Yet, most of the donors (21/22) 
decided not to remove any points, “I didn’t find anything 
that was recorded that I thought well, no, no, I don’t want to 
share it” (D10). This was primarily motivated by how most 
data points corresponded to simple and mundane interac-
tions (e.g., ‘OK Google, what time is it?’, ‘OK Google, set 
an alarm’), “when I looked at the data, it was really, like, 
‘How is the weather’, so, I did not see anything that I would 
have needed to remove” (D2).

4.3.2  Value gain

Through the data donation journey donors knowingly and 
actively contributed to our research. Donors expressed hav-
ing high regard for scientific research and considered our 
research a good cause, “when I donate, also money I wanted 
to go for a good cause. And I’m convinced, it makes me con-
vinced, that my data went for a good cause” (D2). Hence, 
the action of contributing to research was perceived valuable 
and led to positive feelings. The motivation to contribute to 
research also shaped donors’ decisions on whether to donate 
their data “I understand the research process and I under-
stand that they [researchers] need this kind of information, 
so I’m completely open to do it” (D17), and which data to 
donate, “I feel that if I share more data, more interactions, 
it will be more useful for the research. So, my decision was 
to help as much as I can” (D14). Additionally, having know-
ingly and actively contributed to our research meant donors 
had expectations regarding the research progress and its out-
comes. These underline opportunities for researchers further 
provide value to donors by being open and accountable.

“If I took the time to donate my data to a project, it’s 
because I’m actually interested in it. So, I want to keep 
knowing what is happening or how is my data being 
used for” (D1)

4.4  Reflecting on my data, my relationship 
with Google, and myself

During the semi-structured interviews donors gained deeper 
insights into how (personal) data relates and reflects aspects 
about themselves and their behavior. These, however, are 
incomplete and limited by the specific ways in which people 
interact with their Google Assistant, “it does give a sort of 

accurate picture, but it’s not the picture that I would put 
together. I think it gives, let’s say to certain topics, more, 
uh, prominence than how prominent they are” (D2). For 
example, the interaction ‘OK Google, turn off the alarm’ can 
indicate when a person wakes up, and the interaction ‘OK 
Google, turn off the bedroom lights’ can indicate when a 
person goes to sleep; broadly reflecting her sleep routine but 
not providing any insight into what happens in between. Yet, 
although limited and incomplete, data can support reflec-
tion. D22 illustrates the process of reflecting on her routine 
through the (lack of) data:

“Realizing about Fridays, that I don’t use Google on 
Fridays. It’s like why? And then I thought like yeah, 
OK so I was not at home on Fridays. I mean, my work-
ing day ended like at noon. So, it was like super inter-
esting, I didn’t realize about those patterns [before]. 
Because I know that I wake up at 5:30 and I go to 
sleep at 10, but then I was never, like, OK the last three 
Fridays I was doing this” (D22)

4.4.1  Data literacy

Donors’ (personal) data literacy increases by engaging with 
the data and reflecting on the nuances of the context captured 
by it. Through this process, donors realized the many ways 
data is embedded in and partly reflects their daily lives and 
interests and the potential inferences that could derive from 
data. In doing so, they gained greater awareness resulting in 
a tipping point in their perspectives on (personal) data. Data 
was no longer considered nothing (i.e., simple and mundane) 
and became something (i.e., personal and sensitive).

“When I signed up for this study, I was like, OK, my 
Google home data? I don’t think there is anything to 
find in it, so why wouldn’t I share [it]? And even after 
ticking and ticking through [in the data visualization 
on the data donation platform], like OK, what am I 
sharing? I was still convinced. [...] And now I’m sur-
prised, it’s not like there is nothing in the data. For 
a brief moment, I was even like, OK, I’m glad that 
nothing more surprising came out from there [laughs]” 
(D2)

Increased awareness, and the change of perspective derived 
from it, resulted in the intention to change how donors inter-
act with their Google Assistant to minimize (sensitive) data 
collection, “I learned about myself, but also, I think I would 
be a little bit more careful with what I’m going to ask Google 
from now” (D17). Additionally, it enabled donors to put their 
privacy concerns into perspective. For some, it led to the 
realization that Google is not that bad, “I mean it might 
be able to tell if I’m sleeping, or at what time do I wake 
up, but like the things that are really important for me in 
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terms of privacy are not there and so I was kind of relieved” 
( D9

a
 ). For others, it led to the realization that Google col-

lects and stores too much data and is too creepy, “Google 
feels like a stalker” (D19). It prompted donors to reconsider 
their relationships with digital technologies as well as their 
participation in our research and future research activities 
that entail personal data sharing. Still, when invited to (re)
evaluate their decision to donate at the end of the data dona-
tion journey none of the donors (0/22) wanted to withdraw 
their donation.

“It was a learning process for me. To understand bet-
ter what information I share and what information I 
let Google know about me. And it’s something that 
I believe we need to improve, because as I told you, 
there are things in the [personal data canvas] that you 
did that I don’t want to be sharing with anyone, even 
with Google” (D14)

4.4.2  Value gain

Donors appreciated the multiple viewpoints set in place for 
them to explore their data. These allowed them to engage 
with data through different lenses and direct their attention 
to specific details, including amount, temporal distribution, 
(un)intendedness, aggregation, and potential inferences. The 
knowledge gained during the process was incremental. It led 
donors to challenge their assumptions (e.g., my data is just 
‘How is the weather’) and account for the personal nature of 
the data; that relates to and reflects aspects of their behavior, 
especially when combined and considered over time.

“Even though the data, if you take 1 by 1, is not some-
thing important or relevant. Those behavioral patterns 
are quite sensitive, like what you did [with the personal 
data canvas], like you can infer what my days look like 
a little bit” (D1)

The incremental knowledge donors gained throughout the 
process was enabled and supported by the guidance and 
materials we provided. These were highly appreciated and 
perceived as valuable takeaways in themselves. Especially 
the personal data canvas (Fig. 3b), “it’s a very nice visuali-
zation. Specifically, I appreciate the visualization” (D17). It 
provided a structure to interpret the data, “this distribution 
[Fig. 3b(1) ], I just love it” (D21); and prompted donors to 
reflect on their behavior.

“It is super interesting seeing all this data like classi-
fied, as it was. [3b(2) ] And as I said, it helped like iden-
tifying the patterns of my day, of my routine” (D22).

The personal data canvas became a tangible outcome of 
the process, which we gave to the donors at the end of the 
interview, “for me, getting back this visualization is useful. 

It really makes sense and it can actually tell something 
about me” (D2). Beyond the material, donors found value 
in the guided exploration of their data. This process offers 
the opportunity to bring to light (personal) insights and dis-
entangle the abstract construct of (personal) data. Hence, it 
could be relevant even beyond the context of our research.

“I would pay for this. I would pay to have this kind of 
consultancy. Like not having to go into Amazon, and 
Spotify, and Facebook, and Twitter to understand. I 
think I would be one of the people that would pay for 
someone to go, explore and tell me from the platform’s 
perspective how is my life. Kind of like people who 
pay for astrology? For other people to tell you who you 
are, you are fearless, you are... [laughs] Definitely, if 
I had someone doing data explorations with me, that 
would be something I would be interested in paying 
[for]” ( D9

a
)

4.5  Reflections on the data donation experience

4.5.1  A new experience

Data donation is a new experience. It enables donors to 
engage with their personal data and in doing so, open their 
personal space to others (i.e., researchers). This process can 
be confronting and uncomfortable. In the context of speech 
records, which correspond to observed data that is gener-
ated implicitly from people’s behavior, this process is also a 
window to the unknown and the unexpected that is entangled 
in and captured by the data.

“I must say that the I feel a bit naked. In the sense that 
this [personal data canvas] tells a lot about me, much 
more than I expected” (D17)

Additionally, data donation entails to ‘give away’ a copy of 
their personal data. Although this is something donors do 
knowingly and actively, it is a leap of faith. Meaning, donors 
‘give away’ their data to researchers in a specific context 
and under certain conditions. But they cannot guarantee that 
researchers will use their data in said context and under said 
conditions. They can only trust.

“I’m relieved there’s not more data out there. And that 
just triggered also thoughts in me about, like, how this 
data donation is really cool, but I’m also giving you 
permission to like do whatever with it” (D2)

4.5.2  An (not so) easy process

Data donation, as operationalized in this research, entails 
a journey that comprises several steps and interacting with 
at least three digital platforms (i.e., Google Takeout, email 
provider, data donation platform). This was by-design as 
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we aimed to support and promote awareness throughout the 
process. Yet, it meant that some donors faced difficulties 
and were confused.

“It’s not exactly super confusing, but it’s confus-
ing enough that I feel like I’m not sure if I’m doing 
this right when I’m downloading the data, when I’m 
uploading the data, I was usually expecting something 
different to happen” ( D9

b
)

The complexity of the journey might discourage potential 
donors, especially those less experienced in interacting with 
digital technologies. Hence, there is a need to balance the 
awareness gained throughout the process with its complexity.

4.5.3  A window into‑the‑wild, or not?

On 2020 Google announced that the Google Assistant 
was no longer collecting and storing the audio recordings 
from every interaction unless users had explicitly opted-in 
to allow voice data collection. We were aware of this and 
when disseminating the call to donate we invited potential 
donors to check their configuration and, if necessary, opt-in 
to allow voice data collection and interact with their Google 
Assistant for a couple of weeks or months before donating 
their data. Four donors (4/22) opted-in to allow voice data 
collection and generated data while being aware that it was 
going to be used for our research, “when we turned it on, 
we were like wow, [Alejandra, first author’s name] is going 
to listen to this” ( D9

a
 ). We instructed these four donors to 

interact naturally with their Google Assistant. Yet, being 
aware of our research led to interesting interactions (e.g., 
‘OK Google, what do you know about [Alejandra, first 
author’s full name]’) and behaviors.

“It was also interesting because I had the settings on 
and I had some guests. So first, I thought well, I have 
to make a little note [saying] that you can be recorded. 
Then I forgot, and after the visit I thought maybe I 
have to inform them. So, I did informed them after-
wards.” (D10)

Previous research claims that the data that is available 
through data donation ‘is embedded into the donors’ routine 
and is not attached to a research project or a research instru-
ment, thus [is] less prone to observation bias’ Gómez Ortega 
et al. (2022). Our research, where this partially applies 
(18/22), illustrates how data donation is limited by the infra-
structures in which data is embedded in.

4.5.4  An (not so) individual journey

“If I’m trying to donate data to some project, then I 
then I would like to donate data that I know it has 
picked up from me, and well...” (D2)

In this project we received 22 datasets and we identified 
more than one speaker being recorded in all of them (22/22). 
Different speakers were more frequent in multi-user envi-
ronments (e.g., D9

a,b ), where more than one person shares 
a physical space where a device is present. Yet, there were 
still recorded in single-user environments where other peo-
ple (e.g., occasional visitors) are around (e.g., D2). Hence, 
although donations were made by a person knowingly and 
actively giving away her data- –except for D9

a,b who gave 
away their data—other people were indirectly involved and 
information about them (e.g., their voice) was donated.

Donated data captures people’s relationships and interac-
tions with others (e.g., partners, family members, friends, 
neighbours), who are present in the dataset. Moreover, 
it accounts for people’s relationships with others (e.g., 
‘OK Google, call my mom’, ‘OK Google, my girlfriend 
is [name]’). Hence, data that is donated could indirectly 
involve other people, who are captured by the data, “I 
thought, well, it is my uncle’s privacy, I don’t want to com-
promise, someone else’s privacy” (D10). Underlining the 
importance of accounting for them. Although doing it is 
not necessarily trivial. Donors expressed having informed 
others (e.g., partners, family members, friends) of the data 
collection and the data donation, “I would want my partners 
OK that this data is being shared” (D11). But in some cases, 
figuring out who to inform can become a puzzle.

“Oh, first of all, it’s not even me. [laughs] I don’t think 
I know who [it is]. 10th of December. Because, it [the 
Google Assistant] is close to a window, so, but I don’t 
think the window was just open. Like stuff from the 
street” (D2)

5  Discussion

5.1  (Adequately) informed consent

In this study, we led donors on a journey of engaging with 
and understanding their (personal) data. We focused on 
speech records, collected by Google Assistant in the back-
ground of users’ every interaction. An underlying outcome 
of this data donation journey, was illustrating the gap 
between (1) knowing that voice assistants collect and store 
data; (2) knowing what data looks, sounds, and feels like; 
(3) and knowing how it relates to a person and reflects her 
behavior. This gap challenges the notion of being adequately 
informed in situations that involve a transaction of observed 
personal data. It echoes the limitations of informed consent 
highlighted in previous literature (O’Connor et al. 2017; 
Neisse et al. 2016; Andreotta et al. 2021; Brown et al. 2016).

Breuer et al. (2022) argue that it is possible to obtain 
informed consent from data donors. They rely on a template 
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proposed by Sloan et al. (2020) listing the information that 
should be provided for consent to be informed. It includes: 
(1) why data is being collected; (2) what will be done with 
the data; (3) what data will be collected; (4) how data will 
be stored; and (5) what the risks of disclosure might be. 
Although such information is important and must be pro-
vided, we argue it is not enough for people to be adequately 
informed; that is, to have a clear understanding on what and 
how their data will be used (Neisse et al. 2016). The infor-
mation provided is the mere formalization of a unilateral 
transaction of data, an element that remains opaque and 
abstract. Stating what data will be collected is widely dif-
ferent from supporting people in knowing and understanding 
data and its implications.

Our results underline how the content of personal data 
is not only opaque to donors but also to us, researchers. 
We were technically equipped to understand and analyze 
the received speech records and prepared to encounter con-
textual insights. However, we could not have anticipated 
the information unravelled through the process. Thus, we 
propose an iterative and incremental process of supporting 
participants in knowing (what) data that invites them to (re)
evaluate and (re)assess their participation, preferences, and 
privacy boundaries. Hence, improving the informed consent 
process towards one that is ongoing and dynamic (Kaye et al. 
2015). This process requires researchers and designers to 
reconsider their relationships with participants and adopt 
new procedures that harness the dynamic nature of the data, 
continuously changing through the actions and preferences 
of participants (Gómez Ortega et al. 2022).

5.2  Understanding as value gain

Previous research argues for ensuring that data donors 
derive value from engaging in data donation (Prainsack 
2019a; Hummel et al. 2019; Bietz et al. 2019). They have 
proposed potential avenues for it; including (1) positive 
feelings derived from contributing to scientific research 
(Skatova et al. 2014; Skatova and Goulding 2019), and (2) 
future benefits from the research outputs (Prainsack 2019a; 
Skatova and Goulding 2019). In this paper, we hypothesized 
that a better understanding (i.e., increased (personal) data 
literacy) of the data yields a return of value for donors. Our 
results illustrate that most donors perceive the incremen-
tal knowledge regarding their (personal) data as valuable, 
even if uncomfortable or creepy. In addition, most donors 
appreciated the empowerment derived from acquiring new 
knowledge that can be applied to other contexts and gaining 
ownership of their data.

We argue that fostering a better understanding of the 
(donated) data on a personal (i.e., how it relates to and 
reflects their behavior) and infrastructural (i.e., how data is 
collected, stored, and regulated) level is a promising avenue 

for donors to gain value from engaging in data donation. 
It is a value-gain strategy that harnesses the abilities and 
strengths of researchers (e.g., shaping the data and trans-
lating it into something graspable). It can support (better) 
informed transactions of and collaborations through data. 
Additionally, it can trigger researchers and designers to bet-
ter understand and engage with people’s entanglements with 
their data. These, in turn, can invite us as researchers to 
reflect on our practice (e.g., how do we do research?) (Gould 
2022) and prompt us to design digital and AI systems that 
invite different relationships with (personal) data. Hence, 
it is an opportunity for mutual benefit that is feasible and 
relevant for both parties.

6  Data donation: beyond data transactions

Current framings of data donation (e.g., Skatova et al. 2014; 
Razi et al. 2022; Ohme and Araujo 2022) are focused mainly 
on the moment of the voluntary transaction of data (i.e., 
when a person donates her data). As part of this transaction, 
it is important to ensure that data donors: (1) are adequately 
informed regarding their participation (Ohme and Araujo 
2022; Bietz et al. 2019; Jones 2019; Strotbaum et al. 2019) 
and (2) gain value from engaging in data donation (Prain-
sack 2019a; Hummel et al. 2019; Bietz et al. 2019).

We propose a framework that conceives data donation as 
an encompassing process around the voluntary transaction 
of data. This process, by design, should dynamically and 
iteratively support and invite donors to: 

1. Access meaningful information about how their data is 
used and handled.

2. Explore and understand their data on a personal and 
infrastructural level.

3. (Re)evaluate and (re)assess their boundaries and partici-
pation.

In Sect. 5.1, we argued for approaching informed consent 
as ongoing and dynamic; this is intrinsic and fundamen-
tal to a data donation process. Approaching data donation 
as an encompassing process de-emphasizes the transaction 
of data as the primary instance of informed consent. Yet, 
it still is the entry point into the process. We recommend 
concrete actions around this instance. Before the transac-
tion of data, researchers and designers should inform donors 
about our goals and activities and enable them to explore 
and familiarize themselves with the data; grasp its content 
and characteristics. In this paper, we encouraged explora-
tion before the transaction of data through an interactive 
graph where donors could engage with their speech records 
over time. After the transaction of data, and throughout the 
process, researchers and designers should support donors’ 
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incremental understanding of the data. We supported the 
incremental understanding of the data by facilitating inter-
pretation and articulation during semi-structured interviews 
prompted by the personal data canvas. Although these are 
not the only ways, they illustrate how these activities could 
manifest in practice.

In addition, we recommend researchers and designers to 
remain available and accountable to data donors. Account-
ability is important as data donation is a “leap of faith”, as 
described in Sect. 4.5. That is, once researchers and design-
ers gain access to the donated data, nothing (beyond ethics) 
prevents them from using it in a different way than agreed. 
Therefore, accountability could provide reassurance and 
increase donors’ trust in the process.

6.1  Relationships between receivers, donors, 
and data

Our framework involves data as central entity, along with 
data donors and receivers as stakeholders. Our contribution 
lies in the relationship between these three elements. 

1. Data receivers (i.e., researchers and designers) initiate 
data donation by inviting people to participate in their 
research. The data donation process requires them to 
intentionally engage with the personal and dynamic 
nature of the data. We recommend that, as part of their 
study design or design process, they contemplate: (1) 
facilitating data exploration and interpretation; (2) sup-
porting donors in (re)evaluating their participation and 
(re)defining their boundaries (e.g., curating their data); 
(3) creating opportunities for donors to gain value; and 
(4) nurturing communication and accountability. In turn, 
these activities could contribute to their understanding 
of people’s relations with their data and trigger reflec-
tion in their research and practice around digital and AI 
systems.

2. Data donors enable data donation by transferring their 
data. The data donation process invites them to actively 
contribute to research. We recommend that, as part of 
the process, they have the opportunity to explore their 
(personal) data and gain incremental and situated knowl-
edge about its content. Through these activities donors 
gain a return of value through a better understanding 
of their data (i.e., increased (personal) data literacy). 
They gain ownership of their data, from being about 
them to theirs (i.e., they own an actual copy). Further-
more, they are empowered to make better-informed deci-
sions throughout the research and beyond. Moreover, 
as described by previous research (e.g., Gómez Ortega 
et al. (2022); Ohme and Araujo (2022)), data donation 
should support their agency and autonomy by enabling 

them to set granular boundaries and define the terms of 
their participation.

3. Data evolves through data donation. Understanding data 
donation as an encompassing process implies under-
standing data as dynamic rather than static (always 
accessible and reusable). The data donation process is 
centered around the voluntary transaction of personal 
data and is further shaped by its exploration and under-
standing. Through data donation, personal data goes 
from an abstract entity to a concrete one that is situated 
and deeply entangled with people’s behaviors and inti-
mately relates to and reflects them. We encourage data 
donors and receivers to harness the dynamic nature of 
data, as it enables meaningful collaborations shaped by 
both parties and from which both parties benefit.

6.2  Critical role of data literacy in data donation

Data literacy is a widely used concept often associated with 
specific skills and abilities (e.g., combining data, visualizing 
data). We provide recommendations to foster data donors’ 
(personal) data literacy. Concretely, we focus on the infor-
mation that should be communicated to support informed 
data donating (and broadly data sharing) decisions. 

1. How is data collected? Provide information on data 
collection (and storage) and its relationship to people’s 
behavior and interaction with digital products and ser-
vices. For example, a speech record is generated and 
stored every time a person interacts with her Google 
Assistant.

2. How can I access my data? Provide information regard-
ing specific data collection practices and policies that 
support people in navigating the process of gaining 
ownership of their data. For example, speech records 
collected by Google Assistant are available upon request 
via Google Takeout.

3. What exactly is (in) my data? Enable playful ways for 
people to understand the content and characteristics of 
the data, what it looks, sounds, and feels like. For exam-
ple, illustrate how often a data point is generated, what 
information in contains, and how many are on the entire 
dataset.

4. What makes data about me? Illustrate how data relates 
(and reflects) to people, their behavior, and experiences. 
For example, by shaping data in a way that underlines 
behavioral patterns and facilitates interpretation.

5. What data I’m donating? Support awareness of the data 
(and personal information) being shared and its poten-
tial implications. Enable and facilitate setting boundaries 
and identifying potentially sensitive elements. For exam-
ple, allow for granular data-sharing decisions throughout 
the process.
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6.3  Limitations

Although data donation offers new ways of engaging with 
and accessing (personal) behavioral data; our research 
underlines certain limitations and important considerations. 
First, data donation is limited by who is able and willing to 
donate their data. A group of donors might likely be differ-
ent from one recruited through different means or respond-
ing to different incentives (e.g., money, rewards). Similarly, 
our study was limited by the people who could donate their 
data, the framing and channels we used to disseminate our 
call to donate, and the types of data we requested. Second, 
data donation is highly dependent on local regulations, and 
the degree to which they enable individuals to obtain a copy 
of their data as well as how well they are enforced. Third, 
data donation is shaped by personal interaction patterns 
(i.e., how people interact with a product and service, which 
shapes the frequency, amount, and types of data) and con-
figuration settings (i.e., how people configure a product or 
service, which shapes the availability of data). Fourth, due 
to data being relational (Prainsack 2019b), data donation 
could entail the transaction of data from people other than 
the person actively participating in (and consenting to) the 
research. We should be mindful of the relationality of the 
data and find ways for these people to actively participate in 
the research or be excluded from the (donated) data. Finally, 
we propose a data donation framework that dynamically sup-
ports informed consent, resulting in the generation of highly 
dynamic datasets. Future research should investigate how the 
dynamic nature of the data fits within existing paradigms and 
practices (e.g., FAIR principles, open data).

7  Conclusion

In this paper, we adopted a Research through Design (RtD) 
approach to investigate how to foster (personal) data liter-
acy and increase donors’ understanding of their data. We 
defined, designed, and developed a data donation journey 
mediated by a data donation platform. Throughout the jour-
ney, we invited 22 Google Assistant users (i.e., donors) to 
donate their speech records and reflect on their understand-
ing of the data and their data donation experience via short 
questionnaires and semi-structured interviews. Our findings 
indicate that supporting an incremental understanding of the 
data enables donors to be adequately informed. Additionally, 
the knowledge and empowerment derived from the increased 
understanding of the data and how it relates to and reflects 
a person’s behavior are perceived as valuable. We offer our 
recommendations in the form of a framework that conceives 
data donation as an integral process around voluntary trans-
actions of data where donors are supported in exploring and 
understanding their data and encouraged to (re)evaluate and 

(re)assess their participation. Through this process, we pro-
pose to situate informed consent in a broader set of activities 
before, during, and after the voluntary transactions of data.
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