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Abstract. The quality of communication with a computer impacts how the
designer performs during the design process. Today, Artificial Intelligence (AI)
empowers the designer by expanding the solution space using the expertise from
previous knowledge. However, the developments in AI-powered design tools
mainly focus on visual and spatial enhancements. In the last decade, AI-powered
design tools mostly experimented with image transformation models (GANs)
to provide fast insights to designers using learned experiences, simulations, or
datasets. The studies on the design process using verbal language with the help
of AI are limited. Therefore, designers’ capacity to communicate with intelligent
machines would lead us to envision the future of AI-powered design tools.

In design practice, designers develop individual and contextual studies through
digital tools. This study investigates the process of architectural visual generation
and verbal communication to describe architectural images by architecture gradu-
ates with prior experience or no experience in prior withMidjourney. The research
focuses on the designers’ semantic language during the design process with the
AI-powered tool and analysis of the verbal part of the communication. The results
of this study show that participants’ first impressions of the image and how they
express their impressions through description do not correspond with how Mid-
journey interprets those descriptions. Furthermore, architects’ image generation
process using the tool is nonlinear. As architects develop a deeper understanding of
changing modes of interactions, they are more likely to benefit from AI-powered
tools as collaborative entities.

Keywords: Artificial Intelligence · Design Cognition · Human-Machine
Interaction · Digital Design

1 Introduction

Designing is a complex and temporal activity that requires generating, transforming,
and refining images of different aspects of that still non-existent artifact and making
representations of it, enabling communication and examination of the ideas involved
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[1, 2]. In the design process, a sketch is a reflection of the guiding mental image, but
it cannot be identical to it, and this difference is precisely what makes it a precious
instrument for the designer. By making a sketch, the designer supplies the mental image
with the assistance of an optical image, which has all the properties of such visual
perception [3]. The interaction of arguments in the design process, sketch represents the
visual perception and exploration process of finding solutions to the design problem and
reasoning about it. Working in some visual medium-drawing, in Schön’s examples-the
designer sees what is “there” in some representation of a site, draws in relation to it,
and sees what he or she has drawn, thereby informing further designing [4]. Therefore,
seeing triggers new ideas constantly and changes things accordingly to what has been
drawn on paper. This conversational structure of seeing-moving-seeing represents an
iterative process where every move feeds the next moves or vice versa to construct new
meanings.

The discovery of unintentional ideas in this process comprises the dual nature of
visual thinking. Visual thinking has the power to reveal both intended and unintended
ideas for the design process. The interaction of arguments of “see-move-see” is a rep-
resentation process of the goal image and realization of the idea in the context. In all
this “seeing,” the designer visually registers information and constructs its meaning,
identifies patterns, and gives themmeaning beyond themselves. Words like “recognize,”
“detect,” “discover,” and “appreciate” denote variants of seeing, as do such terms as
“seeing that,” “seeing as,” and “seeing in.“ This process of seeing-drawing-seeing” is
one example of what Schön means by designing as a reflective conversation with the
materials of a situation [4]. Therefore, visual thinking can coalesce abstract and per-
ceptible ideas as one or analyze them separately. In addition, in order to see, we had
to think, and we had nothing to think about if we were not looking [5]. It is now well
established from various studies that sketching is not just a representation of an idea; but
a process of seeing, visual reasoning, and imagination. Sketching is not merely an act
of representing a preformulated image; in this context, we often deal with a search for
such an image [2]. Also, what the viewer “sees” in the picture is already the outcome of
that organizational process [5]. In this process, in the interaction of arguments, sketching
reveals the design knowledge of a designer.

2 Reasoning Through Visual and Language

When reflecting on the nature of thinking,most people associate it, primarily withwords,
with language when visual thinking is considered; however, we tend to concentrate on
visual and almost forget thinking, which fades into the background [6]. Physical actions
refer to drawing and looking, but yet. Perceptual actions refer to the interpretation of
visual information [7], where interpretation is associated with thinking and language.
Descriptionalists believe that mental images represent the mode of language rather than
pictures [2]. Thinking is mostly associated with language to identify how it is produced
and develops over time. Language has syntactic, semantic, and pragmatic rules to serve
different purposes of humans or machines. We use language to conceptualize reality in
the physical world, and our thinking is directly related to how we perceive the physical
world through language. Figure 1 shows us a sentence’s mental tree consisting of rules
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[8]. This structure can growwith symbols such as “if, then,” which explains a reasonable
story.

Fig. 1. Amental tree of a sentence (S: sentence,NP: nounphrase,VP: verb phrase, det: determiner,
A: adjective, N: noun, V: verb), [8, p. 96].

According to Chomsky [9], the deep structure, the underlying relations of words
with an abstract order, is not expressed but is only represented in mind, whereas surface
structure is the aspect of syntactic description. Of interest here is that deep structure def-
inition gives room for implicit meanings for words that extend the context of the subject.
Therefore, although the language has some strict rules, it also has the power to enrich
the thinking process with its profound structure aspects. However, words containing
meanings may evoke different meanings in someone’s mind when s/he extracts them.
This situation affects our communication in both ways. It makes us think through vari-
ous perspectives of the relevant concept, which may result in creative thinking through
intended and unintended consequences. Sometimes, various meanings undermine the
conversation when participants do not construct the desired meaning from the word or
sentence.

Magnifying the number of decisions in the thinking process is one of the unique
features of visual thinking. It brings out a different aspect of thinking: the ability to see
infinitely and select the one feature designers to desire among numerous possibilities.
In this sense, visual thinking is unbounded compared to language, which has syntactic
and semantic rules. At every iteration, we can construct new rules and see new elements
within a shape, and this process can be continuous. Figure 2 shows us that these branches
can be multiplied by the rules we set every time we see them, and they do not have to
follow specific rules, whereas the tree diagram of language has to. Our minds can cut a
shape into different parts and create new forms or combine them to create whole new
shapes while looking at it.

The flexibility and continuity of visual thinking expands the design space with many
unintentional consequences of our moves. Although words can have different mean-
ings, and meanings can change depending on who will reconstruct the idea, we are
still restricted by the descriptions and their leading memories encoded in our minds.
Language mediates as a conduit between how we think in our mind and how we exter-
nalize it. However, this externalization process may also provide a space for creativity
since interventions made through the process cannot be defined enough. The notion of
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Fig. 2. A tree diagram of two squares [10].

“deep and surface structure” is common in language and visual thinking. The idea of
abstract meaning only represented in mind can also be traced in visual thinking. In visual
thinking, we try to externalize our ideas by employing visual elements within a constant
reflective process. Here, we can emulate “visual elements” to “surface structures” and
“ideas” to “deep structures.” Visual thinking is also related to reflective thinking since
seeing gives constant feedback to reveal the deep structure of thought.

Visual Reasoning over Digital Tools. A primary concern of cognition, particularly
design cognition, is to first better understand the design to improve the design process
and, secondly, to produce tools to assist designers in improving design outcomes. It is
better to develop the tools for design and designers considering cognitive actions like the
“seeing-moving-seeing” and contain an appreciative system comparable to a designer’s
appreciative system to support the evolution of the design problem [4]. The drawings
are a representation of the evolving design. In that sense, the computational tools help
the designers starting from the early stages to assist the evolution of the design process.
Nowadays, the development of autonomous architectural tools is becoming an estab-
lished research area in architecture; plan and space recognition [11]; reducing design
repetitions [12]. Autonomous tools are also investigated in the field of urban design;
generating urban morphologies [13]; generating building footprints and volume [14].
Bank et al. [15] also integrated GAN into their architectural design courses to explore
the opportunities for designers and their role in defining the relevant domains for design
possibilities, and to introduce machine learning algorithms to concept modeling pro-
cesses for architectural students. Bolojan et al. [16]’s study is to apply Neural Language
models (NLM) that are machine learning techniques for text-to-image synthesis by e
DALL-E, VQGAN/CLIP, and Diffusion models (DMs). Text prompts with a visual ref-
erence are utilized to generate adopting John Gero’s schema of ‘design prototypes’ [17],
a new approach to architectural design was pursued, employing interconnected deep
learning models. They stated that this line of work supports UN SDG #9, pushing for-
ward the current technological capabilities of the AEC industry by offering innovative
workflows.
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3 A Protocol Study with AI-Powered Design Tool

The experiment consisted of two stages with the same rules and steps. Nine architects
participated in the experiment individually through an online video call where each
experiment was recorded as a video and audio. One out of nine architects declared that
he had experienced the AI-Powered tool Midjourney (detailed explanation at Sect. 3.1)
before. Then, participants (P) were provided with two architectural images (the original
images): the exterior image of Ronchamp by Le Corbusier and the interior image of
Therme Vals by Peter Zumthor (Fig. 3). First, the image of Ronchamp was shown to
the participants, and they were asked to make verbal descriptions (T as text) of the
visual in a way they felt comfortable without including the name of the building and
the architect. We allow participants to use an English dictionary since English is not
their native language. Each participant sent their keywords or sentences through chat to
allow us to copy them to the Midjourney bot in Discord. Each participant determined
their thinking duration to describe images. They were also informed that there was no
limitation on how to describe the images or the number of words when asked if they
should describe tangible features or the feelings the image evokes. After the first results,
all participants were informed by the short presentation about how Midjourney works
and how they can enrich their descriptions. Every image was shown to participants to
allow them to evaluate the image and make changes accordingly. Then, each participant
was given three more chances to use theMidjourney bot, including writing texts or using
“Upgrade, Variations” options to reach an image similar to the first image generated.
The same steps were applied for the image of Therme Vals with the chance of using the
Midjourney bot three times. Each participant used the Midjourney bot seven times in
total. At the end of each stage, participants were asked to decide on one of the generated
images they found closer to the original image (Table 1).

Fig. 3. The original images: The exterior image of Ronchamp by Le Corbusier (left) and the
interior image of Therme Vals by Peter Zumthor (right) [20].

3.1 Analyzing Tool Options

Midjourney is a text-based diffusion model; however, it offers “Variations/Upgrade”
options. These are fully automated options; the user cannot control how varia-
tions/upgrade options will occur. It is important to note that choosing Variation/Upgrade
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Table 1. Prompt examples from which participants made final choices

Ronchamp

P5,T1: organic, extraordinary, looks like a shelter structure

P6,T3: curved black roof, curved gray roof, white house, futuristic, famous architect building,
flue, small windows, grass, tree, stone building

Therme Vals

P7, T2: concrete, gray scale, pool, spa interior, rural landscape, tree, white illumination

P8, T1: perspective of a pool from inside looking at pool stairs and tiled blue-gray walls with a
square openness in middle with green landscape seen from the middle, realistic style, sharp
edges

(P: Participant, T: Text)

options indicates that the user is satisfied with what s/he ends up with since these options
do not generate something unexpected from the current outputs. However, our case study
shows that these options do not always align with the user’s mental imagery. First, we
analyzed the path of choices and durations of decision-making processes for image gen-
eration from the protocol study. (Fig. 4). ‘Thinking duration’ for texts is determined from
their typing period till their message timestamp. Thinking durations for ‘Variations’ and
‘Upgrade’ are counted as the duration from the output generation timestamp till the
participants’ response.

After the first results, only one participant decided to go “Variation” after writing
the first text for Ronchamp, due to prior exposure to the tool. However, the participants,
who are novel to the tool, needed more relevance with the first output via their first
texts to the Ronchamp image. When we compare the thinking duration of T1 and T2,
50% of percent of participants spent less time during T2, and 50% percent spent more.
Therefore, their reaction to their first image depends on the participant’s evaluation. After
the second result, except for P4, all participants wanted to write text. This time, 62% of
participants increased their thinking duration.We can infer that participants realized how
they describe the image can lead to the AI-powered tool many results, and not always the
ones they imagine. Furthermore, after the first results, participants started to assess their
words more carefully, whether the word has another meaning or how it matches with
other words, or if two different words come together and stand for newmeanings, or refer
to different concepts. We had these inferences from the texts of Ronchamp, such as P9
wrote “white fluke” for text one and edited this as “white fluke roof ” for text 2. P1 wrote
“with a blunt tower” for text three and edited this as “with a blunt tower in addition to
the main building” for text four. Another example is writing “building as a sculpture” in
addition to “huge curved roof, curvilinear shape, thick and twisted walls” for text three
and trying to emphasize its physical attributes with the “sculpture” term. It is clear that
Variations/Upgrade options were used more for the Therme Vals image. In this session,
33% of participants went for variation for the second image generation, and this ratio
climbed to 77% for the third image generation, including the upgrade option. When
we analyzed all tool options, no one except one participant wanted to write text after
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using the Variation/Upgrade option. Of interest here is that only P4, who experienced
Midjourney before, went for writing after the first image variation. This supports our
idea that these options do not provide a sequential image generation process.

Fig. 4. Participants’ option choices for description and their thinking duration(s).

3.2 Segmentation

We break down the whole process into segments. For each segment, we examine par-
ticipants’ cognitive actions, their number of words, their transmitted words from the
previous segments, and if the transmitted words were changed or not, in terms of devel-
oping the word with new words or simplifying it by reducing the words. We code the
participant’s cognitive action as continuous or discrete (Table 2). If a participant keeps
at least 50% of the exact words from the previous text, then we code this as ‘continuous’
action. In this sense, participants kept their thinking process continuously, accumulating
their words gradually or changing them accordingly. If a participant’s half and over half
of the new text consists of new words never used before, then we code this as a ‘dis-
crete’ action. In this action, participants shifted their focus and tried to find new types
of descriptions. Furthermore, we code Variation/Upgrade options as continuous action
if these options were used based on the last image. If not, we code them as discrete
actions since the user did not correspond with what s/he imagined and decided to use
Variation/Upgrade options on previous actions. Finally, we highlighted the segments to
which each participant’s final choice belongs so we could make inferences about their
experience. When we analyzed their actions based on our coding scheme, 77% of par-
ticipants made discrete actions when they wrote T2 for Ronchamp. We can infer that
they developed new ideas after they evaluated their results and got information about the
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tool Midjourney. For instance, when we analyzed T1 and T2 for Therme Vals, none of
the participants made discrete actions. In fact, only 3 participants made discrete actions
during the Therme Vals session, and these actions were made for the last option. In
this sense, it is clear that the more participants are exposed to the tool, the longer they
would sequentially keep their thinking. 66% increased their number of words for T2
of Ronchamp, and 83% also made discrete actions. Therefore, we can conjecture that
participants thought they would be more likely to get similar results if they elaborate
their descriptions withmore words.Whenwe asked participants to choose one result that

Table 2. Segmentation of participants’ design actions. (T: text, V: variation, U: upgrade).

(continued)



Use of Language to Generate Architectural Scenery 91

Table 2. (continued)

they think is the most similar to the original image, the choices were interesting. They
did not always choose what they ended up with or the image they produced with more
words. P5 chose one of the images he produced with T1 for Ronchamp, where he had
no idea what Midjourney was. 44% of participants did not choose the last image they
generated for Ronchamp. For ThermeVals, 77% chose the last image they generated.We
can infer that as designers engage more with a new tool, such as Midjourney, it changes
the decision processes of the designers.

We measured perceptual distance, which measures how similar two images are in a
way that coincideswith human judgment [18].We used the code available onGithub [19]
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that the author provided andwe executed it onGoogle Colab. The results ofmetrics range
between 0 to 1 with being 0 means they are the same (Fig. 5). The lower the number, the
greater the similarity. P4 has the most similar result with 0.598 for Ronchamp and P2 has
it with 0.637 for Therme Vals (Fig. 6). The results are not in correlation with educational
background since P6’s final choice, who is a doctorate student and a practicing architect,
is rated as 6th the most similar image for Ronchamp whereas P4’s, who is a master
student with no practice experience, is rated as 1st one. P2’s final choice, who is a
practicing architect with 2 years of experience and without a graduate degree, is rated
as the most similar one for Therme Vals while P9’s choice, who is both an architect and
software engineer with two major degrees, is rated as 7th among others.

Fig. 5. Perceptual Metrics of final selected images.

Fig. 6. The most similar images are based on the perceptual similarity metric.
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3.3 Encoding Descriptions into Categories

Participants delivered different descriptions that emphasized images’ various aspects
during the experiment. In order to analyze how descriptions differ, we devised seven
categories to encode all the information that participants provide through text writing.
These categories include type, physical attributes, style, material, feeling, reference, and
render style. The six categories were shown to participants except for physical attributes
to enrich their descriptions during the presentation. The "Physical attributes" category
was devised after the experiment when we examined descriptions and realized many
physical descriptions exist. The encoding we developed here explores architects’ archi-
tectural description characteristics by analyzing what categories the majority of words
belong to. Since the number of discrete actions was the highest during writing text
two for Ronchamp, we wanted to demonstrate how participants’ word choice changed
after they evaluated their results generated with T1. To clarify how we encode descrip-
tions, we showed some examples and the output image of texts (Table 3). Figure 7
shows the categories and how frequently they are preferred by participants for T1-T2
of Ronchamp and Therme Vals. If no words exist for each category, the user selects
the Variation/Upgrade option. It is quite noticeable that participants mostly use words
related to physical attributes both for Ronchamp and Therme Vals. For T1-T2 of Therme
Vals, physical attributes descriptions are dominant, whereas T2 only consists of physical
attributes. Furthermore, 88% expressed their feelings for text one of Ronchamp, while
this ratio declined by 33% for T2 even though we informed participants they could
include their feelings.

4 Discussion and Conclusion

The case study shows that participants’ first impressions of the image and how they
express their impressions through descriptions do not correspond with how an AI-
powered tool (in our case, Midjourney) interprets those descriptions. Furthermore, Vari-
ations/Upgrade options do not always result in compatible images even though they are
programmed to be as. This incompatibility may arise for two reasons: AI-powered tools
are in their nascent phases to assist architects or architects need to adapt to communicate
with an AI-powered tool properly. The results show that generated images do not always
get better based on the number of words or how developed the words are, and partic-
ipants tend to describe the images’ physical attributes more than the other categories.
However, in the study we conducted using Midjourney shows us that describing only
physical attributes is not enough for desired results. Abstract concepts such as feelings,
style and references help both the AI-powered tool and the participant to elaborate their
textual definitions.

Digital external representation tools usually have been developed based on the
insights of sketches. AI-powered tools such as Midjourney bring a new design space
where users externalize their mental imagery with verbal descriptions. When architects
were restricted to draw, they struggled to control the design process which they would
amplify with “see-move-see”. Instead of adopting a heuristic approach, they experienced
a stochastic approach as recalling the most common and appropriate words to prevent
AI from being puzzled. We see that architects still adopted a reflective thinking process
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Table 3. Encoding descriptions into categories

with the cycle where they adjust their descriptions based on outputs. How Midjourney
interprets the word can also give rise to creative thinking since the deep structure in
language depends on the one who extracts the meaning. However, using only words
and relinquishing the drawing seems not quite robust enough to externalize the mental
imagery of architects. AI-powered tools should be developed to corroborate the shared
mode of interaction with architects. Furthermore, the drawing process is more internal in
that architects evaluate most of the ideas implicitly in their minds. However, AI-powered
tools want us to externalize our thinking process explicitly through language. We can
imply that exploiting this kind of AI-powered tool at its best depends on how much tacit
knowledge we can transform into explicit knowledge, which can be expressed through
language.

The change in the descriptions during the experiment gave us a hint of how the
designers can describe architectural sceneries and how they try to understand the per-
spective of the AI-powered tool as it has its knowledge. This change in the mental mode
is one of the most important points of the reflection process due to its collaborative
nature with an AI. Even though the tool used in this experiment is not unbiased, its
collaboration with the designers is unique at every sequence due to the interaction both
parties create during the design process.

In the protocol study, the interaction was not direct, and the designers were getting
familiar with the process. However, due to the tool’s novelty, they needed some time to
grasp the dynamics of the process. Despite the lack of direct interaction with the tool, the
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Fig. 7. The categories and how frequently participants prefer them.

design process allowed us to evaluate the wording designers use during the generative
processes. Onemajor finding was that the design process’s nonlinearity was still present.
Even though the AI-powered tool generated endless variations, the decision-making
process was the human designer. The final decisions differed from the latest images
generated and were the most similar to the original images that participants think as
they were. This also shows the divergence between computational and design thinking;
ambiguity and aesthetics play a different role for the human designers than the AImodel,
like GAN and stable diffusion. Another finding is that the wording is another skill for
designers, and how they define scenery is unique to their prior architectural education,
literature, and mother language. Midjourney is developed for the English language, and
the study was conducted with non-native English speakers; this may have limited the
participants’ expression of feelings and other descriptive words even though they were
allowed to use a dictionary.

The developing tools with AImodels are changing howwe interact with digital tools,
hence thewaywe design using these tools. The increase of voice-commanded deviceswe
use in our daily lives, such as smartphones and home appliances, changes howwe interact
with our environment. Therefore the interaction with smart design tools will affect how
we interact with the new design tools. The changing modes of interactions also have
the potential to transform the roles of tools in design processes. The knowledge and the
support that AI-powered tools will allow designers to recognize them as collaborative
entities that help designers to decide with an extended intelligence.
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