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#### Abstract

Temporal dispersion correction of second-order finite-difference time stepping for numerical wave propagation modelling exploits the fact that the discrete operator is exact but for the wrong frequencies. Mapping recorded traces to the correct frequencies removes the numerical error. Most of the implementations employ forward and inverse Fourier transforms. Here, it is noted that these can be replaced by a series expansion involving higher time derivatives of the data. Its implementation by higher-order finite differencing can be sensitive to numerical noise, but this can be suppressed by enlarging the stencil. Tests with the finite-element method on a homogeneous acoustic problem with an exact solution show that the method can achieve the same accuracy as higherorder time stepping, similar to that obtained with Fourier transforms. The same holds for an inhomogeneous problem with topography where the solution on a very fine mesh is used as reference. The series approach costs less than dispersion correction with the Fourier method and can be used on the fly during the time stepping. It does, however, require a wavelet that is sufficiently many times differentiable in time.
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## INTRODUCTION

Discretization errors affect numerical modelling of wave propagation for seismic applications. For the spatial part, the errors can be kept small by using sufficiently many points per wavelength in a finite-difference code. Higher-order schemes are usually more efficient, except in very heterogeneous earth models. The same holds for finite elements that tend to have a better accuracy than finite differences in the presence of rough topography or large contrasts in the subsurface properties, but only if the element boundaries follow the sharp interfaces.

The temporal error is likewise controlled by the size of the time step. A smaller time step reduces the error but also
increases the number of required time steps and, therefore, the computational cost. For time stepping with a second-order finite-difference scheme in time, Stork (2013) showed that the temporal error can be removed from recorded traces by dispersion correction. The numerical scheme produces a solution that is exact for the wrong frequency. When mapped to the correct frequency, the error almost completely disappears. Since Stork's paper, several implementations of this idea were proposed (Anderson et al., 2015; Dai et al., 2014; Koene et al., 2018; Li et al., 2016; Mittet, 2017; Qin et al., 2017; Xu et al., 2017; Wang \& Xu, 2015b).
The method of Koene et al. (2018) performs the Fourier interpolation by means of a slow Fourier transform, followed

[^0]by a fast inverse one. When applying the scheme, a problem was encountered when requiring very high accuracy, in particular with low frequencies in the source wavelet and in two dimensions where the Green function has slow decay (Mulder, 2023). The dispersion correction suffers from the abrupt truncation of the recorded traces at the maximum recording time. The obvious solution of extending the maximum time of the simulation in combination with a smooth taper will ameliorate the problem, but the required extra number of time steps increases the compute cost. Also, the Fourier interpolation has a quadratic cost in the number of time samples, which can be lowered by using a non-uniform fast Fourier transform (Dutt \& Rokhlin, 1993; Duijndam \& Schonewille, 1999; Feichtinger et al., 1995; Potts et al., 2001; Potter et al., 2017) instead.

Here, an alternative implementation is proposed, based on a series expansion in the time domain and involving only local higher time derivatives of the data. This next section summarizes elementary facts about numerical dispersion and its correction by a Fourier-type approach, using a finite-difference discretization of the one-dimensional wave equation in second-order form as an example. The reader familiar with the subject can skip it. Then, the method is described and tested on a homogeneous problem with an exact solution as well as an inhomogeneous problem with topography, both taken from Mulder (2023). The results are compared to those obtained with the method of Koene et al. (2018) and with higher-order time stepping by the Cauchy-Kovalewski or Lax-Wendroff or Dablain or modified-equation method (Dablain, 1986; Lax \& Wendroff, 1960; Shubin \& Bell, 1987; von Kowalevsky, 1875). The last section summarizes the main conclusions.

## BACKGROUND

Here, elementary facts about errors in the finite-difference method are reviewed. Stork's (2013) dispersion correction and its implementation with Fourier transforms are explained. The method of Koene et al. (2018) is compared to an obvious alternative, which actually might be new in this context.

Consider the one-dimensional scalar wave equation $\partial_{t t} u=$ $c^{2} \partial_{x x} u$ with solution $u(t, x)$, depending on time $t$ and position $x$, and a constant wave speed $c$. The solution is discretized in space on a periodic grid with points $x_{j}=x_{0}+j \Delta x, j=$ $0,1, \ldots, N_{x}-1$. The discretization in time involves time levels $t^{n}=n \Delta t, n=0,1, \ldots$, leading to a discrete solution with values $u_{j}^{n}=u\left(t^{n}, x_{j}\right)$. The periodic boundary condition sets $u_{N_{x}}^{n}=u_{0}^{n}$.

Define a shift operator $T_{x}$ by $T_{x}^{m} u_{j}^{n}=u_{j+m}$ for integer $m$. A central difference discretization in space of order $2 M_{x}$ is given by the operator

$$
\begin{equation*}
D_{x x}^{\left(M_{x}\right)}=-\frac{1}{\Delta x^{2}}\left[w_{0}+\sum_{m=1}^{M_{x}} w_{m}\left(T_{x}^{m}+T_{x}^{-m}\right)\right] \tag{1}
\end{equation*}
$$

with weights (Fornberg, 1987, among other)

$$
\begin{equation*}
w_{0}=\sum_{k=1}^{M_{x}} \frac{2}{k^{2}}, \quad w_{m}=(-1)^{m} \sum_{k=m}^{M_{x}} \frac{2}{k^{2}} \frac{(k!)^{2}}{(k-m)!(k+m)!} \tag{2}
\end{equation*}
$$

for $1 \leq m \leq M_{x}$. If a second-order central scheme is applied in time, the discrete equation becomes

$$
\begin{equation*}
\frac{u_{j}^{n+1}-2 u_{j}^{n}+u_{j}^{n-1}}{\Delta t^{2}}=c^{2} D_{x x}^{\left(M_{x}\right)} u_{j}^{n} \tag{3}
\end{equation*}
$$

An estimate of the numerical error follows from a Fourier expansion in $\hat{u}=\exp [\mathrm{i}(k x-\omega t)]$ with wavenumber $k$. In the exact case, $k= \pm \omega / c$. Minus signs are usually ignored because of (anti-)symmetry. Substitution of a Fourier mode in Equation (3) produces

$$
\begin{equation*}
-\left[\frac{\sin (\omega \Delta t / 2)}{\Delta t / 2}\right]^{2} \hat{u}=\hat{D}_{x x}^{\left(M_{x}\right)} \hat{u} \tag{4}
\end{equation*}
$$

where the Fourier symbol $\hat{D}_{x x}^{\left(M_{x}\right)}$ follows from $D_{x x}^{\left(M_{x}\right)}$ by replacing $T_{x}$ with $\hat{T}=\mathrm{e}^{\mathrm{i} k \Delta x}$. The right-hand side can be obtained as the truncated series expansion of $[2(c / \Delta x) \arcsin (\sqrt{\eta})]^{2}$ in $\eta$ up to the power $M_{x}$, followed by substitution of $\eta=\sin ^{2}(k \Delta x / 2)=\left(2-\hat{T}-\hat{T}^{-1}\right) / 4$.

A Taylor series expansion of Equation (4) in $\Delta t$ and $\Delta x$ provides

$$
\begin{equation*}
-\omega^{2}\left[1-\frac{1}{12}(\omega \Delta t)^{2}\right]=(c k)^{2}\left[1-\frac{2\left(M_{x}!\right)^{2}}{\left[2\left(M_{x}+1\right)\right]!}(k \Delta x)^{2 M_{x}}\right] \tag{5}
\end{equation*}
$$

revealing a second-order error in time and an order $2 M_{x}$ in space. The net effect of these errors will appear as numerical dispersion, with the dispersion relation $\omega(k)$ implicitly given by Equation (4) and approximately by Equation (5).

Figure 1a shows an example with $c=1 \mathrm{~km} / \mathrm{s}$, periodic boundary condition $u\left(t, x=x_{\max }\right)=u(t, x=0)$ with $x_{\max }=$ 1 km and discrete initial values $u_{j}^{0}=w_{0}\left(x_{j}\right), u_{j}^{-1}=w_{0}\left(x_{j}+\right.$ $c \Delta t$ ) for a pulse $w_{0}(x)=[4 \max (0, \xi(1-\xi))]^{4}$ with $\xi=$ $(x-400) / 100$. The exact solution is $u(t, x)=w_{0}(x-c t)$, describing a pulse travelling to the right. The time step is set at about half the maximum time step, defined by the Courant-Friedrichs-Lewy (CFL)number: $v=c \Delta t / \Delta x \simeq$


FIGURE1 A pulse is distorted by numerical dispersion after travelling around the periodic domain twice. The second-order time discretization causes higher frequencies to move faster.
$0.5 v_{\max }$, where

$$
\begin{equation*}
1 / v_{\max }^{2}=\frac{1}{2} \sum_{m=1}^{M_{x}} 4^{m}[(m-1)!]^{2} /(2 m)! \tag{6}
\end{equation*}
$$

for a scheme of spatial order $2 M_{x}$. The example has an eighthorder scheme with $M_{x}=4$ and $v_{\max }=\sqrt{315 / 512}$.

The numerical result at time $2 x_{\max } / c$, after travelling two times around, is drawn in Figure 1a as a red line and the exact solution as a black line. If the small spatial error is neglected, $\omega \simeq \arcsin (c k \Delta t / 2) /(\Delta t / 2)$, the phase velocity obeys $c_{\text {phase }} / c \simeq 1+(\omega \Delta t)^{2} / 24$ and the group velocity $\quad c_{\text {group }} / c=c^{-1} \mathrm{~d} \omega / \mathrm{d} k \simeq 1 / \sqrt{1-(\omega \Delta t / 2)^{2}} \simeq$ $1+(\omega \Delta t)^{2} / 8$, showing that the higher frequencies tend to travel faster, an effect clearly visible in Figure 1a.

Stork (2013) noted that Equation (4) is actually exact in time for a modified frequency $\tilde{\omega}=\omega \operatorname{sinc}(\omega \Delta t / 2)$ with $\operatorname{sinc}(x)=\sin (x) / x$. To remove the effect of dispersion, he computes the effect of dispersion on a given wavelet as a function of several time intervals and interpolates between the results to obtain a time-variable filter. Other implementations follow the same idea (Anderson et al., 2015; Dai et al., 2014; Li et al., 2016). The approach via the Fourier domain, which is considerably easier to code, was taken by Wang and Xu (2015b) and later by Koene et al. (2018), Mittet (2017), Qin et al. (2017) and Xu et al. (2017). The last corrects a flaw in the approach of Wang and Xu (2015b), but there is an alternative to both, as will be shown below.

Figure 2a sketches the idea. Suppose the angular frequencies on the horizontal axis were obtained after a fast Fourier transform (FFT) on a modelled seismic trace, in this example for equally spaced frequencies from 0 to 50 Hz . Only very
few samples are shown on the horizontal axis of Figure 2a for clarity. These angular frequencies should actually be interpreted as the non-uniformly spaced samples of $\tilde{\omega}$ on the vertical axis. If a fast inverse transform is to be used to return to the time domain, the data as a function of $\tilde{\omega}$ should be interpolation to an equidistant grid, from 0 to $(2 / \pi) \omega_{\max }$. The obvious approach is to use higher-order interpolation with Lagrange interpolating functions. However, the real and imaginary parts of the spectrum can be highly oscillatory and require a very high order. An alternative is to map the data to amplitude and phase and perform the interpolation in that domain, but phase unwrapping can be difficult. The interpolation operator of the highest order, involving all grid points, amounts to the Fourier interpolation with unevenly spaced points and will be reviewed below. Before doing that, it should be noted that Koene et al. (2018) take an opposite approach, illustrated in Figure 2b. The initial FFT from the time domain to the frequency domain is replaced by a nonuniform Fourier transform that produces angular frequencies $\omega$ that have the corresponding $\tilde{\omega}$ on an equidistant grid. The result can then immediately be transformed back to the time domain by an FFT.

An alternative is to first use an FFT and then use the Fourier interpolation to map the exact but non-equidistant angular frequencies $\tilde{\omega}$ to an equidistant grid. Consider the spectrum $g(f)$ with frequencies $f \in\left[-f_{\max }, f_{\max }\right]$ and $g(f)=0$ for $|f|>f_{\text {max }}$. Its Fourier expansion with coefficients $a_{n}$ is

$$
\begin{align*}
g(f) & =\sum_{n=-\infty}^{\infty} a_{n} \mathrm{e}^{2 \pi \mathrm{i} n f /\left(2 f_{\max }\right)},  \tag{7}\\
a_{n} & =\frac{1}{2 f_{\max }} \int_{-f_{\max }}^{f_{\max }} g(f) \mathrm{e}^{-2 \pi \mathrm{i} n f /\left(2 f_{\max }\right)}
\end{align*}
$$

Assuming that $g(f)$ has been obtained from an FFT on well-sampled periodic time data with constant sampling interval $\Delta t=1 /\left(2 f_{\max }\right)$, we have discrete frequencies $f_{j}$, symmetrically arranged relative to $f_{0}$ with $f_{-j}=-f_{j}$. For real-valued time data, $g_{j}=g\left(f_{j}\right)=g_{-j}^{*}$, where the asterisk denotes the complex conjugate. If there are $n_{\mathrm{f}}$ frequencies with $n_{\mathrm{f}}$ odd, take $j=-j_{\max }, \ldots, j_{\max }, j_{\max }=\left(n_{\mathrm{f}}-1\right) / 2$, including $f_{0}=0$. If $n_{\mathrm{f}}$ is even, consider the $n_{\mathrm{f}}$ indices $j=$ $-j_{\text {max }}+1, \ldots, j_{\text {max }}$ with $j_{\text {max }}=n_{\mathrm{f}} / 2$ and again $f_{0}=0$, and let the now real-valued $g_{-j_{\max }}=g_{j_{\max }}$ correspond to the highest frequency, which is proportional to $-1,+1,-1,+1, \ldots$ in the time domain. In this way, we effectively obtain $n_{f}+1$ discrete frequencies.
The integral in Equation (7) can be approximated by the trapezoid rule, leading to
$a_{n}=\Delta t \sum_{j=-j_{\max }}^{j_{\text {max }}} \frac{1}{2}\left(\tilde{g}_{j-1}+\tilde{g}_{j}\right)\left(f_{j}-f_{j-1}\right), \quad \tilde{g}_{j}=g_{j} \mathrm{e}^{-2 \pi \mathrm{i} n\left(f_{j} \Delta t\right)}$,


FIGURE 2 Illustration of dispersion correction in the frequency domain. (a) An FFT produces equidistant angular frequencies $\omega$, shown on the horizontal axis. The numerical dispersion curve in black deviates from the true one in red. The vertical axis contains the angular frequencies $\tilde{\omega}$ for which the numerical result is exact. The frequency-domain data can be interpolated to an equidistant grid in $\tilde{\omega}$ followed by an FFT to the time domain or can be transformed directly to the time domain by a non-uniform Fourier transform. (b) A non-uniform Fourier transform can also be applied directly on the time-domain data to obtain values of $\omega$ on a non-equidistant grid that produce an equidistant grid for $\tilde{\omega}$, after which an inverse FFT can be applied.
where $f_{\max }=1 /(2 \Delta t)$ has been used. In this periodic setting, the trapezoid rule converges exponentially for sufficiently smooth functions, much better than the better-known non-periodic case with only second-order accuracy (Trefethen \& Weideman, 2014). With $g_{-j}=g_{j}^{*}$ and $\tilde{g}_{-j}=$ $\tilde{g}_{j}^{*}$, the expression (8) with $h_{j-1 / 2}=\Delta t\left(f_{j}-f_{j-1}\right)$ reduces to

$$
\begin{align*}
a_{n} & =2 \operatorname{Re} \sum_{j=1}^{j_{\max }} \frac{1}{2}\left(\tilde{g}_{j-1}+\tilde{g}_{j}\right) h_{j-1 / 2} \\
& =\operatorname{Re}\left[\tilde{g}_{0} h_{1 / 2}+\tilde{g}_{1}\left(h_{1 / 2}+h_{3 / 2}\right)+\cdots\right.  \tag{9}\\
& \left.+\tilde{g}_{j_{\max }-1}\left(h_{j_{\max }-3 / 2}+h_{j_{\max }-1 / 2}\right)+\tilde{g}_{j_{\max }} h_{j_{\max }-1 / 2}\right]
\end{align*}
$$

or

$$
\begin{equation*}
a_{n}=\operatorname{Re} \sum_{j=1}^{j_{\max }} g_{j} \tilde{h}_{j} \mathrm{e}^{-2 \pi \mathrm{i} n\left(f_{j} \Delta t\right)} \tag{10}
\end{equation*}
$$

where $\tilde{h}_{1}=h_{1 / 2}, \tilde{h}_{j}=h_{j-1 / 2}+h_{j+/ 2}$ for $j=2, \ldots, j_{\max }-$ $1, \tilde{h}_{j_{\max }}=h_{j_{\max }-1 / 2}$. To obtain the interpolated values of $g(f)$ on an equidistant grid of frequencies, the coefficients have to be substituted into the expansion of $g(f)$ in Equation (7), which can be accomplished by an FFT. That step can be skipped, since we are only interested in the time-domain result, already available as $a_{n}=a\left(t^{n}\right)$.

Figure 3 presents an example of this procedure on a problem taken from figure 3 in Koene et al. (2018), where
dispersion is added to and then removed from an $8-\mathrm{Hz}$ Ricker wavelet that peaks at 0.2 s . The time samples are $t^{n}=n \Delta t$ with $\Delta t=0.015 \mathrm{~s}$ and $n=0,1, \ldots, 26$. The method described above provides a very similar result to that of Koene et al. (2018), who argue that the approach of Wang and Xu (2015a) is incorrect. However, what the latter refer to as forward time dispersion transform step 3 is, strictly taken, correct if the integral would be approximated by the above approach with the trapezoid rule.

If a seismic trace does not end with zero values, which is usually the case, a smooth taper should be applied at the end. If the data are to be preserved over a given time span, this implies that the modelling time should be extended beyond the desired maximum time to provide sufficiently many extra time samples for the taper (Mulder, 2023).

## METHOD

The second-order formulation of the wave equation contains the second time derivative $\partial_{t t} u$, where $u(t, \mathbf{x})$ is the pressure as a function of time $t$ and position $\mathbf{x}$ in the acoustic case or one of the displacement or particle velocity components in the elastic case. A second-order finite-difference approximation is $D_{t t} u^{n}=\left(u^{n+1}-2 u^{n}+u^{n-1}\right) / \Delta t^{2}$ with time step $\Delta t$. The discrete solution at time $t^{n}=t_{0}+n \Delta t$ is denoted by $u^{n}=u\left(t^{n}\right)$, and it will be assumed that $t_{0}=0$. The discrete approximation is exact for an angular frequency $\tilde{\omega}=\omega \operatorname{sinc}(\omega \Delta t / 2)$, with $\operatorname{sinc}(x)=\sin (x) / x$. The dispersion correction scheme


FIGURE 3 Comparison of the approaches outlined in Figure 2 by adding dispersion to a Ricker wavelet and then removing it. (a) The black circles show the result of applying a non-uniform Fourier transform to map the signal from time to frequency and an FFT to go back to time, as proposed by Koene et al. (2018), whereas the red plusses are obtained for the reverse approach, using an FFT to go the frequency domain followed by a non-uniform Fourier transform on non-equidistant frequencies to go back to the time domain. (b) The difference between the output of adding and removing dispersion and the original wavelet for the two methods.
maps the recorded data to the correct angular frequency $\omega$. Since this also changes the wavelet, dispersion has to be added to the original wavelet to obtain the correct spectrum after correcting the data.

Among several later implementations of this idea, the one of Koene et al. (2018) is taken as a starting point. Their forward step, which adds dispersion to the wavelet and is called forward time dispersion transform, is given by

$$
\tilde{u}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \begin{gather*}
\infty  \tag{11}\\
\mathrm{d} \omega \mathrm{e}^{\mathrm{i} \omega t}
\end{gather*} \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \mathrm{e}^{-\mathrm{i} \omega t^{\prime} \operatorname{sinc}(\omega \Delta t / 2)} u\left(t^{\prime}\right) .
$$

A series expansion in the time step $\Delta t$ enables the direct evaluation of the integrals and provides

$$
\begin{align*}
\tilde{u}(t) & =u(t)+\sum_{k=1}^{\infty} \frac{(\Delta t / 2)^{2 k}}{(2 k+1)!} r_{k}(t), \\
r_{k} & =\sum_{\ell=1}^{k}(-1)^{\ell} a_{k, \ell} \partial_{t}^{2 k+\ell}\left[t^{\ell} u(t)\right], \tag{12}
\end{align*}
$$

as derived in the Appendix. The coefficients $a_{k, \ell}$ in Equation (A.8b) are non-zero for $1 \leq \ell \leq k$ and are defined such that $a_{k, 1}=1$. The time derivatives are replaced by operators $D^{[j, m]}$, defined as the discrete $j$ th derivative of order $m, m$ even, for a unit grid spacing. The discrete approximation of Equation (12) becomes

$$
\begin{align*}
\tilde{u}(t) & \simeq u(t)+\sum_{k=1}^{k_{\max }} \frac{(1 / 2)^{2 k}}{(2 k+1)!} \bar{r}_{k}(t),  \tag{13}\\
\bar{r}_{k} & =\sum_{\ell=1}^{k} a_{k, \ell}(-\Delta t)^{\ell} D^{\left[2 k+\ell, \max \left(1, M_{t}-2(k-1)\right]\right]}\left(t^{\ell} u\right),
\end{align*}
$$

with $t$ and $u(t)$ are given on the same equidistant grid with spacing $\Delta t$. The operator $D^{[j, m]}$ is defined as the discrete $j$ th derivative of order $m, m$ even, for a unit grid spacing. If $M_{x}$ is the order of the error in the spatial discretization, it makes sense to choose the temporal order $M_{t}>M_{x}$, leading to $k_{\max }=M_{t} / 2=\operatorname{ceil}\left(\left(M_{x}+1\right) / 2\right)$, though $k_{\max }=$ ceil( $M_{x} / 2$ ) may already suffice.
The expression for the actual dispersion correction, called inverse time dispersion transform by Koene et al. (2018), is

$$
u(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \begin{gather*}
\infty  \tag{14}\\
\mathrm{d} \omega \\
\mathrm{e}^{\mathrm{i} \omega t}
\end{gather*} \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \mathrm{e}^{-\mathrm{i} \omega t^{\prime}} \arcsin (\omega \Delta t / 2) /(\omega \Delta t / 2) \tilde{u}\left(t^{\prime}\right),
$$

and results in the series expansion

$$
\begin{align*}
& u(t)=\tilde{u}(t)+\sum_{k=1}^{\infty}(-1)^{k} \frac{(\Delta t / 4)^{2 k}(2 k)!}{(2 k+1)(k!)^{2}} s_{k}(t), \\
& s_{k}=\sum_{\ell=1}^{k}(-1)^{\ell} b_{k, \ell} \partial_{t}^{2 k+\ell}\left[t^{\ell} \tilde{u}(t)\right] \tag{15}
\end{align*}
$$



FIGURE 4 Seismogram as function of the horizontal receiver position $x_{r}$ and time $t$.
with coefficients $b_{k, \ell}$ given by Equations (A.12b). The discrete counterpart of (15) is

$$
\begin{align*}
u(t) & \simeq \tilde{u}(t)+\sum_{k=1}^{k_{\max }}(-1)^{k} \frac{(1 / 4)^{2 k}(2 k)!}{(k!)^{2}(2 k+1)} \bar{s}_{k}(t), \\
\bar{s}_{k} & =\sum_{\ell=1}^{k} b_{k, \ell}(-\Delta t)^{-\ell} K^{-(2 k+\ell)} D^{\left[2 k+\ell, \max \left(1, M_{t}-2(k-1)\right)\right]}\left(t^{\ell} \tilde{u}\right) \tag{16}
\end{align*}
$$

The factor with $K$ accounts for subsampling if the data are recorded at a sampling interval $K \Delta t$ with an integer $K \geq 1$.

## RESULTS

## Homogeneous model

The method was tested on an earlier homogeneous problem (Mulder, 2023) with degree-4 mass-lumped triangular finite elements (Mulder, 2022, 1996) on an unstructured mesh. The source is placed at the centre of a $2-\mathrm{km}$ wide square domain with reflecting zero boundary conditions, a sound speed of $2 \mathrm{~km} / \mathrm{s}$ and a density of $2 \mathrm{~g} / \mathrm{cm}^{3}$. The receivers are located 200 m below the source with horizontal offsets from -800 to +800 m at a $50-\mathrm{m}$ interval. The wavelet $w(t)=$ [ $\left.4\left(t / T_{w}\right)\left\{1-\left(t / T_{w}\right)\right\}\right]^{16}$ is non-zero for time $t \in\left(0, T_{w}\right)$ and zero otherwise, with $T_{w}=0.2 \mathrm{~s}$. Data, shown in Figure 4, are recorded from $t=0$ to 1.25 s . The time step was taken at $99 \%$ of the maximum time step for stability, determined by the power method (Mises \& Pollaczek-Geiringer, 1929; Geevers et al., 2019). Figure 5 displays the errors as a function of $N^{1 / 2}$, the square root of the number of degrees of freedom $N$ including the zero boundary values and of the measured wall clock time for the time-stepping part only, obtained on a
single core and averaged over five runs. Both the relative root-mean-square error (RMS), defined as the RMS error of the error divided by that of the solution, and relative maximum error, defined as the maximum error divided by the maximum solution value, are shown. The grey line in Figure 5a and 5c denotes the expected trend of order $M_{x}=p+1$ for a finite element of degree $p=4$. The entries in the legend denote the degree $p$ of the element, the order of the timestepping scheme if there is a comma and an even integer, and the number of nodes per element, 18 in this case. If there are brackets instead of a comma after the degree $p$, secondorder time stepping with dispersion correction is used. The Fourier approach of Koene et al. (2018) is denoted by '(d)' and the series approach with, for instance, ' $(\mathrm{s} 6,2)$ '. The first number is $2 k_{\text {max }}$, the maximum degree of the series expansion in $\Delta t$. The second number refers to half the number of extra points used for the numerical derivatives. For the standard central finite-difference scheme, it is zero. The dashed lines mark the results for second- and higher-order time stepping. The maximum time step for stability increases for higher time orders, listed for instance in Table 4 of Mulder (2013), which partly offsets the higher cost of these schemes. The cost increases roughly by a factor of $M_{t} / 2$ for a time stepping order $M_{t}$, relative to second-order time stepping. The sixth-order scheme exceeds the order of the spatial error by one and can serve as a reference for comparing the other time-stepping methods. The Fourier approach of Koene et al. (2018), corresponding to the red drawn line, deteriorates for very small errors - so small, however, that they may never be needed in practice.

The series approach, with the receiver sampling time equal to the time step, is worse with the standard central finitedifference scheme but improves when extra points are added to suppress numerical noise (McDevitt, 2012). In this example, widening the finite-difference stencil with two times 4 points (s6, 4) appears to suffice, both for the RMS and the more erratic maximum error. In terms of efficiency, measured by the elapsed compute time for a given accuracy, the series approach with $2 \times 4$ extra points for the numerical derivatives appears to be the most attractive. The time-stepping cost for the Fourier approach is larger because the recording time was extended to accommodate a taper with a length equal to that of the wavelet, 0.2 s . The same was done for the series approach, but by a much smaller amount, with a number of samples equal to half the width of the largest finite-difference stencil. This can be avoided by using one-sided difference operators but then more coding is required.

Figure 6 illustrates the beneficial effect of the enlarged finite-difference stencils on a single trace. The noise in Figure 6 a is reduced when extra points are added to the stencil, and three or four extra points on each side are sufficient in this example. The data correspond to the first trace of four


FIGURE 5 Relative RMS ( $\mathrm{a}, \mathrm{b}$ ) and maximum errors ( $\mathrm{c}, \mathrm{d}$ ) as a function of the square root of the number of degrees of freedom (a,c) and the measured wall clock time for time stepping only (b,d).
runs with a fairly large number of degrees of freedom, $N=$ 710,765 , for wavelets treated by the series approach with the same number of additional points as used for the data.

Figure 7 shows the effect of subsampling the recorded traces, as commonly done in practice. To avoid additional runs, the same data were used as before but subsampled to the largest time interval that does not exceed 2 ms before applying the correction of Equation (16). The original runs were sampled at the maximum allowable time step. With the subsampling, the standard central high-order finitedifference scheme appears to be sufficient and no additional points are needed for numerical-noise suppression, at least in this example.

## Inhomogeneous model with topography

Apart from the time-stepping error, the spatial discretization will play a role. For a homogeneous problem on a rectangular
domain with reflecting boundary conditions, this error converges more rapidly the higher the order of the scheme when the mesh is refined. This changes if there are discontinuities in the material properties, with topography as the strongest contrast. In the acoustic case, the pressure is continuous across an interface that describes the positions of the discontinuities, but its derivatives are not. If the model parameters are represented on the finite-difference grid in the most straightforward way, by just sampling, the position of the interface is unknown within a distance of the grid spacing, leading to a first-order term. Therefore, if a finite-difference scheme is of order $q$, the error will be of the asymptotic form $C_{0} h^{q}+C_{1} h+C_{2} h^{2}$ for a grid spacing $h$. Here, the constants $C_{k}, k=0,1,2$, depend on the problem. If the spacing $h$ is too large, the error will not follow the asymptotic form. If it is too small, numerical round-off errors will appear, so the estimate is only valid for a range of $h$-values. With time stepping, the spatial errors will accumulate but in different ways. The first term $C_{0} h^{q}$ will affect a wave continuously and grow linearly in time, whereas


FIGURE 6 Effect of the number of extra stencil points on the removal of numerical noise for the approximation of the term $\partial_{t}^{2 k+\ell}\left[t^{\ell} \tilde{u}\right]$ with $k=3$ and $\ell=3$. Half the number of extra points equals 0 (a), 2 (b), 3 (c) or 4 (d).
the other two terms will only contribute when a wave passes an interface. If the model parameters vary smoothly and the number of interfaces is small, a higher-order scheme may still pay off.

The same is true for finite elements. In some cases, however, the first- and second-order errors at interfaces can be suppressed if the mesh precisely follows the interfaces between discontinuous material properties. The error will then behave as $C_{f} h^{p+1}$ for an element size $h$ and a degree$p$ polynomial element of the type used here. In general, this cannot be achieved due to, for instance, small-scale details, sharp pinch-outs, curvature, very small distances between neighbouring faults and fractal behaviour of earth properties. Highly distorted meshes will adversely affect the accuracy. The presence of corner singularities, for corners with angles other than $90^{\circ}$ in the topography or at interfaces, will degrade the numerical order. For not too complicated models, how-
ever, finite elements can perform better than finite differences (e.g., Mulder, 1996; Zhebel et al., 2014).

Figure 8 displays a check-shot setting, taken from Mulder (2023). The seismogram shows traces as a function of time, up to 1.2 s , and receiver depth. Values are clipped at $2 \%$ of the maximum amplitude over all traces. The acoustic wave equation is solved. The wavelet is $w(t)=\left[4\left(t / T_{w}\right)\left\{1-\left(t / T_{w}\right)\right\}\right]^{8}$ for $t \in\left(0, T_{w}\right)$ and zero otherwise, with $T_{w}=0.1 \mathrm{~s}$. The shot is placed at $x_{s}=100 \mathrm{~m}$ and a depth of 6 m depth below the surface, corresponding to $z_{s}=-825.573 \mathrm{~m}$. The receiver line at $x_{r}=0 \mathrm{~m}$ has 137 receivers at a $20-\mathrm{m}$ interval, starting at $z=$ -750 m or 30.62 m below the surface and ending at $z=1970$ m . The recording time is 1 s . Zero Dirichlet boundary conditions are used on the entire boundary to avoid contamination by less than perfect absorbing boundaries. The error in the seismic data is estimated by comparison to results computed on a very fine mesh.


FIGURE 7 As Figure 5 but with subsampling. Apparently, numerical-noise suppression with extra points for the finite-difference stencils is not needed.


FIGURE 8 Density (a), P-velocity model (b) and seismogram (c) from Mulder (2023). The black star in (a) and (b) marks the source position and the yellow line the receivers.

(a)

(b)

FIGURE 9 Relative RMS (a) and maximum errors (b) as a function of the square root of the number of degrees of freedom for the problem with topography. The grey line corresponds to fourth-order convergence.


FIGURE 10 As Figure 9, but with subsampling.

Figure 9 shows these estimated errors for a degree-3 element with 12 nodes per element, 3 vertices, 2 interior nodes per edge, and 3 interior nodes instead of 1 to avoid accuracy loss during mass lumping (Crouzeix \& Raviart, 1973; Cohen et al., 2001). The fourth-order time stepping scheme serves as reference. The Fourier-based dispersion correction reaches almost the same accuracy with secondorder time stepping, as does the series approach with order 4, using $k_{\text {max }}=\operatorname{ceil}\left(M_{x} / 2\right)$ rather than $k_{\text {max }}=\operatorname{ceil}\left(\left(M_{x}+\right.\right.$ $1) / 2$ ) with $M_{x}=4$. No extra points appear to be needed for the difference stencil.

Figure 10 displays similar results when subsampling is used. The wavelet was preprocessed without subsampling and only the dispersion correction of the data used a larger sampling time interval, equal to the largest integer multiple of the computational time step not exceeding 2 ms .

## The wavelet

The smoothness of the wavelet affects the accuracy of the time stepping scheme. For instance, the wavelet $w(t)=$ $\left[4\left(t / T_{w}\right)\left(1-t / T_{w}\right)\right]^{4}$ for $t \in\left[0, T_{w}\right]$ and zero otherwise has a discontinuous fourth derivative at $t=0$ and $t=T_{w}$ and the fifth derivative does not exist at those points. The time stepping error will not be better than third-order with a high-order time stepping scheme. Dispersion correction with the series method and its high derivatives will break down and perform far worse than the Fourier approach unless the finite-difference stencil is widened with sufficiently many points.

For the series method to be useful, a wavelet should be chosen that is sufficiently many times differentiable, or analytic like a Ricker wavelet. If the wavelet is given by a table,
interpolation with a spline of sufficiently high order, beyond that of the usual cubic B-spline, is recommended.

A hybrid method combines the Fourier approach to add wavelet dispersion with the series approach to remove it from the data traces. The Fourier approach has a higher computational cost but is only applied on a single time series. Test results for the hybrid method were of mixed quality. Although it is quicker to test various parameter setting without rerunning the simulation, the resulting accuracy was not very good, in particular on finer meshes.

## CONCLUSIONS

An alternative implementation of temporal dispersion correction for the numerical simulation of wave propagation with second-order explicit time stepping is based on a series expansion and only requires higher time derivatives of the recorded traces to determine the correction terms. High-order finite differencing can be sensitive to numerical round-off errors and may produce noisy results, but this can be suppressed by adding points to the standard finite-difference stencil.

The effectiveness of the method was studied for the acoustic wave equation on a homogeneous problem with an exact solution and an inhomogeneous problem with topography. The results show that the same accuracy can be obtained as with higher-order time stepping, similar to that obtained with Fourier transforms, but a lower compute cost, which is linear instead of quadratic in the number of samples. The cost of the latter, however, can be lowered by using a non-uniform fast Fourier transform.

The series method, though somewhat less robust than the Fourier approach, has the advantage that it can apply the dispersion correction on the fly while doing the time stepping. The range of required time samples can be kept in a buffer. When the subsampling time is reached, the dispersion correction can be applied and the result stored, after which the buffer has to be refilled for the next pass. The Fourier approach requires the whole time series and has to be applied at the end of the computation. In addition, it requires the simulation to be carried out beyond the desired maximum time to allow for a taper at the end of the traces. The series approach was run as well for a longer time to avoid the implementation of one-sided difference operators, but the number of additional samples is smaller, equal to half the finite-difference stencil length.
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## APPENDIX: DERIVATION

The partial Bell (1934) polynomials $B_{k, \ell}\left(x_{1}, \ldots, x_{k+1-\ell}\right)$ are defined by (e.g., Comtet, 1974, section 3.3)

$$
\begin{align*}
\Phi(\xi, u) & =\exp \left(u \sum_{j=1}^{\infty} x_{j} \frac{\xi^{j}}{j!}\right)= \\
1 & +\sum_{k=1}^{\infty} \frac{\xi^{k}}{k!} \sum_{\ell=1}^{k} u^{\ell} \boldsymbol{B}_{k, \ell}\left(x_{1}, \ldots, x_{k+1-\ell}\right) . \tag{A.1}
\end{align*}
$$

They obey the recurrence relation

$$
\begin{equation*}
\boldsymbol{B}_{k, \ell}=\sum_{j=1}^{k+1-\ell}\binom{k-1}{j-1} x_{j} \boldsymbol{B}_{k-j, \ell-1} \tag{A.2}
\end{equation*}
$$

starting from $\boldsymbol{B}_{0,0}=1$ as well as $\boldsymbol{B}_{m, 0}=0$ and $\boldsymbol{B}_{0, m}=0$ for $m \geq 1$. The arguments of $\boldsymbol{B}_{k, \ell}\left(x_{1}, \ldots, x_{k+1-\ell}\right)$ have been dropped for brevity. In particular, $\boldsymbol{B}_{k, 1}=x_{k}$ and $\boldsymbol{B}_{k, k}=x_{1}^{k}$ for $k \geq 1$.
The problem at hand has $u=-\mathrm{i} \omega t, \xi=\omega \Delta t / 2$ and $x_{j}=$ $f^{(j)}(0)$. Applying the expansion (A.1) to (11) and (14), while using $f(0)=1$ and $\delta\left(t^{\prime}-t\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega \exp \left[\mathrm{i} \omega\left(t^{\prime}-\right.\right.$ $t)$ ], provides

$$
\begin{equation*}
\tilde{u}\left(t^{\prime}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega \mathrm{e}^{\mathrm{i} \omega t^{\prime}} \int_{-\infty}^{\infty} \mathrm{d} t \mathrm{e}^{-\mathrm{i} \omega t f(\omega \Delta t / 2)} u(t)=u\left(t^{\prime}\right)+v\left(t^{\prime}\right) \tag{A.3}
\end{equation*}
$$

with

$$
\begin{align*}
v\left(t^{\prime}\right)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega \int_{-\infty}^{\infty} \mathrm{d} t \mathrm{e}^{\mathrm{i} \omega\left(t^{\prime}-t\right)} u(t) \\
& \sum_{k=1}^{\infty} \frac{(\omega \Delta t / 2)^{k}}{k!} \sum_{\ell=1}^{k}(-\mathrm{i} \omega t)^{\ell} \boldsymbol{B}_{k, \ell} \tag{A.4}
\end{align*}
$$

## Now

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega \int_{-\infty}^{\infty} \mathrm{d} t \mathrm{e}^{\mathrm{i} \omega\left(t^{\prime}-t\right)} \omega^{k}(-\mathrm{i} \omega t)^{\ell} u(t) \\
& \quad=\frac{(-1)^{\ell}(-\mathrm{i})^{k}}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega \int_{-\infty}^{\infty} \mathrm{d} t t^{\ell} u(t) \partial_{t^{\prime}}^{k+\ell} \mathrm{e}^{\mathrm{i} \omega\left(t^{\prime}-t\right)}  \tag{A.5}\\
& \quad=(-1)^{k+\ell} \mathrm{i}^{k} \int_{-\infty}^{\infty} \mathrm{d} t^{\ell} u(t) \delta^{(k+\ell)}\left(t^{\prime}-t\right) \\
& \quad=\left.\mathrm{i}^{k} \partial_{t}^{k+\ell}\left[t^{\ell} u(t)\right]\right|_{t=t^{\prime}}
\end{align*}
$$

With that, Equation (A.3) becomes

$$
\begin{equation*}
\tilde{u}(t)=u(t)+\sum_{k=1}^{\infty} \frac{(\mathrm{i} \Delta t / 2)^{k}}{k!} \sum_{\ell=1}^{k} B_{k, \ell} \partial_{t}^{k+\ell}\left[t^{\ell} u(t)\right] . \tag{A.6}
\end{equation*}
$$

In the forward case, which adds dispersion,

$$
f(\xi)=\frac{\sin (\xi)}{\xi}=\sum_{j=0}^{\infty} \frac{(-1)^{j}}{(2 j+1)!} \xi^{2 j}
$$

$f(0)=1$, and

$$
\begin{equation*}
x_{2 j}=f^{(2 j)}(0)=\frac{(-1)^{j}}{2 j+1}, \quad x_{2 j+1}=0, \quad j \geq 0 \tag{A.7}
\end{equation*}
$$

Equation (A.6) becomes

$$
\begin{align*}
\tilde{u}(t) & =u(t)+\sum_{k=1}^{\infty} \frac{(\Delta t / 2)^{2 k}}{(2 k+1)!} r_{k}(t), \\
r_{k} & =\sum_{\ell=1}^{k}(-1)^{\ell} a_{k, \ell} \partial_{t}^{2 k+\ell}\left[t^{\ell} u(t)\right], \tag{A.8a}
\end{align*}
$$

where

$$
\begin{equation*}
a_{k, \ell}=(-1)^{k}(2 k+1) B_{2 k, \ell}\left(x_{1}, \ldots, x_{2 k+1-\ell}\right) \tag{A.8b}
\end{equation*}
$$

with $x_{m}$ from Equation (A.7) and $1 \leq \ell \leq k$. The coefficients $a_{k, \ell}$ are rescaled to obtain $a_{k, 1}=1$. Values of $a_{k, \ell}$ up to $k=10$ are listed below. The factor in front of $r_{k}(t)$ in Equation (A.8a) appears in the series expansion

$$
\begin{equation*}
\frac{\sinh (\Delta t / 2)}{\Delta t / 2}=\sum_{k=1}^{\infty} \frac{(\Delta t / 2)^{2 k}}{(2 k+1)!} \tag{A.9}
\end{equation*}
$$

In the reverse case, removing dispersion,

$$
\begin{equation*}
f(\xi)=\frac{\arcsin (\xi)}{\xi}=\sum_{j=0}^{\infty} \frac{(2 j)!}{2^{2 j}(2 j+1)(j!)^{2}} \xi^{2 j} \tag{A.10}
\end{equation*}
$$

$f(0)=1$, and

$$
\begin{equation*}
x_{2 j}=f^{(2 j)}(0)=\frac{[(2 j)!]^{2}}{2^{2 j}(2 j+1)(j!)^{2}}, \quad x_{2 j+1}=0, \quad j \geq 0 \tag{A.11}
\end{equation*}
$$

If Equation (A.6) is written as

$$
\begin{align*}
u(t) & =\tilde{u}(t)+\sum_{k=1}^{\infty}(-1)^{k} \frac{(\Delta t / 2)^{2 k}(2 k)!}{2^{2 k}(2 k+1)(k!)^{2}} s_{k}(t) \\
s_{k} & =\sum_{\ell=1}^{k}(-1)^{\ell} b_{k, \ell} \partial_{t}^{2 k+\ell}\left[t^{\ell} \tilde{u}(t)\right] \tag{A.12a}
\end{align*}
$$

then

$$
\begin{equation*}
b_{k, \ell}=(2 k+1)\left[\frac{k!2^{k}}{(2 k)!}\right]^{2} B_{2 k, \ell}\left(x_{1}, \ldots, x_{2 k+1-\ell}\right) \tag{A.12b}
\end{equation*}
$$

with $x_{m}$ from Equation (A.11), $1 \leq \ell \leq k$ and rescaled such that $b_{k, 1}=1$. Note that

$$
\begin{equation*}
\frac{\operatorname{arcsinh}(\Delta t / 2)}{\Delta t / 2}=\sum(-1)^{k} \frac{(\Delta t / 2)^{2 k}(2 k)!}{2^{2 k}(2 k+1)(k!)^{2}} \tag{A.13}
\end{equation*}
$$

The recurrence relation (A.2) can be simplified when $x_{2 j+1}=0$ for $j \geq 0$. First, consider an odd $k=2 k^{\prime}+1, k^{\prime} \geq 0$ and let $j=2 j^{\prime}$. Then, $\boldsymbol{B}_{2 k^{\prime}+1,1}=x_{2 k^{\prime}+1}=0, B_{2 k^{\prime}+1,2 k^{\prime}+1}=$ $x_{1}^{2 k^{\prime}+1}=0$, and

$$
\begin{equation*}
B_{2 k^{\prime}+1, \ell}=\sum_{j^{\prime}=1}^{\left\lfloor k^{\prime}+1-\ell / 2\right\rfloor}\binom{2 k^{\prime}}{2 j^{\prime}-1} x_{2 j^{\prime}} \boldsymbol{B}_{2\left(k^{\prime}-j^{\prime}\right)+1, \ell-1}, \tag{A.14}
\end{equation*}
$$

showing that $B_{2 k^{\prime}+1, \ell}=0$ for $k^{\prime} \geq 0$ and $0 \leq \ell \leq 2 k^{\prime}+1$. Here, $k=\lfloor a\rfloor$ denotes the largest integer $k \leq a$, sometimes expressed as $f \operatorname{loor}(a)$, for a real number $a$.

For the even case, let $k=2 k^{\prime}, k^{\prime} \geq 1$ and $j=2 j^{\prime}$. Then,

$$
\begin{equation*}
\boldsymbol{B}_{2 k^{\prime}, \ell} \sum_{j^{\prime}=1}^{\left\lfloor k^{\prime}-(\ell-1) / 2\right\rfloor}\binom{2 k^{\prime}-1}{2 j^{\prime}-1} x_{2 j^{\prime}} \boldsymbol{B}_{2\left(k^{\prime}-j^{\prime}\right), \ell-1} \tag{A.15}
\end{equation*}
$$

which now only involves $\boldsymbol{B}_{k, \ell}$ with even $k$.
Equation [3m] in Section 3.3 of Comtet (1974) reads

$$
\begin{align*}
& \boldsymbol{B}_{k, k-m}\left(x_{1}, x_{2}, \ldots, x_{k+1-(k-m)}\right)= \\
& \quad \sum_{j=m+1}^{2 m}\binom{k}{j} x_{1}^{k-j} \boldsymbol{B}_{j, j-m}\left(0, x_{2}, \ldots, x_{j+1-(j-m)}\right) . \tag{A.16}
\end{align*}
$$

The implied condition $j \leq k$ leads to $m \leq\lfloor k / 2\rfloor$. If $x_{1}=0$ and $k=2 k^{\prime}$, this shows that $B_{2 k^{\prime}, \ell}=0$ for $\ell>k^{\prime}$. With that, the recurrence relation (A.15) can be rewritten in terms of
$\tilde{B}_{k^{\prime}, \ell}=B_{2 k^{\prime}, \ell}$ as

$$
\begin{equation*}
\tilde{B}_{k^{\prime}, \ell}=\sum_{j^{\prime}=1}^{k^{\prime}+1-\ell}\binom{2 k^{\prime}-1}{2 j^{\prime}-1} x_{2 j^{\prime}} \tilde{B}_{k^{\prime}-j^{\prime}, \ell-1}, \quad 1 \leq \ell \leq k^{\prime}, \tag{A.17}
\end{equation*}
$$

starting from $\tilde{B}_{0,0}=1, \tilde{B}_{m, 0}=\tilde{B}_{0, m}=0$ for $m \geq 1$, and using $k=2 k^{\prime}$ and $j=2 j^{\prime}$ as before.

The coefficients $a_{k, \ell}$ up to $k_{\max }=10$ or $(\Delta t)^{20}$ are elements of the lower triangular matrix

For $b_{k, \ell}$, we have

A Matlab ${ }^{\circledR}$ (2021) code abmatrix.m is produced as an illustration. The script abmatrixsym.m provided the matrices above, using the Symbolic Math Toolbox.
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