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A B S T R A C T

Dune erosion during storm surges can lead to excessive damage to the dune system with devastating floods as a
potential consequence. A risk assessment of areas protected by dunes can be facilitated by an understanding and
description of the physical processes that take place. Field measurements, knowledge of underlying processes
and numerical modelling have developed with time, which enabled a more comprehensive description and
new predictive techniques. This review concerns dune erosion in the collision regime, and summarises
relevant observations, describes underlying processes and explains existing models predicting dune erosion.
Observations of dune erosion consist of field observations, laboratory experiments and manipulative field
campaigns. The underlying physical processes that contribute to dune erosion are divided into processes that
contribute to sediment transport due to hydrodynamic forcing, which occurs in the surf and swash zone, and
sediment transport due to avalanching, which occurs in the swash zone, on the dune face and on the dune
crest. The existing dune erosion models that are discussed here contain (empirical) equilibrium profile models
and process-based models, which can both be a valuable tool for the risk assessment of storm surges. However,
model uncertainties still remain, as specific processes are not yet fully understood and described. Examples
are the influences of wave obliquity, sediment grain size, and vegetation on the dune face. By improving our
knowledge through research and reducing these uncertainties, we can further improve our predictive models.
This could eventually lead to more accurate predictions, more complete risk assessments, and sandy coastlines
which are more resilient to excessive dune erosion and possible floods.
1. Introduction

Storm surges can lead to excessive dune erosion with devastating
floods as a potential consequence. Barrier islands and low-lying coun-
tries protected by dunes are especially vulnerable to dune erosion. To
assess the risks these areas face, an understanding and description of
the physical processes that take place during dune erosion can be of
value.

Storms can be classified into four regimes with different levels of
impact (Sallenger, 2000). These regimes are the (1) swash regime, (2)
collision regime, (3) overwash regime and (4) inundation regime. This
review confines itself to dune erosion in the collision regime, when the
total water level exceeds the dune foot causing waves to collide with
the dune face and force erosion. The eroded sand is transported offshore
where it settles in the outer surf (Fig. 1).

The induced damage to the dunes in the collision regime can be sig-
nificant. On January 3 1976, a 1:20 year storm collided with the Dutch
coast, resulting in dune retreat of 6–10 m along the Holland coast (Vel-
linga, 1978). In more recent times, Masselink et al. (2016b) reported
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erosion volumes of over 200 m3/m along the beaches of Cornwall,
UK, after the extreme storms during the winter of 2013/2014. Some
of these beaches were completely stripped of sediment and exposed
a rocky shore. Castelle et al. (2015) observed, for the same winter, a
beach retreat of 20–30 m and average scarp heights of 6–8 m at erosion
hotspots along the Gironde coast (France). Harley et al. (2016) analysed
the 2007 and 2015 East Coast Lows at Narrabeen beach, Australia, and
found average erosion volumes of 78 and 57 m3/m, and a landward
retreat of the subaerial beach of 28 and 19 m respectively.

This paper presents an overview of current knowledge on dune
erosion in the collision regime. In the Section 2, field observations,
laboratory experiments and manipulative field campaigns with regards
to this topic are introduced. The Section 3 describes the relevant phys-
ical processes triggering erosion. The Section 4 summarises developed
models to predict storm impact. In the Section 5 and final section,
conclusions are drawn based on the information presented in this
review.
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Fig. 1. Damage during the collision regime at the Holland Coast, the Netherlands
(2022, Ph. Mischa Keijser).

2. Field and laboratory observations of dune erosion in the colli-
sion regime

2.1. Field observations

Field observations of dune erosion in the collision regime can date
all the way to the 18th century (Baart et al., 2011). The observations
can be a valuable tool for analysing dune erosion, as a coastal stretch
is investigated under real-life conditions ensuring the inclusion of all
relevant processes. Still, storm conditions prove dangerous for sur-
veyors, making detailed temporal observations difficult and therefore
limited. Researchers have often turned to pre- and post-storm surveys to
determine morphologic change during the storm. The beach and dune
morphology can be recorded using an RTK GPS (Seymour et al., 2005;
Harley et al., 2016; Masselink et al., 2016a), LiDAR (both terrestrial and
airborne) (Bonte and Levoy, 2015; de Winter et al., 2015; Overbeck
et al., 2017), or photo imaging (Lippmann and Holman, 1990). The
temporal characteristics of storm hydrodynamics have been recorded
using different instruments, of which pressure sensors, velocimeters
(both acoustic and electromagnetic), and wave buoys are used fre-
quently (Reniers et al., 2004b; Seymour et al., 2005; Senechal et al.,
2011; de Winter et al., 2015).

During storms, large hydrodynamic forcing changes the underwater
profile, the beach and the dunes. Complex three-dimensional surf zone
structures, indicating variability in alongshore direction, are usually
destroyed, resulting in a linear uniform bar-trough system, after the
classification of Wright and Short (1984) (Fig. 2) (Lippmann and Hol-
man, 1990; Thornton et al., 1996; Stive and Reniers, 2003; Ranasinghe
et al., 2004). This process is sometimes referred to as a morphological
beach reset. Price and Ruessink (2011) stipulate the importance of the

Fig. 2. Dune erosion at the coast of Vlieland, the Netherlands. Photograph by van
Houdt (Dutch Ministry of Infrastructure and Water Management) (2008).
2

wave angle of incidence for this reset, as oblique waves trigger an
alongshore current which can straighten alongshore bars. For example,
Castelle et al. (2015) found that a normally incident high energy event
increased alongshore variability by triggering megacusp formation due
to the absence of alongshore currents.

In cross-shore direction, the post-storm dune profile (Fig. 2) com-
monly shows a newly formed dune toe which can be related to the
maximum water level or a certain wave runup level (Bonte and Levoy,
2015; van Bemmelen et al., 2020; de Winter et al., 2015). Above the
dune toe, a scarp or steep slope can be observed, running upward to
the top of the dune, under an angle of approximately 45◦ (Vellinga,
1978; Moller and Swart, 1988; Nishi et al., 1994; Splinter and Palmsten,
2012; de Winter et al., 2015). Below the dune toe, bed perturbations
are suppressed and advected offshore during the storm, resulting in a
smooth beach profile (Birkemeier et al., 1988; Steetzel, 1992; Stive and
Reniers, 2003). Outer surf and offshore sand bars that were present
before the storm usually migrate offshore during storm conditions
(Gallagher et al., 1998).

2.2. Laboratory experiments

During the second half of the 20th and the beginning of the 21st
century, numerous laboratory experiments were conducted to inves-
tigate dune erosion (see Table 1 for an overview). Within a confined
laboratory environment where the hydrodynamic forcing could be
controlled, it became possible to investigate the influence of specific
hydrodynamic and morphodynamic parameters individually in time.
The temporal evolution of the bed profile could also be recorded,
which was less straightforward in field conditions. Moreover, due to the
sheltered and controlled environment, more sophisticated measurement
devices could be used, such as the stereo video imagery (Van Thiel De
Vries et al., 2007; Palmsten and Holman, 2012).

Inside a wave flume, coastal profiles were built as a physical model.
Scale factors were applied if the prototype sizes were too large for
a laboratory. Small and large scale factors were applied to generate
a laboratory setup capable of capturing dune erosion processes (van
de Graaff, 1977; Hughes, 1981; van Gent et al., 2008; Palmsten and
Holman, 2012). At the offshore boundary of the flume, a wave machine
(e.g. wave piston or paddle) generated the hydrodynamic conditions.
Vellinga (1986), Arcilla et al. (1994), and van Gent et al. (2008) per-
formed tests in the Deltaflume of the Delft Hydraulics facility (Fig. 3).
With an effective length of 225 m from the wave paddle, a width of
5 m and a depth of 7 m, its large dimensions accommodated horizontal
spatial scale factors ranging from 1:5 to 1:1, of which the latter meant
the prototype size was represented in the physical model.

Flume experiments were performed by van de Graaff (1977) and
Vellinga (1981) to investigate the effect of the sediment grain size on
the post-test dune profile. For beaches containing fine sediment with
smaller settling velocities, which are associated with smaller grain sizes,
they found larger total erosion volumes, a wider settling area, and
a post-test profile with a milder beach slope and a lower dune toe.
Later, Vellinga (1986) analysed the effect of different hydrodynamic
parameters on the shape of the post-test profile. In both small and
large scale flume experiments, he exposed the same dune to different
hydrodynamic conditions. The post-test profiles showed similarities in
shape, and he reasoned that a beach profile under storm conditions
moves towards an equilibrium profile with respect to these storm
conditions. Based on this reasoning and the results of the experiments,
Vellinga developed the equilibrium model DUROS, which predicts the
post-storm dune profile using the storm conditions and the properties of
dune sediments. van Gent et al. (2008) later included the wave period
in Vellinga’s model, after large-scale flume tests revealed larger wave
periods led to increasing dune erosion volumes. Moreover, van Gent
et al. (2008) observed the presence of 2 stages in dune erosion. The
initial stage consists of up-rush and backwash over the dune face and
results in drag-induced erosion. This stage continues until the erosion
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Table 1
Flume experiments reporting dune erosion. 𝑛ℎ is the depth scaling factor (if a specific prototype has to be represented within the setup), 𝐻𝑠 is the significant wave height, 𝑇𝑝 the
peak period, 𝑆𝑆𝐿 the storm surge level, and 𝐷50 the sediment diameter exceeded by 50% of the grains.

Location 𝑛ℎ 𝐻𝑠 (m) 𝑇𝑝 (s) 𝑆𝑆𝐿 (m) 𝐷50 (μm) Reference

Delta Flume (NL) – 1.4 5 4.6 220 Arcilla et al. (1994)
6 0.5–1.5 4.90–7.35 4.5 200 Van Thiel De Vries et al. (2007)

van Thiel de Vries et al. (2008)
van Gent et al. (2008)

Oregon State
University (USA)

6 1.3 4.9 0.17 230 Palmsten and Holman (2012)

Delft Hydraulics
Laboratory (NL)

150, 84, 47,
26

0.05, 0.09,
0.16, 0.29

0.98, 1.31,
1.75, 2.35

0.03, 0.06,
0.11, 0.19

150–225 van de Graaff (1977)

University of Florida
(USA)

25 0.07–0.12 0.97–1.357 0.10–0.17 152 Hughes (1981)

Delta Flume (NL) 5, 3.27, 1 1.5, 1.85,
2.00

5.4, 5, 7.6 4.2, 4.2,
5.00

150–225 Vellinga (1986)

Delft Hydraulics
Laboratory (NL)

84, 47, 26 0.091,
0.163, 0.292

1.31, 1.76,
2.35

0.19, 0.11,
0.06

95, 130,
150, 225

Vellinga (1981)

Vellinga (1986)

Delta Flume (NL) – 1.4 5 4.6 220 Arcilla et al. (1994)

North Carolina State
University (USA)

– 0.045–0.105 – – 300 Overton et al. (1988)

North Carolina State
University (USA)

– 0.045–0.141 – – 220–780 Overton et al. (1994)

ACE Mississippi (USA) 10 0.06–0.20 2.2 0.53–0.58 130 Erikson et al. (2007)

Texas A&M University
at Galveston (USA)

– 0.05 0.8 0.18 140 Figlus et al. (2014)

IIUNAM (Mexico) – 0.10, 0.15 1.118,
1.5652,
2.012

0.50 142 Silva et al. (2016)

Texas A&M University
(USA)

1 0.0431–
0.0503

19.50 0.18 500 Feagin et al. (2019)
Fig. 3. Upper left: Large scale test in the Deltaflume performed by Vellinga (1982) (photograph from Vellinga (1986)). Upper right: Large scale test in the Deltaflume performed
by van Gent et al. (2008) (photograph from same paper). Lower panel: schematisation of the Delta flume tests of van Gent et al. (2008).
causes the dune face to be nearly vertical or overhanging. At this point
the second stage commences during which slumps of sediment fall
down the dune face intermittently, a process referred to as avalanching.
3

This second stage in which avalanching occurs was studied inten-
sively by Overton et al. (1994), Van Thiel De Vries et al. (2007),
Erikson et al. (2007) and Palmsten and Holman (2012). The response
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of the dune face to a single bore was studied using small-scale flume
experiments by Overton et al. (1988). Each bore was generated by
filling a head tank with water and releasing the water at once by
raising the front gate. Eroded volumes from the dune were computed
using photographs taken perpendicular on the wave flume, and could
be correlated to the impact of the waves. Later, Overton et al. (1994)
used a similar flume setup to study the effect of sediment grain size and
dune compaction on dune face response. A dune was again exposed
to one single bore, but this time the dunes were built with either a
coarse sediment from North Carolina or a fine grain sand from Oregon.
Within each sediment type, tests were performed with a dune with a
high density or compaction, and a low density or compaction.

The types of soil failure leading to avalanching were studied in
small-scale experiments by Erikson et al. (2007). An eroding dune was
replicated using a vertical dune face and an equilibrium beach profile
below it according to Dean (1977). In the experiments, dunes were
subjected to waves until sufficient erosion occurred at the base of the
dune to cause a slump to fall down.

The temporal variability and frequency of occurrence of avalanch-
ing was studied by Palmsten and Holman (2012) using stereo imagery.
With images from 2 cameras, 3D reconstructions of an eroding dune
were made before and after multiple wave impacts. In the experiments
they observed that (1) dune erosion occurred only after water had
infiltrated the dune for some time, (2) the slump usually involved only
the wetted segment of the dune and (3) a stable state was reached when
the dune toe eroded backwards and upwards, reducing the scarp height
(Palmsten and Holman, 2011).

More recently, the effect of vegetation on avalanching has been
investigated using flume experiments (Kobayashi et al., 2013; Figlus
et al., 2014; Silva et al., 2016; Feagin et al., 2019). Kobayashi et al.
(2013) used wooden dowels as an artificial representation of vegeta-
tion. Figlus et al. (2014), Silva et al. (2016) and Feagin et al. (2019)
used actual vegetation in their flume experiments. The experiments
showed that vegetation could both increase and decrease dune erosion
volumes.

Still, laboratory experiments do not offer full closure to understand-
ing all important processes during dune erosion. Natural conditions
are not fully represented within laboratory experiments and there are
chances that certain important natural processes are improperly repli-
cated or overlooked. Especially, 2DH effects and associated alongshore
variability cannot be included in flume experiments.

2.3. Manipulative field campaigns

The concept of manipulative field campaigns has been developed over
the last decades to investigate dune erosion. In manipulative field cam-
paigns, a field setup is built or altered in such a way that dune erosion
is forced or very likely to occur under already moderate and therefore
more frequent events. This increases the probability of acquiring field
data on specific dune erosion processes. Other advantages are that (1)
dangers and difficulties for observers in the field decrease because the
conditions are less severe, (2) all natural processes, both cross-shore
and alongshore, are included, and (3) the costs are usually lower than
that of laboratory experiments.

Examples of manipulative field experiments are described in Fisher
et al. (1986), Larson et al. (2004b), van Bemmelen et al. (2020),
and Schweiger et al. (2020). Fisher et al. (1986) recreated a small
dune in the swash zone to be attacked during high water, with the
purpose of validating the linear relationship between the swash force
and dune erosion volumes formulated in Fisher and Overton (1985).
Larson et al. (2004b) changed the foreshore slope of 2 Pacific beaches
in Japan with a bulldozer to see how and what sediment transport
rates forced the beach back to its initial equilibrium. van Bemmelen
et al. (2020) created several artificial mounds of sand in the intertidal
zone, comparable to small-scale dunes, to investigate how beach scarps
form and how the position of the dune toe changes during wave attack.
4

Fig. 4. Sediment transport due to hydrodynamic forcing occurs in the surf and swash
zone (𝑆, red arrow). Sediment transport due to avalanching occurs in the swash zone,
on the dune face and on the dune crest (slumps with 𝑉𝑠𝑙𝑢𝑚𝑝 slide down the dune face,
black arrow). Overall, sediment is eroded from the dunes and transported offshore
towards the outer surf-zone.

Schweiger et al. (2020) created an artificial dune just above the high
water line to evaluate how the model XBeach predicts dune erosion in
the collision, overwash, and inundation regime after Sallenger (2000).
The dune had an initial depression at its centre in alongshore direction,
which forced inundation to occur there.

In general, manipulative field experiments provide the opportunity
to investigate real-life conditions in a semi-controlled setting. In this
semi-controlled setting, highly energetic conditions can be studied in
detail while dangers for researchers are reduced.

In summary, field observations, laboratory experiments, and ma-
nipulative field experiments have given more and crucial insights in
relevant hydrodynamic and morphodynamic processes occurring dur-
ing dune erosion. These insights provided the basis for the development
and validation of new theories and models, which form a valuable
contribution towards a more comprehensive description of relevant
processes and new predictive techniques.

3. Processes in dune erosion during storm surges in the collision
regime

3.1. Types of sediment transport in dune erosion

Roughly two types of sediment transport can be distinguished:
(1) transport due to hydrodynamic forcing and (2) transport due to
avalanching of the dune face (Fig. 4). Sediment transport due to hy-
drodynamic forcing occurs in the surf and swash zone (Larson et al.,
2004b; Masselink et al., 2005). Sediment transport due to avalanching
is driven by soil instabilities and gravity, and occurs in the swash zone,
on the dune face, and on the dune crest (Erikson et al., 2007; van Gent
et al., 2008). Both will be elaborated upon separately in the sections
below. Each section will first give a general description of the different
mechanisms governing the type of transport, followed by an illustration
of these mechanisms using run 2E of the LIP11D experiments described
in Arcilla et al. (1994).

3.2. Sediment transport due to hydrodynamic forcing

3.2.1. General description
Waves and wave-induced currents erode sediment from the bed and

transport it elsewhere. To describe the transport of sediment and the
resulting bed level changes, many authors use the continuum approach,
in which spatial differences in sediment transport are linked to bed
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level changes in time (e.g. Steetzel (1993), Reniers et al. (2004a) and
Roelvink et al. (2009)). Here, this approach will also be used to describe
the important physical processes. In such a continuum approach, the
horizontal transport of sediment at location (𝑥, 𝑦) can be conceptualised
and written as the product of the horizontal flow velocity and sediment
concentration (Steetzel, 1993):

𝑆(𝑥, 𝑦) = ∫

𝜂

𝑧=−𝑑
𝑐(𝑥, 𝑦, 𝑧, 𝑡) ⋅ 𝑢(𝑥, 𝑦, 𝑧, 𝑡)d𝑧 (1)

In this expression 𝑆 is the time varying horizontal sediment trans-
port rate integrated over depth, 𝑢 is the time varying horizontal velocity
vector at vertical location 𝑧, 𝑐 is the time varying sediment con-
centration at vertical location 𝑧, 𝑑 is the average water depth and
𝜂 the time varying free surface elevation. During storm conditions,
suspended sediment concentrations dominate over bed load (Ruessink
et al., 1998), which means that vertical gradients in concentrations are
limited.

Spatial gradients in the depth integrated sediment transport rates
cause temporal changes in bed elevation (𝑧𝑏𝑒𝑑). In other words, when
sediment transport rates increase (decrease) in the direction of flow,
sediment has been picked up from (deposited on) the bed and erosion
(deposition) must have occurred. This can be described using an Exner
equation (e.g. Roelvink et al. (2009)),

𝜕𝑧𝑏𝑒𝑑 (𝑥, 𝑦)
𝜕𝑡

= 1
1 − 𝑝

(

−
𝜕𝑆(𝑥, 𝑦)

𝜕𝑥
−

𝜕𝑆(𝑥, 𝑦)
𝜕𝑦

)

(2)

with 𝑝 being the porosity of the sediment. By quantifying velocities
and sediment concentrations, sediment transport rates can in theory
be computed using Eq. (1). The bed level changes can then be ap-
proximated using Eq. (2). However, the magnitude and amount of
complexities involved in nearshore hydro- and morphodynamics makes
this approximation very difficult. Therefore, some authors choose sep-
arating the hydrodynamic processes into different scales to account for
the most significant processes and to average out small-scale complex-
ities (Steetzel, 1993; Reniers et al., 2004a). A possible assumption is
that high-frequency wave motion and turbulence are the stirring agent,
and time-averaged and low-frequency wave motion are the transporting
agent. Together, they drive the morphodynamics (Bowen and Doering,
1984; Vellinga, 1986; Steetzel, 1993; Smith and Mocke, 2002; Reniers
et al., 2004a).

In this review, we separate the processes that govern sediment trans-
port due to hydrodynamic action into processes on a wave-averaged,
infragravity (IG), and intra-wave/micro timescale. This order was cho-
sen because early formulations and process studies have focused on
wave-averaged processes. Later, it was found that infragravity mo-
tions drive nearshore hydrodynamics. More recently, intra-wave and
micro-timescale processes have been given more attention in process
descriptions regarding dune erosion.

Wave-averaged timescale (≳300 s)
On a wave-averaged timescale, the vertical velocity structure in

the surf zone is driven by wave breaking (Dyhr-Nielsen and Sørensen,
1970; Steetzel, 1993). In cross-shore direction, velocities are onshore
directed in the upper section of the water column due to breaking-
induced radiation stresses (Fig. 5). In the lower section of the water
column, these onshore velocities are balanced by the offshore directed
return current and undertow, which are strongest in the lower part
of the water column and in regions where wave breaking is most
intense (Stive and Wind, 1986; Reniers et al., 2004b). The fact that flow
velocities are offshore directed in the lower part of the water column
has implications for the transport of sediment, because here sedi-
ment concentrations are generally larger (Steetzel, 1993). In alongshore
direction, oblique waves drive a wave-averaged current in the along-
shore direction (Bowen, 1969; Longuet-Higgins, 1970). The alongshore
current is greatest at the location of wave breaking. Here radiation
stresses are largest and balanced by the bed shear stress induced by the
alongshore current (Thornton and Guza, 1986). Tidal currents are often
5

Fig. 5. Mean cross-shore (𝑢𝑥) and alongshore (𝑢𝑦) velocity profiles driven by wave
action. WB stands for wave breaking.

categorised under the wave-averaged timescale because a tidal period
is of larger order than the period of individual waves. The combination
of all wave-averaged currents form an important driver for sediment
transport.

Infragravity timescale (30 s ≲ 𝑇 ≲ 300 s)
On a timescale of approximately 30–300 s (after the classification

of Munk (1950)), local hydrodynamics are dominated by infragravity
waves (Fig. 6). These waves are generated by wave groups and when
generated, bound to their wave group (Hasselmann, 1962; Longuet-
Higgins and Stewart, 1962, 1964). They are released once the shorter
waves of the group break, and when released, they can shoal, break
and reflect on the beach as free waves (van Dongeren et al., 2007).
Once reflected, they can remain in the surf zone (trapped or edge
infragravity waves) or leave the surf zone and travel offshore, towards
another coastal area (leaky infragravity waves, Herbers et al. (1995)).
This means the incident infragravity wave field can contain both bound
and free waves. A thorough review of infragravity waves is given in
Bertin et al. (2018).

When wave conditions intensify to storm conditions, the increased
contribution to nearshore hydrodynamics and dune erosion of infra-
gravity waves is often dominant over that of short waves (Guza and
Thornton, 1982; Bertin et al., 2018). This is because the intensification
of offshore wave conditions leads to more energy within the low-
frequency band, while the high-frequency band reaches saturation
(Hughes et al., 2014; Fiedler et al., 2015). The increased infragravity
energy leads to a stronger variation of the free surface and orbital
velocities, a larger vertical range of the total runup levels, and more
energetic infragravity bores on a timescale of ≈30–300 s. During pe-
riods of high water, in the crest of an infragravity wave, short wave
energy and hydrodynamic action can reach further inland resulting in
higher runup levels (Raubenheimer and Guza, 1996), and more wetting
of the dune face. This wetting is important for avalanching (Palmsten
and Holman, 2011). In the trough of an infragravity wave, the amount
of depth-induced wave breaking increases, which increases the amount
of sediment in suspension (Smith and Mocke, 2002). Depending on
the time-varying net direction of flow at this location of intensified
wave breaking, sediment transport can be either onshore or offshore
(e.g. Osborne and Greenwood (1992), Smith and Mocke (2002) and
Aagaard and Greenwood (2008)). In the swash zone, the backwash
of infragravity waves themselves can attain considerable flow veloci-
ties, thereby exceeding a certain threshold for motion and stimulating
offshore sediment transport (Osborne and Rooker, 1999).

Intra-wave and micro timescale (≲30 s)
Processes occurring on the intra-wave and micro timescale con-

tribute more to the concentration of suspended sediments (Smith and
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Fig. 6. Timeseries of a wave gauge deployed early 2022 at the Dutch coast near Kijkduin, the Netherlands. Through spectral analysis, the timeseries can be seperated into a
wave-averaged signal (upper panel), infragravity signal (lower left) and intra-wave signal (lower right).
Mocke, 2002). van Thiel de Vries et al. (2008) performed qualitative
experiments in the Deltaflume to investigate relevant processes that
contribute to sediment concentrations. In the inner surf zone, which
is dominated by wave breaking, the increased concentrations corre-
lated well with the presence of steep, unstable wave fronts. Steep
waves cause a larger pressure gradient, which results in a larger force
exerted on the bed and increases sediment concentrations (Madsen,
1975; Masselink and Puleo, 2006). The instabilities at the wave front
generate turbulence, which can reach the bed as a pulse and stir up
sediment (Dally and Dean, 1984; Roelvink and Stive, 1989; Butt et al.,
2004). Because longer waves can attain a larger wave steepness, longer
waves are more efficient in stirring up sediment, leading to increased
dune erosion volumes (van Thiel de Vries et al., 2008). The increased
concentrations in the surf zone measured by van Thiel de Vries et al.
(2008) correlated less well with the measured near-bed flows and the
associated bed shearing, contradicting earlier measurements such as
van Rijn (1984) and Nielsen (1992).

Sediment concentrations are up to one order of magnitude larger
in the swash zone when compared to the surf zone (Osborne and
Rooker, 1999; Butt and Russell, 1999; Masselink et al., 2005). Puleo
et al. (2000) analysed suspended sediment concentrations at three
cross-shore locations in the swash zone using velocity, sea surface,
and sediment concentration measurements. Significant differences in
underlying processes are present between the uprush and backwash in
the swash zone. During uprush, bore-generated turbulence (turbulent
kinetic energy) strongly and directly influenced local suspended sed-
iment concentrations. The suspension was high and nearly vertically
uniform above the lower 1–2 cm of the water column. Just before flow
reversal, the sediments settled rapidly. After flow reversal, backwash
sediment concentrations increased with flow duration, but this time the
distribution was less uniform with highest concentrations in the region
very near to bed, with strong gradients going upward.

The effectiveness of the processes above to stir up and transport
sediment depends on the shape (Cohn et al., 2019) and morphologic
characteristics of the beach and dune system, including sediment grain
size and dune compaction or density (Davidson et al., 2020). Vellinga
(1981) found experimentally that smaller grain sizes yield larger dune
6

erosion volumes, a wider area of sediment deposition with a milder
slope (in cross-shore direction), and a higher post-storm dune toe.
Vellinga’s findings were confirmed numerically by Kriebel and Dean
(1985).

3.2.2. Illustrations of the described hydrodynamic processes using run 2E
of the LIP11D experiments

In 1993, the LIP11D experiments were carried out in the Delta
Flume, the Netherlands, to identify the important physical processes
in dune erosion (Arcilla et al., 1994). In test 2E, a dune with a crest
just below 6 m was subjected to an 18 h storm with a surge level (SSL)
of 4.6 m, a significant wave height 𝐻𝑠 of 1.4 m and a peak period 𝑇𝑝
of 5 s (Table 1). Among the deployed instruments was a measurement
carriage equipped with, among other instruments, 5 velocimeters and
10 suction tubes which sampled sediment concentrations once each
hour. During the storm simulation, wave conditions were run for one
hour and then paused to record bed profiles using a bed profiler and
shift the carriage to a new cross-shore position. Fig. 7 displays the verti-
cal mean cross-shore velocity profiles and the sediment concentrations
recorded by the suction tubes at several cross-shore positions, and the
bottom profile at the beginning of the experiment and after 8 h of wave
conditions.

Wave breaking commences at the bar at approximately x = 130 m
(Fig. 7, upper panel), resulting in a larger offshore-directed wave-
averaged undertow near the bed at locations x = 145 m, 152 m, and
160 m. This increase does not necessarily result in larger sediment
concentrations, as location x = 160 m displays considerably higher
concentrations for similar flow velocities. These higher concentrations
are consistent with the notion that sediment concentrations in the
swash zone are one order of magnitude larger than in the surf zone
(Osborne and Rooker, 1999; Butt and Russell, 1999; Masselink et al.,
2005).

3.3. Sediment transport due to avalanching

3.3.1. General description
On the dune face, on the dune crest, and partially in the swash

zone, dune erosion is driven by sediment transport due to avalanching.
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Fig. 7. LIP11D experiment 2E. (a) Significant wave height along flume based on pressure sensors. (b) Profile change after 8 h of storm conditions, and during 1 h wave-averaged
flow velocities (crosses), 𝑢, and sediment concentrations (open circles), 𝑐, along 7 cross-shore transects based on carriage measurements. The measurement locations of the velocities
are denoted with filled circles. The black dotted line represents the mean water level (MWL).
Avalanching is initiated by soil instabilities, and is a recurring process
in which slumps of sediment slide down the dune face repeatedly due
to gravity (van Thiel de Vries et al., 2008). These slumps provide a
source of sediment for the transport driven by hydrodynamic action in
the swash and surf zone (Fig. 8).

The instabilities are caused by the waves colliding with the dune
face. These waves erode the lower part of the dune face through drag
induced sediment transport, gradually steepening the dune face. The
steepening can be accompanied by the formation of a notch at the
dune toe (Erikson et al., 2007). At the same time, water infiltrates
the front horizontally due to capillary action, and this infiltration
increases the apparent cohesion of the wetted sediments (Palmsten
and Holman, 2011). This apparent cohesion can cause a dune face
with a slope well exceeding the angle of repose of dry sand (≈45◦,
e.g. Nishi et al. (1994)). The steepening can continue until the dune
face is nearly vertical or overhanging. This, together with a potential
notch, leads to a very unstable dune face which will eventually fail.
The failure mechanism can either be of the shear-type or beam-type.
With shear-type failure the weight of the overhanging layer of sediment
becomes too large causing a block of sediment to fall down. With
beam-type failure, a tensile crack forms more landward of the unstable
front and a portion of the dune slides down. Erikson et al. (2007)
observed beam-type failure more frequently than shear-type failure in
their experiments.

The volume of the slumps have been related to the degree of
horizontal infiltration (Palmsten and Holman, 2011). The apparent
cohesion keeps the wetted sediment together and causes it to slump
as a single unit. Given that the dry area of a dune is not influenced by
apparent cohesion, the sediment above the wetted slump slides down
along the angle of repose (𝑊2 along 𝜙𝑑𝑟𝑦 in Fig. 8). This would imply
that higher dunes reach larger erosion rates, as the dry volume is larger
7

and the source of sediment to the swash zone increases. That higher
dunes erode faster than lower dunes was confirmed in numerical studies
by van Thiel de Vries et al. (2011) and Itzkin et al. (2021), and field
observations by de Winter et al. (2015). In addition, they find larger
erosion rates for steeper dunes, which could be attributed to the dune
face becoming unstable faster because its initial slope is already quite
steep.

The slumps that slide down the dune face temporarily defend the
dune face from wave impact. The incident waves gradually transport
the sediment of the fallen slump offshore until the dune face is exposed
again. At this point the cycle as depicted in Fig. 8 restarts. With time, a
new coastal profile develops with the sediment that slid down the dune
face. This new profile decreases the amount of waves reaching the dune
face, thereby decreasing in time the amount of sediment transported
due to soil instabilities (Van Thiel De Vries et al., 2007).

Overton et al. (1994) studied the effect of sediment grain size
and compaction on the volume of an individual avalanching event.
A smaller grain size results in a larger capillary rise or a higher
negative pore pressure within the dune, requiring a larger force to be
eroded. With this reasoning, a smaller sediment grain size and larger
compaction would result in smaller slumps. They confirmed these
hypotheses in flume tests, in which the eroded volume of a vertical
dune face after 1 single bore was analysed for dunes with different grain
size and density, but identical foreslope.

The presence of vegetation on the dune face is important to consider
when regarding sediment transport due to avalanching. However, the
net effect of vegetation on dune erosion remains difficult to quantify
due to the hydrodynamic, morphodynamic, and biologic complexities
involved (Figlus et al., 2022). Multiple flume studies with real vege-
tation find smaller erosion rates and quantities for dunes covered with
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Fig. 8. Sediment transport due to soil instabilities displayed as a continuous cycle. (1) drag-induced erosion (S) removes sediment below the maximal runup level (𝑅𝑚𝑎𝑥), steepening
the dune face up to angles exceeding the natural angle of repose of dry sand (𝜙𝑑𝑟𝑦). (2) incoming swash collides with the dune scarp, wetting dune sediments. At a certain moment,
the weight of the wetted sediments (below the phreatic surface) and the dry layers above (𝑊1 +𝑊2) exceeds the resisting shear forces (𝜏), resulting in a slump falling down (red
arrow). (3) After collapse, the sediment from the fallen slump is brought in suspension and transported offshore (𝑆). (4) The cycle restarts.
vegetation (Silva et al., 2016; Feagin et al., 2019; Mendoza et al., 2017;
Odériz et al., 2020; Figlus et al., 2022).

During the initial stages of a storm, in which waves run up and
down the foreshore and dune face, vegetation above the bed primarily
reduce erosion by attenuating swash and run-up bores (Barbier et al.,
2008; Feagin et al., 2019). The vegetation below the bed decreases
erosion by increasing the cohesion of sediments, which increases the
resistance of the dune (Figlus et al., 2014; Davidson et al., 2020), but
it can also partially increase erosion through a process called uprooting:
when vegetation is pulled out of the bed through hydrodynamic action
their roots can take large portions of sediment with them. Once the
vegetation is pulled out, the roots attenuate waves and reduce erosion
(Feagin et al., 2019). Figlus et al. (2014) finds that the below-ground
effects are more significant due to the relatively short extent of the
above-ground vegetation in the cross-shore. During later stages of a
storm and avalanching, dune vegetation and their roots can slow down
dune retreat Figlus et al. (2014). This reduction was found to increase
with an increase in vegetation maturity, which also enhanced resistance
to vertical shearing.

3.3.2. Illustrations of the described hydrodynamic processes using run 2E
of the LIP11D experiments

The processes discussed above can again be identified in run 2E
of the LIP11D experiments, described by Arcilla et al. (1994). Fig. 9
displays the development in time of the foreslope, dune toe, and dune
face due to the storm conditions described in Section 3.2.2. The upper
panel displays profile development in time, and marks the location
of the dune toe, which is defined as the location where the second
derivative of the bed profile is maximal. The derivatives of the bed
profile are computed using second order accurate central differences,
after applying a moving average of 20 cm on this profile to remove
noise. The lower panel of Fig. 9 displays the angle of the bed at
each cross-shore location, computed using the tangent with central
differences.
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The amount of erosion and retreat of the dune crest decreases with
time, in accordance with the findings of Van Thiel De Vries et al. (2007)
and Palmsten and Holman (2011). The dune toe retreats backwards
and upwards in time, but seems to converge to a vertical elevation of
approximately 5.25 m after 6 h and remains at that vertical elevation
more or less. Only at t = 12 h the dune toe seems higher, possibly
due to a slump event just before t = 12 h, which is supported by
the less distinct transition from foreslope to dune face in the profile
at that time. Above the dune toe, the angle of the dune face appears
to remain constant at 61◦. The vertical level of 5.25 m to which the
dune toe converges can be linked to the maximal water level because
(1) once this elevation is reached, the sediment above the toe remains
dry, confirmed by the constant angle of the dune face of 61◦, and (2)
according to Palmsten and Holman (2011) the infiltration decreases
with time and with that the erosion decreases. This means the profile
should converge to a profile in which the infiltration at the dune face
approaches zero, which occurs when the dune base is at the height of
the maximal water level.

3.4. 2DH processes and variability in dune erosion

Up until the late 20th century, dune erosion was widely studied
as a cross shore (1-dimensional or 2-dimensional vertical) mechanism
(Vellinga, 1986). This gradually changed in the beginning of the 21st
century. The horizontal alongshore dimension was included more often
after numerical and field studies pointed out its importance in the
hydrodynamics and morphodynamics during dune erosion (Thornton
et al., 2007; Den Heijer, 2013; de Winter et al., 2015).

Important hydrodynamic processes acting on a 2DH scale are the
directional spreading of waves and wave obliquity. The directional
spreading of waves has an impact on the transfer of energy from
the incident short wave band to the infragravity band. Waves with a
larger difference in incident wave angle lead to smaller wave-wave
interactions, and thus, less energy in the infragravity band (Herbers
et al., 1994).
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Fig. 9. Development of the foreslope, dune toe, and dune face in time for run 2E of the LIP11D experiments (Arcilla et al., 1994). Panel (a) displays profile development in time,
and marks the location of the dune toe. The dotted line represents the mean water level (MWL) and the wave setup 𝜂 at x = 170 m. Panel (b) displays the angle of the bed before
the dune and dune face for each of the profiles. The dotted lines represent the mean of both angles.
The effect of wave obliquity acts both on the infragravity timescale,
and the intra-wave and micro timescale. Oblique infragravity waves
can get trapped in the nearshore (Herbers et al., 1995). After oblique
infragravity waves reflect of the coastline, depth-induced refraction can
cause the waves to turn back towards the coast. As a consequence,
energy within the infragravity band can remain trapped in the surf zone
affecting nearshore hydrodynamics.

On the intra-wave and micro timescale, oblique wind and swell
waves have an effect on both the nearshore hydrodynamics and mor-
phodynamics, and thus on nearshore sediment transport. However,
their net effect on dune erosion is, to the author’s knowledge, not yet
fully understood. On one hand the cross-shore energy is smaller for
oblique waves compared to shore-normal waves, reducing the maximal
runup and magnitude of the undertow. On the other hand, oblique
waves drive an alongshore current and this alongshore current might
enhance sediment concentrations due to bed shearing. Because both
the velocity and concentration profiles determine the magnitude of the
sediment transport (see Eq. (1)), the net effect of oblique waves is not
yet fully understood and requires further research, as it can potentially
enhance dune erosion.

Alongshore variability in morphology of the sub- inter- and suprati-
dal zones can also lead to alongshore variability in erosion rates. In
the sub- and intertidal zone, differences in bathymetry influence both
the velocity and concentration profiles, which in turn influence the
gradients of sediment transport and thus erosion patterns (Eqs. (1)
and (2)). This can lead to local ‘erosion hotspots’, locations along
the shoreline with considerable more erosion and thus a greater risk
of flooding (Castelle et al., 2015; Cohn et al., 2021). Variability in
dune height, location, and steepness in the supratidal zone can lead
to alongshore differences in sediment transport due to soil instabilities.
van Thiel de Vries et al. (2011) argues that higher dunes lead to larger
erosion volumes, because more sand will slump onto the beach. de
Winter et al. (2015) ascribes variability in erosion of the upper profile
to differences in dune face steepness and the presence of embryo dunes
in front of the main dune.

Altogether, these findings suggest that dune erosion cannot always
be regarded as a 1-dimensional mechanism. For specific wave condi-
tions and beaches, a 2D evaluation of the nearshore hydrodynamics,
morphodynamics, and morphology might be necessary. Because the net
effect and relative importance of several 2DH processes is not yet fully
understood, more research into these processes is recommended.
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4. Modelling dune erosion in the collision regime

The increased knowledge on underlying hydrodynamic and morpho-
dynamic processes have facilitated the development of dune erosion
models. These models can be valuable tools when assessing the vul-
nerability of dune systems to storm surges. Dune erosion models can
be roughly distinguished into 2 types: equilibrium models and process-
based models. These models differ in the underlying physical basis,
the degree of complexity, and the range of suitable hydrodynamic
conditions and coastlines they can be applied to.

4.1. Equilibrium models

Equilibrium models estimate the post-storm cross-shore profile
which develops when exposed to constant storm conditions for a
sufficiently long time. This profile is assumed to be in short-term
equilibrium with the storm conditions. This approach is based on
the time-dependent negative feedback mechanism between the hydro-
dynamics and the morphodynamics: waves erode sediment from the
dunes and transport it to the surf zone where it settles, forming a
more dissipative coastal profile. As a consequence the wave impact on
the dune is reduced with time, and this gradual reduction leads to a
steady-state or equilibrium profile, where the net cross-shore sediment
transport is approximately zero.

Equilibrium models have often been developed using laboratory
experiments in which a dune is subjected to a storm for a prolonged
period (Schijf, 1972; Vellinga, 1986; van Gent et al., 2008). Some
equilibrium models first establish the shape of the empirically derived
post-storm profile, and then fit this profile by shifting it shoreward
until the eroded volume equals the settled volume so that sediment
conservation is preserved (Fig. 10).

Modelling the short-term equilibrium response of dunes to storms
was first attempted by Edelman (1972), who based his approach on the
long-term equilibrium theory of Bruun (1954). Edelman observed that
the upper post-storm profile below the storm surge level was almost
always identical after storm surges, and attempted to estimate dune
retreat using a volume balance such as the one displayed in Fig. 10.
Later, van de Graaff (1977) found that the cross-shore length of post-
storm profiles was less than that of Edelman’s profiles, and that it did
not extend beyond the surf zone. This meant that less sediment was
required for the equilibrium profile, which leads to a less shoreline
retreat in model predictions.
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Fig. 10. General application of equilibrium profile models. First (1), the post-storm equilibrium profile is drawn (red) for a given cross-shore bathymetry (black). Next (2), the
post-storm profile is shifted in shoreward direction until the eroded volume equals the settled volume and sediment conservation is preserved (3).
Vellinga (1986) proceeded with Edelman’s and van de Graaff’s
approach and studied post-storm equilibrium profiles through large-
scale laboratory tests to predict the amount of dune erosion during
storms (Table 1). This resulted in the equilibrium model DUROS, which
predicts a post-storm equilibrium profile that depends on the increased
surge level, the offshore significant wave height, and the sediment
fall velocity. The post-storm equilibrium profile can be built out of
3 sections, which can be separated by 2 transition points (R and S,
Fig. 10). In offshore direction, the first transition point S is the newly
formed dune toe, which is vertically fixed at the maximal storm surge
level (SSL). Onshore of this point, the profile runs upward towards the
dune berm with a 1:1 slope. Offshore of this point, the profile has a
parabolic shape. This parabolic shape is described by
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where 𝑦 is the vertical coordinate with respect to the storm surge
level, 𝐻0,𝑠 is the offshore significant wave height, 𝑤𝑠 the sediment
fall velocity, and 𝑥 is the cross-shore distance with respect to the first
transition point S. The parabolic profile continues in offshore direction
up to the second transition point R with coordinates:
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Further offshore of the second transition point, the profile follows
a 1:12.5 slope to the bed. The final profile location can be found
iteratively by shifting the entire profile in onshore direction until all
sediment is conserved (Fig. 10). To derive the coefficients in Eq. (3),
Vellinga (1986) performed experiments with the normative storm con-
ditions that are representative for the Dutch coast, with prototype
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values of 𝐻0 = 7.6 m, 𝑇𝑝 = 12 s, 𝑤𝑠 = 0.0268 m/s, and a storm surge
level of 5 m. These storm conditions are clearly reference values in the
equations.

Fig. 11 displays model results of a storm hitting the coast of Meijen-
del, the Netherlands. The bed profile is retrieved from the open-source
JARKUS dataset, provided by the Dutch Ministry of Infrastructure and
Water Management (transect 8009600 of 2021). The storm conditions
are based on the Dutch design conditions for this specific transect, and
consist of a surge level of 5.44 m, a significant wave height of 8.26 m, a
peak period of 13.80 s, and normally incident waves on a barred beach
with sediment with a fall velocity of 0.0268 m/s.

Later, a term to account for the spectral mean wave period, 𝑇𝑚−1,0,
was included in the DUROS model after large-scale flume experiments
revealed that a larger spectral mean wave period led to more dune
erosion (van Gent et al., 2008). The new version of the model was
named DUROS+, and the spectral mean wave period was included
in the formulation of the parabolic segment of the profile and the
y-coordinate of the second transition point R:
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The x-coordinate of the second transition point R remains unaltered.
The minimal value for the wave period in Eqs. (6) and (7) is 10.9 s.
This means that for storms with a smaller characteristic wave period, a
𝑇 of 10.9 s should be used nonetheless. Model results are displayed
𝑚−1,0
Fig. 11. Post-storm profiles (c) with respect to a given chart datum (CD) according to Vellinga (1986) (yellow) and van Gent et al. (2008) (red) for design storm conditions (b)
on the Meijendel transect (c).
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in Fig. 11, where it can be seen that DUROS+ predicts slightly larger
erosion volumes due to the inclusion of the peak period of 13.80 s. To
date, DUROS+ is used for the national safety assessment of the 250 km
of dunes in the Netherlands.

Advantages of equilibrium models are that they are very easy to
apply, computationally cheap, and in some cases validated through
laboratory experiments. Disadvantages are that (1) equilibrium theory
assumes the storm to be of sufficient duration for the equilibrium to
be reached, which is not always the case, (2) hydrodynamic conditions
change during a storm, meaning the equilibrium profile changes with
time as well, (3) the models are calibrated on current representative
hydrodynamic and morphodynamic data, making them less reliable for
wave conditions that deviate strongly from these representative values.

Semi-equilibrium models provide a possible solution for insuffi-
ciently long storms or storms with temporal variability (Kriebel and
Dean, 1985; Kobayashi, 1987; Larson and Kraus, 1989). Kriebel and
Dean (1985) and Larson and Kraus (1989) presume the existence of
an equilibrium dissipation rate 𝐷𝑒𝑞 , and base local sediment transport
rates 𝑆𝑥,𝑦 on the deviation of the actual dissipation rate 𝐷 in time
with this equilibrium dissipation rate 𝐷𝑒𝑞 . The change in bed level with
time is then computed using the 1-dimensional Exner equation (Eq. (2)
without the y-dimension). Avalanching is incorporated in the model
of Larson and Kraus, called SBEACH, by redistributing sediment into
neighbouring cells once the angle of repose of the sediment is exceeded.

Nevertheless, (semi-) equilibrium models can be difficult to apply to
more complex coastal stretches. Examples of complexities are different
sediment layers, vegetated dunes, and non-erodible structures such
as revetments and seawalls. Also 2DH variabilities in hydrodynamics
and bathymetry are difficult to include. Meanwhile, these complexities
are found frequently along sandy coasts. For these coasts a different
modelling approach, such as process-based modelling, might provide a
solution.

4.2. Process-based models

Process-based models simulate the hydrodynamic and morphody-
namic processes that occur during dune erosion. Changes in bed pro-
files are computed in both space and time. The underlying physical
processes are represented in a given model domain by analytical ex-
pressions, which are solved numerically. The model domain can be
separated into multiple cells, allowing specific characteristics to be
assigned to each cell. This increases the amount of computational effort,
the complexity of the model, and the amount of user-defined input
to solve these processes, but allows inclusion of complexities such
as revetments, non-erodible structures and vegetation. Process-based
models often use a morphodynamic feedback loop for each timestep:
(1) solve hydrodynamic processes in a given bathymetry at 𝑡𝑛, (2)
se the hydrodynamics to compute sediment transport and bed level
hanges, (3) update the given bathymetry with the computed bed level
hanges, and (4) restart the loop: compute hydrodynamics for the
ew bathymetry at 𝑡𝑛+1. In this review we highlight different process-
ased models which are based on different theories and underlying
ssumptions. Where applicable we use model results that are original
o this review to illustrate implications of important assumptions.

The 1-dimensional cross-shore process-based DurosTA model, de-
eloped by Steetzel (1993), bases bathymetry changes on gradients of
ediment transport rates. The sediment transport rates are defined as
he vertically integrated product of the mean flow and mean concentra-
ion (comparable to Eqs. (1) and (2)). The mean flow is defined by the
ocal hydrodynamic conditions, which depend on the local wave height
omputed using a wave height decay model. The mean concentration
rofile is based on a reference bed concentration, calculated using
he wave energy balance, and a vertical distribution function of the
oncentration, based on a vertical, non-stationary diffusion equation.
valanching is not included in the model. Instead, bed erosion of the
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ast wet cell is redistributed over this cell and the two shoreward t
adjacent dry cells, resulting in dune crest retreat. The negative feed-
back mechanism between the hydrodynamics and morphodynamics is
included by computing the new bathymetry after each timestep, and
using this updated bathymetry to compute the hydrodynamics for the
next timestep. DurosTA allows boundary conditions to vary with time,
which means a storm hydrograph with varying water level, wave height
and wave period can be set as model input. Fig. 12 displays model
results for the same coastal profile as Fig. 11, exposed to a storm as
described by the storm hydrograph in Fig. 12b. The total computed
storm duration is 32 h, with 3 high tides based on an M2 tide.

Steetzel (1993) specifically addresses the effect of high revetments,
low revetments, and nearshore low dams as non-erodible structures
within the coastal profile. DurosTA predicts the development of a
pronounced scour hole at the toe of such a structure, which is in agree-
ment with laboratory observations. However, the final scour depth is
generally underpredicted by the model by about 20%.

The wave impact theory model by Larson et al. (2004a) calculates
recession distance and eroded volume, in time, for coastal dunes dur-
ing severe storms. Wave impact theory assumes a linear relationship
between the swash impact due to the change of momentum of the
bores impacting the dune, 𝐹 , and the weight of the sediment eroded
from the dune face, 𝛥𝑊 . The dune toe retreats along the slope of the
foreshore, 𝛽𝑓 , and retreats up to a point until the eroded volume equals
𝑊 (Fig. 13). The swash force is computed using the velocity of the
ore which can be related to the runup height. The model restricts itself
o 1 single cell in which only the dune face and foreshore are included.
t does not regard the coastal profile further seaward of the foreshore.

The model of Larson et al. (2004a) requires the storm conditions,
he water level at the beginning of the swash zone, the foreslope of the
oastal profile, the initial location of the dune toe, and a (empirical)
ransport coefficient as input parameters. To acquire the results of
ig. 13, the initial dune toe was set at a vertical elevation of 2.5 m.
he foreshore slope was based on a linear fit of the bed profile 150 m

n front of this dune toe. The vertical level of the beginning of the swash
one was defined as the surge level plus the wave setup, in which the
etup was computed using the empirical expression of Stockdon et al.
2006). The applied storm conditions were equal to that of Fig. 12b.
he transport coefficient, 𝑐𝑠, was set at 1.7 ∗ 10−4. This value is advised
y Larson et al. (2004a) for these specific wave conditions, and is based
n the best fit in Larson et al. (2004a) for the dataset of Birkemeier et al.
1988).

The model of Larson et al. (2004a) was designed as a preliminary
implified analytical tool. Its physical basis is wave impact theory, but
everal empirical expressions are included to keep the model simple. No
ention is made about the inclusion of non-erodible layers. Moreover,

he solutions presented in Larson et al. (2004a) are further simplified by
ssuming no large vertical variation of the dune toe with time, because
lse the analytical solution becomes too complex. No mention is made
bout where the eroded sediment settles and the bathymetry changes in
he sub-tidal area. This implies that the negative feedback mechanism
hat occurs during dune erosion is not incorporated in the model.

The cross-shore numerical model CSHORE, originally developed
y Kobayashi et al. (2009), is described and reviewed in Kobayashi
2016). CSHORE is a model which, at the time of writing the review,
ssumes alongshore uniformity and cohesionless sediment, being sand,
ravel or stone. Model hydrodynamics are depth averaged and based
n a combined wave and current model, which uses the time-averaged
ontinuity, cross-shore and alongshore momentum, wave action and
oller energy equations. Sediment transport is divided into suspended
nd bed load transport, with empirically calibrated transport formulas.

CSHORE allows inclusion of permeable layers in the wet zone to
ccount for permeability effects for gravel and stone beaches. Irregular
unup and wet probability in the swash zone can be predicted using a
robability function based on the time-averaged hydrodynamics, and

hese computations can be used to predict sediment transport there.
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Fig. 12. Results of the DurosTA model of Steetzel (1993) with standard settings on the Meijendel transect. The storm conditions vary in time as displayed in (b), and the coloured
profiles in (c) correspond to the moments in time displayed with vertical lines in (b). The total storm duration is 32 h.
Fig. 13. Results of the wave impact model presented in Larson et al. (2004a) (c) on the Meijendel transect (a). The storm hydrograph is displayed in (b).
Kobayashi (2016) also addresses the interactions of waves with objects
such as piles.

All models mentioned up to now are primarily cross-shore models
which work with a 1-dimensional grid, or assume alongshore uni-
formity. DurosTA (Steetzel, 1991) works with a 1-dimensional grid,
but does allow inclusion of alongshore processes such as alongshore
currents generated by wave breaking. Morphologic change only occurs
if there is an alongshore gradient of these flow velocities, which can
for instance be the case for curved coastlines. Steetzel (1991) assumes
these alongshore currents do not induce extra bed shearing, they purely
act as a transport medium.

XBeach is an open-source process-based model which can operate in
1 or 2 dimensions (2DH) and solves equations for wave propagation,
flow, sediment transport and bed level change (Roelvink et al., 2009).
It can be run in stationary, surf beat, and nonhydrostatic mode. Surf
beat mode facilitates relatively fast computations of dune response to
storms and will be discussed here. In this mode short-wave energy
is averaged and the wave forcing varies on the time-scale of wave
groups. Using the wave action balance, the dissipation of wave energy
is computed, which serves as a source for the roller energy balance.
Both wave and roller energy are used to compute radiation stresses,
and the gradients of these stresses are used to compute the flow field
in the nearshore. Sediment transport is modelled with a depth-averaged
advection diffusion equation after Galappatti and Vreugdenhil (1985).
Spatial differences in sediment transport rates lead to accretion or sed-
imentation and subsequently bed level change in time. An avalanching
mechanism is incorporated in the model through critical wet and dry
12
slopes of the sediment. When the slope between 2 consecutive cells
exceeds the critical value, sediment is redistributed to neighbouring
cells until a slope equal to or smaller than the critical value is regained.
1D Model results are displayed in Fig. 14. In the 1D model, the waves
are normally incident with a directional spreading of 30◦, and based
on a standard JONSWAP wave spectrum with wave parameters as
displayed in Fig. 14b. Sediment properties are defined using a 𝐷50
instead of a sediment fall velocity. This 𝐷50 is used to compute the
sediment fall velocity using the equation of Ahrens (2000). To acquire
the results of Fig. 14, a 𝐷50 of 234 μm is used, which results in a fall
velocity of 0.0268 m/s, consistent with the runs of the other models.

XBeach allows non-erodible layers and different sediment layers to
be incorporated in the model. Also, dune vegetation can be modelled
which will influence nearshore hydrodynamics. In addition, XBeach
can be run in 2 dimensions (2DH), and therefore model 2-dimensional
wave hydrodynamics and currents patterns accordingly. This is useful
when the incident wave field is 2-dimensional with for instance oblique
and directionally spread waves, or if there is significant alongshore
variability or discontinuity of the coastline, near for instance harbour
jetties, breakwaters, and strongly curved coastlines around headlands
and bays. Fig. 15 presents results of a 2D model simulation of the
coastal stretch around the 1D transect of Meijendel used earlier. The
coastal stretch runs from 750 m below to 750 m above the central cross
section of Figs. 11–14. The waves are obliquely incident with a main
direction of 240◦N, and a directional spreading of 30◦, and are mod-
elled as a standard JONSWAP wave spectrum with wave parameters as
displayed in Fig. 14b.
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Fig. 14. XBeach 1D results for a run on the Meijendel transect. The storm conditions vary in time as displayed in (b). Waves are normally incident with a directional spreading
of 30◦.
The contours in Fig. 15 display that the coastal profile is ‘reset’ (after
e.g. Price and Ruessink (2011)), in which complex 3D variabilities are
smoothened out and depth contours become more shore parallel. The
depth contours near the new dune toe (at approximately +6 m CD)
are dense, and seaward they become sparse, implying a gentle beach
profile with a steep dune scarp. The erosion and sedimentation patterns
show that the troughs at x = 2400 m and 2600 m are infilled by
sediment and smoothened out. The erosion at x = 2200 m indicates
erosion of the offshore bar. The net erosion volumes of all cross
sections are not completely uniform in alongshore direction, meaning
that sediment is exchanged between cross sections. This indicates the
importance of including alongshore variability in the coastal profile,
because sediment is not necessarily conserved in a single cross section.
This also exemplifies the possibility of having erosion hotspots along a
coastal stretch in the model domain (Cohn et al., 2021).

4.3. Comparisons between models

4.3.1. Model sensitivities
The aforementioned models have multiple and sometimes different

input parameters. In this section, the sensitivity of each model to
the storm surge level (SSL), wave height (𝐻 ), wave period (𝑇 ), and
13

𝑠 𝑝
sediment fall velocity (𝑤𝑠) will be compared. Each parameter will be
altered between 70% and 130% of its original value. For the sensitivity
of XBeach to 𝑤𝑠, a 𝐷50 was picked that resulted in a 𝑤𝑠 which was
either 70, 85, 115, or 130% of the standard fall velocity according to
Ahrens (2000). The sensitivity of Larson et al. to 𝑤𝑠 is not computed,
because its dependency is incorporated in the transport coefficient, 𝑐𝑠,
but for the hydrodynamic conditions used in this comparison a standard
value of 1.7 ∗ 10−4 is advised by Larson et al. (2004a). Results of the
comparison are displayed in Fig. 16.

All models show a strong dependency on the storm surge level
(SSL): the difference between the 130 and 70% values of the SSL is
greatest for all parameters, for all models. The model of van Gent et al.
(2008) displays a stronger dependency on the wave height than the
wave period, and reacts strongly to differences in sediment fall velocity.
Overall, the van Gent et al. model shows the greatest variation for all
parameters, which might be due to the fact that the imposed hydrody-
namic conditions differ considerably from the reference values of the
flume experiments on which the model is based. DurosTA (Steetzel,
1993) shows little reaction to changing wave heights. The dependency
of DurosTA on the wave period is stronger, and of similar size as that
of the sediment fall velocity. Larson et al.’s model reacts stronger on
wave height alterations than wave period alterations. Last, XBeach 1D
Fig. 15. XBeach 2D results for a run on the coastal stretch 750 m below and above the Meijendel transect (Fig. 14). The storm conditions vary in time for 32 h as displayed in
Fig. 14(b). The waves are obliquely incident with a main direction of 240◦N, and a directional spreading of 30◦. Panels (a) and (b) display the contours of the initial bathymetry
and final bathymetry respectively. Panels (c) and (d) display the erosion and sedimentation patters after 16 h and 32 h respectively. On the left of both panels, the total eroded
(red), settled (green), an net (black) volumes in each cross section are shown.
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Fig. 16. Model sensitivities to SSL, 𝐻𝑠, 𝑇𝑝, and 𝑤𝑠. The upper panel displays the final profile of each model for the Meijendel transect when run with the standard hydrodynamic
conditions. The lower panels display the eroded volume 𝛥𝑉 in [m3∕m], shoreward of x = 2300 m. The total eroded volume of DurosTA is displayed in yellow in the upper panel.
is second most sensitive to 𝑇𝑝, but shows little dependency on 𝑤𝑠 and
𝐻𝑠. Interestingly enough, XBeach 1D actually predicts a larger eroded
volume for the smallest wave height, which is due to more erosion at
the lower base of the dune. The retreat of the dune crest remains largest
for the largest wave height. Nevertheless, the differences are relatively
small for a changing wave height.

Sensitivities to 2-dimensional effects such as wave obliquity can be
analysed using DurosTA and XBeach 2D. Den Heijer (2013) found that
DurosTA predicts decreasing erosion volumes with increasing wave an-
gle with respect to the shore normal, while XBeach predicts increasing
erosion volumes with increasing wave angle. One of the major reasons
for this difference is that DurosTA uses the breaking induced turbu-
lence to compute sediment concentrations, which results in smaller
concentrations for oblique waves. XBeach includes bed shearing in
the computation of sediment concentrations, and due to the generated
alongshore currents, this results in larger concentrations for oblique
waves up to approximately 40◦. How wave directionality influences
dune erosion from a physical perspective is something which, up to
now, is not yet fully understood. Further research and field validation
into wave obliquity is therefore recommended. The effect of directional
spreading can be analysed with XBeach 2D. The model predicts less
erosion for increasing spread, as less wave-wave interactions occur,
reducing the transfer of energy to the lower frequencies and thereby
decreasing the runup due to infragravity waves (Roelvink et al., 2018,
after Herbers et al. (1994)).

4.3.2. Comparison of model predictions with the LIP11D experiments
The discussed equilibrium and process-based models can be val-

idated using test 2E of the LIP11D experiments after Arcilla et al.
(1994) (Fig. 17). It should be noted that this run is also used for
the validation of XBeach in Roelvink et al. (2009). In run 2E, a dune
was exposed for 18 h to a surge level of 4.6 m with waves with a
significant height of 1.4 m and peak period of 5 s. The fall velocity
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of sediment samples taken during the experiment was analysed in the
Delft Hydraulics Laboratory using a Visual Accumulation Tube (VAT).
This fall velocity was converted to a 𝐷50 using formulae of Van Rijn
(1989), which resulted in a 𝐷50 of 200 μm for test 2E. In the validation
in this review, the 𝐷50 of 200 μm was converted back to the fall velocity
𝑤𝑠 using Van Rijn (1989), which is 0.0257 m/s. To be consistent with
earlier computations in this review, a new 𝐷50 is computed using the
formula of Ahrens (2000) for the 𝑤𝑠 of 0.0257 m/s. This resulted in a
𝐷50 of 227 μm, which will be used in the models in this comparison.

To acquire the results of Fig. 17, the models DUROS+ (van Gent
et al., 2008) and DurosTA (Steetzel, 1993) were run in default mode.
For the model of Larson et al. (2004a), the initial dune toe was defined
as the sharp transition between the foreslope and dune face at x ≈
183 m (black dot in Fig. 9). The foreslope, which is used as the slope
with which the dune toe retreats, was based on the best linear fit
through the dune toes in Fig. 9. Last, the angle of the dune face is set at
61.12◦ (after Fig. 9). For XBeach, first order wave steering was applied,
because the flume tests were also performed with first-order wave
generation. The critical dry slope was set on 1.813 (≈ tan(61.12◦)). The
profile was extended in offshore direction to a depth of 30 m in order
to properly generate waves at the wavemaker boundary. No directional
spreading was imposed on the waves.

Despite some deviations, all models are capable of predicting the
post-storm profile reasonably well. The model of van Gent et al. (2008)
seems to underpredict the amount of erosion and retreat of the dune
crest. The model of Larson et al. (2004a) slightly underpredicts the
amount of erosion, and XBeach slightly overpredicts it. DurosTA seems
to accurately predict the post-storm profile for the given hydrodynam-
ics and bathymetry. Fig. 18 shows the root mean squared error (RMSE)
for the lower and upper part of the profile for all models, and is an
indication of how accurate the shape of the bed profile is replicated by
the models. The errors of the Larson et al. model and DurosTA seem to
decrease with time for the upper part of the profile.
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Fig. 17. Model predictions compared to the measured profile and volume changes for test 2E of the LIP11D experiments. The upper panel shows the measured and computed
profiles after 8 h, the middle panel after 18 h. The lower two panels show the eroded volume of the dune (left) and the retreat of the dune crest (right) in time.
In summary, multiple dune erosion models have been developed
over time, with differences in underlying physical processes and as-
sumptions, complexities, and computational effort. With increasing
knowledge on relevant hydrodynamic and morphodynamic processes
comes the possibility of incorporating more of these processes in our
modelling techniques, allowing for a broader range of coasts with
different complexities to be analysed. However, as Figs. 17 and 18 point
out, predictions differ between different models and there is no single
model that results in accurate predictions for all cases. For some specific
wave conditions and coastlines, an ‘older’ and simpler model, requiring
less input parameters and computational effort, might prove the better
tool. Nevertheless, once all the necessary input parameters are properly
defined and calibrated, very accurate results can be acquired with
process-based models (e.g. Roelvink et al. (2009), Bolle et al. (2011)
and Schweiger et al. (2020)).
15
5. Conclusions

During dune erosion in the collision regime, the damage done to
dunes can be significant with devastating floods as a potential con-
sequence. By being able to understand and describe relevant physical
processes, one can perform a proper risk assessment and take necessary
coastal safety precautions. Over the past decades, field and laboratory
observations have given more and new insights in relevant physical
processes that occur during dune erosion. But despite these new in-
sights, uncertainties and unknowns remain, especially around the effect
of wave obliquity and the influence of dune vegetation on erosion rates.
Moreover, sandy coastlines remain complex and may become more
complex due to the presence of hard structures and multiple sediment
layers. This reveals the many challenges that still remain.
Fig. 18. RMSE for the modelled profiles with respect to the measured profiles for the lower segment, 110 m < × < 170 m (left) and the upper segment, 170 m < × < 200 m
(right).
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Many of the unknown processes regarding dune erosion prove
difficult to investigate in a laboratory, which is often confined to a
one-dimensional wave flume. On the other hand, field observations
remain difficult due to the unpredictability of storms and the dangers
storm conditions pose for observers. The concept of ‘manipulative’ field
experiments might prove a solution to these issues. The new insights we
might gain from such experiments could help us make more complete
our modelling techniques. However, a more complete and complex
model does not necessarily result in more accurate predictions. For spe-
cific wave conditions and coastlines, a computationally cheaper model
such as an equilibrium model can already yield satisfactory results.
Nevertheless, with continuously changing coastlines and intensifying
storm conditions due to for instance sea level rise, further development
of existing models and the creation of new models remains crucial
for managing coastal resilience, and is therefore needed. Accurate and
realistic modelling techniques allow identification of sandy coastlines
where more safety precautions are necessary, but also areas where
coastal protection is already overly conservative, which may leave
room for the reintroduction of natural dynamics in dune landscapes.
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