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A B S T R A C T

This work aims to develop a low-fidelity model for a lattice support structure for offshore
wind applications. The proposed low-fidelity model consists of a sequence of regular Timo-
shenko beams, each of them characterized by homogenized mechanical and mass properties
representative of the single bays of the reference space-frame structure. The homogenized
elastic coefficients of the sequence of beams are then computed by means of two alternative
procedures: case (a), via analytical expressions available in the literature and accounting for
a partially isotropic behaviour; case (b) by means of an optimization procedure, with ad hoc
calibration factors. The suggested methods to derive the homogenized elastic coefficients are
then tested for both straight and tapered lattice structures. The prediction performance is
evaluated in terms of estimation of the first five natural frequencies and mode shapes, response
to dynamic loads, and ability to predict rotor-structure interaction phenomena. A parametric
study is then performed to evaluate the potential and limitations of the proposed models. To
bypass the optimization procedure (b), a data-driven approach is also proposed for the case of
straight lattice structures.

Overall, the developed low-fidelity model leads to a computational speed-up factor of at
least 60. The prediction reliability of the low-fidelity model is discussed for a tapered and
regular straight lattice structure. However, for the latter one, a more detailed comparative study
between the various modelling assumptions is performed and discussed. With reference to the
straight lattice tower, whenever an optimization procedure is used (case (b)), and with reference
to a typical subset of the investigated geometrical parameter space, the mean prediction error
of the first five natural frequencies is lower than 1%. On the other hand, for case (a) and for
the same investigated subset, the mean prediction errors for the first two bending modes and
the torsional mode are, 5.2%, 13.3% and 18.8%, respectively. These results are improved in
case a data-driven regression model is used to predict the calibration factors, leading to mean
prediction errors below 5% for the entire investigated parameter space.

1. Introduction

1.1. General overview of future wind energy scenarios for supporting structures

The turbine sizes within the offshore wind industry are getting larger year by year. In the last decade, between 2010 and 2019,
the average size of an offshore wind turbine increased from 3 MW to 6 MW [1]. For the current decade, the market expectation is
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to have a 14 MW wind turbine commercially available by 2024 [2], combined with serial productions of 15 MW turbines [3]. This
trend inevitably calls for the development of new modelling strategies able to simulate dynamic responses of support structures, on
top of which the wind turbines are installed. The increase in the size of a wind turbine would demand an increase in the size of the
supporting monopile, triggering new manufacturing, transportation, installation and design challenges [4,5]. Alternative bottom-
fixed solutions to the monopile structures can be sought by deploying support structures such as hybrid jacket-towers [6] or full
space-frame structures [7–9]. Among these two solutions, the space-frame structure enables a larger margin for the optimization
of its configuration and corresponding mass, generally leading to better design solutions. A further aspect which is of interest for
the incoming scenario of wind support structures is related to the use of either a three-bladed or a two-bladed rotor for the wind
turbine. The current market seems to favour the three-bladed solution, though, considering the ongoing increase in blade size, the
two-bladed rotors are most likely to become more attractive [10,11]. However, whereas two-bladed rotors lower manufacturing
and installation costs, control issues related to the dynamic imbalance caused by the time-dependent mass distribution need to be
tackled [12].

The above-depicted future scenario suggests that wind turbines and their supporting structure will increase the complexity of
heir structural behaviour during operational conditions. To account for such complexity, high-fidelity numerical models (HFM)
re needed in order to obtain reliable predictions of their mechanical behaviour. However, practitioners often recur to more
dealized and low-fidelity models (LFM) developed for specific predictive targets, in order to tackle tasks in which time is the
iggest constraint, such as the preliminary design during the tender phase, real-time model updating by means of an incoming data
tream from a monitoring campaign [13–15] or sensitivity studies of the parameter space for nonlinear conditions, optimization
nd uncertainty quantification. For the last three tasks, it is important to highlight that LFMs are also relevant in the context of a
ulti-fidelity framework in combination with other higher- or lower-fidelity models. Multi-fidelity approaches use LFMs to explore

he parametric space, with a few HFMs evaluations to achieve a certain level of accuracy [16]. Such an approach is highly used in
ind turbine design optimization, see for instance [17], or uncertainty quantification, see [18].

LFMs should be able to both assess and account for the main static and dynamic behaviour, and for their corresponding sensitivity
f the most representative geometrical and mechanical parameters of the structure. For the sake of clarity, throughout the paper,
he wording ‘‘high’’ and ‘‘low’’ fidelity model is used to describe, respectively, complex models that require a high computational
ffort able to simulate a large spectrum of possible nonlinear structural responses, and simplified models validated for a selected
ange of input and output conditions.

.2. Low-fidelity modelling for space-frame structures

Low-fidelity models for space-frame structures (e.g. transmission towers, guyed masts) often rely on ‘‘user-friendly’’ analytical
xpressions, either derived mathematically from structural mechanics principles [19] or empirically by means of regression methods
pplied to large data sets [20], by identifying existing correlations between the most representative structural parameters and
he target dynamic feature, i.e., natural frequency. For both types of models, tuned corrective factors are often used to tailor the
redictions to a specific configuration of the structure [19]. However, their prediction power is limited to the first natural frequency.

The development of similar LFMs for offshore wind turbine support structures designed by employing a space-frame concept is
ess straightforward. In this study, the focus will be on developing an LFM of an assumed challenging case study represented by

space-frame support structure combined with a two-bladed wind turbine (for more details of the assumed case study see [9]).
he factors hindering a straightforward development of an LFM for the case study at hand include the time-dependent dynamic
roperties of the structure (caused by the asymmetries induced by the varying orientation of the rotor-nacelle assembly (RNA), the
ffects on the dynamic behaviour due to the presence of a taper ratio, the diagonal welded bracings, the non-uniform mass and
tiffness distribution and the large aspect-ratio for the main structural elements.

With reference to the literature on aerospace structures, several examples can be found of methods able to develop LFMs of
space-frame structure. Such methods rely on homogenization techniques that allow linking systems with complex geometry to

FMs with a more regular geometry by using equivalent/homogenized mass and mechanical properties. Homogenized models of
his type, for lattice structures, were in fact developed in the late 1970s by Noor [21,22]. Noor derived a procedure that allowed to
eplace of the original space-frame structure with an equivalent continuum beam model, for which a closed-form (exact) solution
xists. The expressions of the elastic coefficients of the beam model are linked to the geometrical and mechanical properties of the
tructural elements of the lattice structure. Note though, that the assumed lattice structure was formed by a repeating cell, with a
riangular [21] and rectangular [22] cross-section, in which the connection between the structural elements forming the repeating
ell was assumed to be hinged. The validation study showed in [22] exhibited a good match of the first bending and torsional
ode between the homogenized continuum beam model and the effective lattice structure, with a maximum error of 2.5% or 4.5%
epending on the bay configuration. Besides model comparisons, also experimental cross-validation was carried out by means of
ynamic tests of a scaled lattice structure [23], for which the first two modes were fairly matched by an equivalent continuous
eam model. The formulation of an equivalent beam model was extended by including the viscous material damping [24] and the
pplication to the case of a rigidly jointed regular lattice structure [25]. For the latter, McCallen [25] showed that to accurately
atch the dynamic behaviour of a regular rigidly jointed lattice structure, the Timoshenko beam model needs to be enhanced by

ntroducing an additional strain energy term accounting for the shear deformation of a repeating rigidly jointed cell. Homogenization
rocedures were also sought to offer a quick and reliable way to carry out buckling analysis of the lattice structure [26,27].
n all the previous studies, the equivalence between the lattice structure and the equivalent continuum model was ensured by
2

quating the kinetic and strain energies of the two structures, within a finite element framework. To complement this approach,
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alternative homogenization procedures based on spectral elements [28] and transfer matrices [29] were also studied. Note that all
the aforementioned homogenization procedures imply that the lattice structure is formed by the regular repetition of a unit cell, and
the equivalence between the continuum beam model and the regular lattice structure is ensured as long as there is a high number
of repeating cells representing the periodicity of the lattice structure. An illustrative example of the homogenization procedure for
offshore space-frame structures was presented in [30], in which a space-frame structure and the corresponding connection with the
soil were idealized by adopting an equivalent beam and a set of linear springs. The advantage of the aforementioned techniques in
developing a LFM lies in the capacity of the LFM to handle topology changes, e.g. different number of braces, to perform optimization
studies and sensitivity analysis. In case of a topology change of the structure, alternative model reduction techniques, such as modal
expansion and truncation approach [31], would require the re-definition of the reduced basis and the subsequently solution of an
eigenvalue problem. The goal of the proposed low-fidelity model in [30] was to accurately predict the first mode of the structure,
taking into account the soil–structure interaction as well. However, more challenging case studies characterized by a higher dynamic
complexity would require LFMs able to predict not only the first mode but also the torsional and the second bending mode [9,12]
for tapered lattice structures with welded connections.

1.3. Research objectives

Within the depicted framework, this study presents a low-fidelity model of a space-frame structure – either straight or tapered
assembled by means of welded connections, on top of which a rotor can be installed. In particular, the LFM is tested for the case
f a two-bladed rotor which introduces additional asymmetries. The LFM is developed to accommodate the need to reliably predict
he main dynamic characteristics of interest, with reference to modal analysis, steady-state and turbulent-driven responses for a
reliminary design stage. The proposed model also enables the prediction of time-variant modal properties due to time-dependent
ystem parameters resulting from the rotor asymmetries. Such asymmetry is a characteristic of two-bladed turbines that generate a
arying yawing and nodding moment of inertia that depend on the rotor’s azimuth (or roll) angle [9,12]. In terms of modal analysis,
he predictive targets include the first and second-order bending modes and the first torsional mode. The LFM is developed through
sequence of continuous regular beams, each of them governed by homogenized mechanical and mass properties representative of

he single bays of the reference space-frame structure. Each homogenized beam of the LFM is simulated by means of a Timoshenko
eam element [32]. The elastic coefficients of the equivalent Timoshenko beam, represented by the shear and bending stiffness,
re either identified by available analytical expression present in the literature [21,22] and developed for aerospace applications
r finely tuned by means of a proposed optimization procedure, leading to ad hoc calibration factors. A parametric study is then
arried out to explore a typical parameter input space used during a preliminary design phase. The first aim of this analysis is to
ssess the applicability of the analytical expressions derived by Noor [21,22] for lattice structure configurations that differ from
he ones originally assumed in [21,22]. The elastic coefficients of the equivalent Timoshenko beam predicted by Noor’s expression
re eventually corrected by optimized calibration factors. The second aim is to identify the optimal subset of the input space for
hich the proposed corrected expressions [21,22], applied to the developed low-fidelity model, could be used. With reference to

he use of ad-hoc calibration factors, the current study proposes a response surface model [33] able to predict ahead the needed
alibration factors as a function of the main geometrical properties of the desired space-frame structure. The surface response model
s developed by exploiting a training data set generated by simulating the first 5 eigenfrequencies of more than 2000 different types

of space-frame structures. Validation of the low-fidelity model is also performed, by comparing its predicted dynamic responses due
to periodic and turbulent dynamic loads, versus a complete finite element (FE) model of the assumed case study, and the reliability
and accuracy of the predictions are discussed.

2. Description of the low-fidelity model

As already mentioned in Section 1, the developed low-fidelity model is meant to represent the main dynamic properties of a
space-frame structure – either straight or tapered – assembled by means of welded connections, on top of which a rotor can be
installed. The underlying strategy of developing the low-fidelity model first relies on applying analytical expressions available in
the literature (see [21,22]) to first guess the elastic coefficients of the homogenized Timoshenko beam elements. Subsequently, such
coefficients are corrected by means of calibration factors obtained after solving an optimization problem. Broadly speaking, optimal
values of the unknown elastic parameters of the homogenized Timoshenko beam elements composing the low-fidelity model need
to be found, in order to faithfully reproduce the main dynamic properties of the structure at hand. The general framework of the
optimization scheme starts by considering the equation of motion of the undamped full-height lattice support structure, i.e. the
high-fidelity model, which reads as follows

𝐌�̈�(𝑡) +𝐊𝐱(𝑡) = 𝐟 (𝑡), (1)

where the time-dependent vector of size 𝑛 𝐱(𝑡) contains the degrees of freedom of the system, and an over-dot indicates a derivative
with respect to time. The 𝑛× 𝑛 matrices 𝐌 and 𝐊 represent the mass and stiffness matrices of the system, respectively. The external
load acting on the system is given by the vector of size 𝑛 𝐟 (𝑡).

The general eigenvalue problem of this full model is given by
(

𝐊 − 𝜆 𝐌
)

𝝓 = 𝟎, (2)
3
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from which the eigenvalues 𝜆𝑖 and eigenvectors 𝝓𝑛, for 𝑖 = 1, 2,… , 𝑛, can be obtained. A similar matrix formulation is adopted for
the low-fidelity model that consists of 𝑚 degrees of freedom, where 𝑚 ≪ 𝑛. The 𝑚 × 𝑚 mass and stiffness matrices of this reduced
system are represented by 𝐌∗ and 𝐊∗. These are populated according to the finite element representation of a Timoshenko beam
element. The single stiffness matrix 𝐤∗ for a Timoshenko beam element accounting for six degrees of freedom at each node is

𝐤∗ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝛾1𝐸𝐴𝑒𝑞

𝑙

0 12𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙3 (1+𝛷𝑒𝑞,𝑦 )

0 0 12𝛾1𝐸𝐽𝑒𝑞,𝑦
𝑙3 (1+𝛷𝑒𝑞,𝑧 )

0 0 0 𝛾2𝐺𝑧𝐽𝑒𝑞,𝑥
𝑙

Symmetric
0 0 −6𝛾1𝐸𝐽𝑒𝑞,𝑦

𝑙2 (1+𝛷𝑒𝑞,𝑧 )
0 (4+𝛷𝑒𝑞,𝑧 )𝛾1𝐸𝐽𝑒𝑞,𝑦

𝑙(1+𝛷𝑒𝑞,𝑧 )

0 6𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙2 (1+𝛷𝑒𝑞,𝑦 )

0 0 0 (4+𝛷𝑒𝑞,𝑦 )𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙(1+𝛷𝑒𝑞,𝑦 )

−𝛾1𝐸𝐴𝑒𝑞

𝑙
0 0 0 0 0 𝛾1𝐸𝐴

𝑙

0 −12𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙3 (1+𝛷𝑒𝑞,𝑦 )

0 0 0 −6𝛾1𝐸𝐽𝑧
𝑙2 (1+𝛷𝑒𝑞,𝑦 )

0 12𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙3 (1+𝛷𝑒𝑞,𝑦 )

0 0 −12𝛾1𝐸𝐽𝑒𝑞,𝑦
𝑙3 (1+𝛷𝑒𝑞,𝑧 )

0 6𝛾1𝐸𝐽𝑒𝑞,𝑦
𝑙2 (1+𝛷𝑒𝑞,𝑧 )

0 0 0 12𝛾1𝐸𝐽𝑒𝑞,𝑦
𝑙3 (1+𝛷𝑒𝑞,𝑧 )

0 0 0 −𝛾2𝐺𝑧𝐽𝑒𝑞,𝑥
𝑙

0 0 0 0 0 𝛾2𝐺𝑧𝐽𝑒𝑞,𝑥
𝑙

0 0 −6𝛾1𝐸𝐼𝑒𝑞,𝑦
𝑙2 (1+𝛷𝑒𝑞,𝑧 )

0 (2−𝛷𝑒𝑞,𝑧 )𝛾1𝐸𝐽𝑒𝑞,𝑦
𝑙(1+𝛷𝑒𝑞,𝑧 )

0 0 0 6𝛾1𝐸𝐽𝑒𝑞,𝑦
𝑙2 (1+𝛷𝑒𝑞,𝑧 )

0 (4+𝛷𝑒𝑞,𝑧 )𝛾1𝐸𝐽𝑒𝑞,𝑦
𝑙(1+𝛷𝑒𝑞,𝑧 )

0 6𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙2 (1+𝛷𝑒𝑞,𝑦 )

0 0 0 (2−𝛷𝑒𝑞,𝑦 )𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙(1+𝛷𝑒𝑞,𝑦 )

0 −6𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙2 (1+𝛷𝑒𝑞,𝑦 )

0 0 0 (4+𝛷𝑒𝑞,𝑦 )𝛾1𝐸𝐽𝑒𝑞,𝑧
𝑙(1+𝛷𝑒𝑞,𝑦 )

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(3)

The 𝛷𝑒𝑞,𝑖 terms in Eq. (3) stand for (12𝛾1𝐸𝐽eq,𝑖)∕(𝛾3𝐺𝑖𝐴𝑠𝑙2), where 𝑖 can be in either direction of the beam cross-section plane, i.e., 𝑦
or 𝑧. The parameters, 𝛾1, 𝛾2 and 𝛾3 are the tuning factors and their number depends on the level of anisotropy of the system. The
terms 𝐸 and 𝐺 are the Young’s and shear moduli, 𝐽 is the second area moment of inertia, 𝑙 is the length of the element, and 𝐴𝑠 is
the effective cross-sectional area in shear, defined as 𝐴𝑠 = 𝜅𝑠𝐴. For a circular cross-section, 𝐴, the shear factor 𝜅𝑠 equals 3∕4. The
mass matrix 𝐌∗ is constructed accordingly; however, it does not contain any correction factor. The resulting eigenvalue problem of
the condensed version of Eq. (1) is defined by

(

𝐊(𝜸)∗ − 𝜆∗𝑗𝐌
∗
)

𝝓𝒋
∗ = 𝟎, (4)

with the eigenvalues 𝜆∗𝑗 and eigenvectors 𝝓∗
𝑗 , for 𝑗 = 1, 2,… , 𝑚. Here 𝜸 contains the tuning parameters 𝛾1, 𝛾2 and 𝛾3.

To ensure an equivalence for a given set of predefined modal properties between Eqs. (2) and (4), the elements in matrices
𝐌∗ and 𝐊∗ should be chosen, such that the eigenvalues 𝜆∗𝑗 and the eigenvectors 𝝓∗

𝑗 equal the predefined set of eigenvalues 𝜆𝑖 and
eigenvectors 𝝓𝑖 of the original system, for 𝑖 = 1, 2,… , 𝑝, where 𝑝 < 𝑚. Such equivalence is sought by means of minimizing the
following objective function 𝜖1

min 𝜖1[𝜸] = min
𝑝
∑

𝑗=1

(

1 −
𝜆(𝜸)∗𝑗
𝜆𝑗

)2

(5)

q. (5) minimizes the squared difference between the eigenvalues, enforcing a global match between the two models. However, the
inimization process could be constraint more by adding a further cost function involving the eigenvectors, which reads as follows

min 𝜖2[𝛾] = min (𝐈 − MAC(𝜸))2 (6)

where 𝐈 is an identity matrix and MAC is the Modal Assurance Criterion matrix [34] defined as

MAC =
|(𝝓∗)𝐻 �̂�|2

[(𝝓∗)𝐻𝝓∗][�̂�𝐻 �̂�]
(7)

where the superscript 𝐻 stands for the Hermitian transpose. In order to compute 𝜖2, it should be noted that the eigenvectors of
the HFM used in Eq. (6), denoted as �̂�, are represented by the normalized modal amplitudes of the central longitudinal axis of the
tructure and the number of modes is 𝑝. The use of Eq. (6) either allows for a local improvement of the minimization results or it
an serve as a comparative metric to evaluate and locally validate the accuracy of the reduced model.

Generally speaking, structures can exhibit an isotropic, partially isotropic or anisotropic behaviour in shear. If 𝐺𝑧𝑥 = 𝐺𝑦𝑥, i.e. the
structure is transversely isotropic (partial isotropy), like the discussed case, the minimization process only demands three tuning
parameters: 𝛾1, 𝛾2 and 𝛾3. If the structure is isotropic, then a single shear modulus 𝐺 is required, and 𝛾2 may equal 𝛾3. In the case of
anisotropic behaviour, then a fourth tuning parameter is necessary. The parameter 𝛾1 corrects the Young modulus that influences
the bending and axial stiffness, parameter 𝛾2 corrects the shear modulus related to the torsional stiffness, while 𝛾3 is a corrective
factor for the shear modulus responsible for the shear stiffness due to bending. All three tuning parameters are needed in order
to correct the equivalent elastic coefficients such as 𝐸𝐽𝑒𝑞,𝑖, 𝐺𝐽𝑒𝑞,𝑥 and 𝐺𝑖𝐴𝑠. An initial guess of such coefficients can be made by
imposing equivalences between the geometrical and inertial properties of the lattice structure’s and equivalent beam’s cross-section.
To start, note that the low-fidelity system is modelled as 𝑚

6 − 1 beam elements since six degrees of freedom are assigned at each
node. This implies that 𝑚 should be chosen sufficiently large so that the desired 𝑝 eigenvalues and eigenvectors can be approximated
sufficiently well. A good approximation is to represent each repetitive block of the structure, called bay, with a beam element like
4
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Fig. 1. Example of a bay (left figure) and its equivalent beam (right figure), including a typical cross-section of the main ‘‘leg’’ (with diameter 𝐷𝑜,𝑙) and brace
element with diameter 𝐷𝑜,𝑏. The equivalent beam is assumed to be a thin-walled cylinder.

shown in Fig. 1. The choice of a cylindrical beam rather than an arbitrary shape lies in the easiness of implementing such elements
in most software used for the dynamic analysis of structures. Hence the length 𝑙 in Eq. (3) corresponds to the length of the main
legs and therefore the length of the equivalent beam element. The geometrical details of the cross-section of the equivalent beam
element are obtained by means of solving a system of two equivalences, which reads as

{

𝐉𝑏𝑎𝑦,𝑟 − 𝐉𝑒𝑞,𝑟 ≈ 0
𝑀𝑏𝑎𝑦,𝑟 −𝑀𝑒𝑞,𝑟 ≈ 0

(8)

where 𝐉𝑖,𝑟 and 𝑀𝑖,𝑟 are the moment of inertia vector and the mass, respectively, computed for either the bay or the equivalent
beam. The terms 𝐉𝑒𝑞,𝑟 and 𝑀𝑒𝑞,𝑟 are functions of the unknowns parameters 𝐷𝑖𝑛,𝑒𝑞 and 𝐷𝑜𝑢,𝑒𝑞 , that are the inner and outer diameter,
respectively, of the hollow cylindrical beam element. The index 𝑟 for 𝐉𝑒𝑞,𝑟 and 𝑀𝑒𝑞,𝑟 ranges between 1, . . . , 𝑚

6 −1, while the moment
of inertia vector 𝐉 includes 𝐉 = (J𝑥, J𝑦, J𝑧). The solution to the minimization problem shown in Eq. (8) provides the geometrical
information required to construct the beam element. It should be noted that the minimization problem has four solutions, but only
one is in the first quadrant, i.e., it is physically meaningful. This ensures the uniqueness of Eq. (8). For the case in hand, we assumed a
welded lattice structure as reference, and two assumptions were introduced to justify the minimization process shown in Eq. (8): (a)
the distributed mass of a single beam element is assumed equal to the average distributed mass over the height of the corresponding
bay, and (b) the equivalent moments of inertia with respect to 𝑥, 𝑦 and 𝑧 of the beam element should be equated to the average
between the corresponding moments of inertia computed for the bottom and top cross-section at each single bay. For the latter
computation, only the main structural legs of the corresponding bay are considered, while the moment of inertia of the braces is
neglected. By introducing these assumptions and assuming equal material properties for the two models, we can estimate 𝐷𝑖𝑛,𝑒𝑞 and
𝐷𝑜𝑢𝑡,𝑒𝑞 , 𝑀𝑒𝑞,𝑟, 𝑙, 𝐉𝑒𝑞,𝑟, 𝐴𝑠 and 𝐴𝑒𝑞 for each beam element that is representative of the mass and mechanical properties of a single bay.
The set of tuning parameters intends to correct such estimates and improve the model. To facilitate and speed up the minimization
of Eq. (5), the equivalent terms that define the shear, 𝐺𝑖𝐴𝑠, and torsional rigidity, 𝐺𝐽𝑒𝑞,𝑥, can be first guessed by means of some
analytical expressions derived in previous studies [22,25]. As shown in [22], for a regular bay, the terms proportional to the shear
and torsional rigidity for an equivalent beam can be analytically computed as

𝐺i𝐴s =
4𝐸𝐴eqℎbay𝑤2

bay

𝑙3b
(9)

and

𝐺𝐽eq,x =
2𝐸𝐴eqℎbay𝑤4

bay

𝑙3b
(10)

where 𝑙𝑏 is the length of the brace element. Note that this approximation is only valid for regular pin-jointed lattice structures,
with double-laced bays. A more refined expression for 𝐺𝐽𝑒𝑞,𝑥, valid for a rigidly jointed lattice tower characterized by bays without
braces was provided in [25]. However, for this study, the shear and torsional stiffness terms defined by Eqs. (9) and (10) are used.
In Section 4, it will be shown that for very slender structures, the tuning parameters for this initial guess are close to one.

A last remark is devoted to the modelling of the foundations. For the case at hand, the connection between the lattice tower
and the soil is assumed to be fixed, hence the same type of boundary condition applies to the equivalent beam model. Note that
5
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Fig. 2. Geometry of the regular multi-cell 3D frame.

the actual influence of the soil–structure interaction experienced by the lattice tower cannot be translated by applying the same
boundary condition to the equivalent beam. The latter equivalence calls for a separate investigation [35].

3. Validation of the low-fidelity models

3.1. Regular multi-cell 3D frame

In this section, a low-fidelity model of a structure is obtained following the steps described in Section 2. The LFM is then validated
by comparing its response to a high-fidelity model of the same considered structure. The investigated case study is represented by
the lattice tower shown in Fig. 2. This is a regular lattice tower composed of ten equal and squared bays, the exact dimensions are
indicated in the corresponding figure. To ensure a thorough validation of the proposed LFM, the complexity of the HFM is gradually
increased. Firstly, the structure as presented in Fig. 2 is considered (HFM-RNA0). Then, a point mass is introduced on top of the
structure, representative of the translational inertial effect of the RNA (HFM-RNA1). Finally, a more detailed RNA is considered,
accounting for the rotational inertial terms as well, i.e., rolling, yaw and, nodding moments of inertia, as well as the eccentricity of
the RNA (HFM-RNA2).

A high-fidelity model of HFM-RNA0 can be obtained with any finite element software. Within this study, we used an in-house
Matlab-based tool, specifically developed for the dynamic analysis of offshore wind support structures and described in [9]. An LFM
of this structure is obtained by minimizing the objective function of Eq. (5) under the assumptions described in Section 2. Here,
Eq. (6) is used as a validation metric to evaluate the agreement between the mode shapes of the two models. For the purpose of
validation, the comparative analysis between the LFM and HFM encompasses three different aspects: (1) the accuracy of the LFM
in capturing the first five eigenfrequencies of the system, (2) the correlation of the corresponding mode shapes between the LFM
and HFM, with respect to shape and modal amplitude and, (3) the prediction performance of the LFM in mimicking the dynamic
response of the HFM to both periodic and turbulent loads.

With reference to Fig. 2, by solving the system of equations described in Eq. (8), one obtains an equivalent thin-walled cylindrical
beam having a radius of 9.3 m and a wall thickness of 31.6 mm. For both models standard steel properties are assumed, i.e. a density
of 7850 kg/m3, Young’s modulus of 210 GPa, and Poisson’s ratio of 0.3. Shear and torsional rigidity of individual beams composing
the HFM-RNA0 are computed as normally for a Timoshenko beam made of isotropic material. For the LFM, 𝐺𝑖𝑥𝐴𝑠 and 𝐺𝐽𝑒𝑞 are
firstly estimated with Eqs. (9) and (10) and then corrected by solving the minimization problem by means of Eq. (5). This last step
is only necessary for a specific subset of the design parameter space, as discussed in Section 4. However, since the lattice structure
presented in Fig. 2 is connected by welded joints, without the use of horizontal structural elements within bays, it is expected that
Eqs. (9) and (10) will not correctly estimate 𝐺𝑖𝐴𝑠 and 𝐺𝐽𝑒𝑞,𝑥 for all the modes of interest. Table 1 presents the comparison between
the HFM-RNA0 and the corresponding LFM with respect to the first five modes. Modes and corresponding frequencies are computed
via modal analysis for both models. The column ‘‘first guess’’ shows the results obtained with the approximation provided by Eqs. (9)
and (10). The error is the normalized difference between the estimated natural frequency expressed in percentage. Since the error on
both torsional and second bending modes is large, the minimization problem is solved to obtain the tuning parameters 𝛾 and improve
the corresponding LFM. The minimization is stopped as soon as the error drops below 1% for all the eigenfrequencies. The results
of this step are presented in Table 1 under the column ‘‘final iteration’’. The respective tuning factors, 𝛾, are also presented. These
results show that for the investigated structure Eqs. (9) and (10) cannot predict properly the frequency of any mode higher than
the first pair of bending modes. However, by solving the minimization problem, the shear and torsional rigidity can be corrected
to improve the LFM and reach the desired level of accuracy. It should be noted that the focus is only on the first five modes since
6

these are often the most relevant for (offshore) wind turbine systems. Hence, in this study 𝑝 = 5 in Eq. (5).
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Table 1
Estimated natural frequencies from HFM-RNA0 and LFM, and corresponding predictive error. For each pair of bending modes,
only one frequency is presented since the other one is identical. The natural frequencies are computed via modal analysis.
Frequency HFM-RNA0 LFM - First guess ‖Error‖ LFM - Final iteration ‖Error‖ 𝛾

[Hz] [Hz] [%] [Hz] [%] [–]

1st bending 0.544 0.547 0.65 0.543 0.14 1.01
Torsion 1.919 1.736 9.51 1.919 0.01 1.22
2nd bending 2.708 2.847 5.98 2.712 0.95 0.74

Table 2
Estimated natural frequencies from the HFM and LFM for the case of RNA1 and RNA2, and corresponding predictive error. For
the RNA2 case, the frequencies are estimated by assuming a rotor orientation at zero degrees with reference to the azimuth. The
natural frequencies are computed via modal analysis.
Frequency HFM-RNA1 LFM-RNA1 ‖Error‖ HFM-RNA2 LFM-RNA2 ‖Error‖ 𝛾

[Hz] [Hz] [%] [Hz] [%] [–] [–]

1st bending 0.367 0.366 0.15 0.365 0.365 0.08 1.010.367 0.366 0.15 0.367 0.366 0.08
Torsion 1.919 1.918 0.01 1.177 1.178 0.02 2.10

2nd bending 2.205 2.199 0.22 2.102 2.109 0.33 0.792.205 2.199 0.22 2.196 2.217 0.95

For the next step, an RNA is placed on top of the structure shown in Fig. 2. Since the structure itself is unchanged, the first guess
or the rigidity terms of the LFM is based on the solution of the previous minimization problem (see 𝛾 values in Table 1) rather than

on Eqs. (9) and (10). An eventual further minimization is performed only if improvements are needed. As mentioned above, the
RNA is included in two stages: firstly a simple point mass is added on top of the structure (HFM-RNA1), and then a more detailed
representation of the RNA is considered (HFM-RNA2). The RNA of the wind turbine 2B14 is used as reference, this is a 14MW
two-bladed wind turbine described in [9]. In both cases, the rigid body representing the RNA is connected to the structure through
a rigid and mass-less element. The weight of the RNA is 796 tonnes. Table 2 compares the eigenfrequencies obtained between the
HFM and LFM. The left-hand side of the table shows the results for the HFM-RNA1 while the right-hand side presents the comparison
for the HFM-RNA2. For the two models referring to RNA1, the presence of a large top mass lowers the natural frequencies of the
bending modes but leaves the torsional one unchanged. The effect of the RNA on the two models (HFM and LFM) is almost identical.
Therefore, as expected, there is no need to solve a new minimization problem and the same 𝛾 coefficients are used, see Table 1 for
the tuning factors. Interestingly, if compared to the errors shown in Table 1 for the final iteration, the addition of a large top mass
slightly decreases the mismatch between the second-order bending modes of the HFM and LFM models, specifically from an error
of 0.95% to 0.22%. This is a direct consequence of the importance that such a large top mass, representing around 25% of the total
mass, has on the natural frequencies of the bending modes. In other words, the presence of a large mass due to the RNA masks any
small difference between HFM-RNA1 and LFM-RNA1.

For the case of a more detailed RNA, new 𝛾 coefficients need to be found. This RNA includes a large yaw moment of inertia which
affects largely the torsional mode. Moving from the HFM-RNA1 case to the HFM-RNA2 one, the torsional eigenfrequency drops by
0.7 Hz. However, for the corresponding LFM obtained without updated tuning factors, the eigenfrequency variation is around 1.1 Hz
(not shown in Table 2). As a result, iterative runs should be performed to update the 𝛾 coefficients. The updated 𝛾 values in Table 2
re fairly comparable to the ones shown in Table 1, apart from the tuning factor linked to the torsional mode. For the investigated
ystems, it is safe to state that the proposed LFM, inclusive of corrective factors, is able to capture the first five eigenfrequencies
ith high accuracy.

Next, the comparison between the HFM and LFM mode shapes is performed by inspecting eventual differences in terms of the
hape along the longitudinal plane and by computing the MAC of the respective mode shape vectors. Fig. 3 presents the normalized
ode shapes of the first five modes for the HFM and LFM of two cases represented by RNA0 (graphs on the left side) and RNA2

graphs on the right side). The mode shapes are normalized by the modal amplitude of the top node of the HFM. For each pair
f bending modes, only one is plotted since the other one is orthogonal and identical. The two columns of plots present a very
imilar situation. Regardless of the presence of the RNA, the bending modes are properly approximated by the LFM. No significant
ifferences in terms of shape can be identified. It can be seen how the presence of the RNA2 seems to improve even further the results.
n terms of absolute value of the modal amplitude, no significant differences are found for the bending modes. However, for the
orsional case, a clear difference is present. This is due to an underestimation of the modal mass in the LFM for the torsional mode.
hree observations lead to this conclusion: (1) the stiffness over mass ratio is correct because the frequency is properly predicted
or the torsion; (2) the mass is neither calibrated nor approximated in the LFM; (3) the bending mode shapes are correctly captured
nd almost one-to-one identical between the two models. Therefore, the difference in the torsional mode shape must be caused by
difference in the modal mass since the stiffness is tuned. This difference is related to the mass distribution in the torsional plane,
hich is more concentrated towards the centre of torsional rotation for the LFM. Thus, despite having the same frequency, the modal
mplitude differs in the two models. It should be noted that the shape itself is instead correct. In fact, if the mode shape obtained
ith the two models is normalized by its own maximum modal amplitude, then the two mode shapes perfectly match. Despite this
ifference in the torsional mode shape, the overall results are satisfying and the mode shapes are sufficiently well predicted by the
7

FM. The overall quality of this prediction is also confirmed by the MAC matrix computed for the mode shapes of the HFM and the
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Fig. 3. Two-dimensional normalized mode shapes obtained with the HFM (black) and the LFM (red). First side-side bending (top), torsional mode (middle) and
second side-side bending (bottom). The mode shapes relative to the RNA0 and RNA2 cases are presented on the left and right columns, respectively. The mode
shapes are normalized by the modal amplitude of the top node of the HFM.

corresponding ones of the LFM. This is presented for the lattice structure alone, 𝐌𝐀𝐂𝐑𝐍𝐀𝟎, and for the RNA2 case, 𝐌𝐀𝐂𝐑𝐍𝐀𝟐.

𝐌𝐀𝐂𝐑𝐍𝐀𝟎 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1.0 0 0 0.0087 0
0 1.0 0 0 0.0087
0 0 0.999 0 0

0.0094 0 0 0.999 0
0 0.0094 0 0 0.999

⎤

⎥

⎥

⎥

⎥

⎥

⎦

𝐌𝐀𝐂𝐑𝐍𝐀𝟐 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1.0 0 0 0.2006 0
0 1.0 0 0 0.1721
0 0 0.999 0 0

0.2104 0 0 0.999 0
0 0.1794 0 0 0.999

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(11)

In both cases, the terms on the diagonal are very close to unity meaning that the mode shapes of the HFM and LFM are consistent.
The off-diagonal non-zero terms simply show the partial and negligible resemblance of the first and second bending modes. The
proposed LFM was proven to properly capture the global dynamics of the HFM.

Finally, the response of the HFM and LFM to periodic and turbulent loads is investigated. Here, the wording turbulent loads refers
to aerodynamic loads considering turbulent flow. For this analysis, the RNA2 case structure is used. This scenario is the closest to
a preliminary design phase support structure for wind turbine applications. Regardless of the type of load, this is introduced as a
concentrated force applied on the top node of the structure, i.e. at the centre of mass of the RNA. The periodic load is obtained by
linearly superimposing six sinusoidal forces whose frequency is a multiple of the assumed rotational speed of the rotor. For a two
8

blades rotor, one should include the rotational frequency of the rotor plus the even multiples of this, i.e. 1P, 2P, 4P, 6P, etc, where
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Fig. 4. Example of the periodic (left) and turbulent (right) loads used for the dynamic investigation.

Table 3
Models response to periodic loading and turbulent loading for the presence of a detailed RNA (RNA2) in the model. The
displacement values refer to the tower top.
Case 𝑑𝑚𝑎𝑥 ‖Error‖ 𝑑𝑚𝑒𝑎𝑛 ‖Error‖ 𝜎𝑑 ‖Error‖ SpeedUp

[cm] [%] [cm] [%] [cm] [%] [–]

hfm3 18.9 – 5.24 – 6.05 – –
lfm3 19.2 −1.4 5.26 −0.4 6.07 −0.4 70

hfm4 20.0 – 5.28 – 7.39 – –
lfm4 20.3 −1.9 5.29 −0.3 7.37 0.3 71

hfm5 21.4 – 5.26 – 7.94 – –
lfm5 22.1 −3.5 5.29 −0.4 8.00 −0.7 75

hfm6 23.4 – 5.26 – 8.25 – –
lfm6 23.3 0.4 5.27 −0.3 8.23 0.2 70

hfm7 15.6 – 5.26 – 4.58 – –
lfm7 15.8 −1.1 5.28 −0.3 4.59 −0.3 69

hfm8 15.1 – 5.26 – 4.39 – –
lfm8 15.1 0.2 5.28 −0.4 4.41 −0.4 71

hfmT66 40.9 – 6.49 – 18.5 – –
lfmT66 44.2 −8.1 6.51 −0.4 19.6 −5.9 72

hfmT6 30.1 – 6.42 – 11.4 – –
lfmT6 30.6 −1.5 6.44 −0.4 11.6 −1.4 85

hfmT83 78.2 – 16.3 – 28.7 – –
lfmT83 75.9 2.9 16.4 −0.3 27.6 3.9 66

hfmT8 65.0 – 15.8 – 21.6 – –
lfmT8 65.8 −1.3 15.9 −0.3 21.8 −0.9 65

P is the rotational frequency. The turbulent loads are obtained from a model of the 2B14 described in [9] via the software Bladed.
The structure is considered rigid and fixed at the bottom. A turbulent wind inflow condition is assumed and the resulting loads on
top of the structure are extracted. These loads account for the wind turbine dynamics including the aero-servo-elastic effects. Fig. 4
presents an example of the periodic (left) and turbulent (right) loads, respectively. Both systems have zero damping and no further
model reduction techniques are implemented. A state-space system is defined for the two structures and their response to the loads
is computed numerically with the fourth-order Runge–Kutta method. Table 3 presents the results of the investigated cases in terms
of tower top deflections.

The periodic load simulations are run for different rotational speeds of the rotor from 3 to 8 rpm, i.e. covering a common
operational regime for large wind turbines. In Table 3, the name of the case indicates the model used, high-fidelity model (hfm) or
low-fidelity model (lfm), and the rotor speed. In the case of turbulent loading, a 𝑇 is added after the model type and the seed number
used to generate the turbulent signal is included at the end. If the seed is not indicated, then this means the results presented are
averaged over all the seeds. Six seeds are used for each turbulent condition. For instance, for a turbulent load at 8 rpm applied to
the high-fidelity model, the resulting case code is hfmT83, if seed 3 is used, and hfmT8 for the averaged results. Seeds are numbers
that are used to generate a pseudo-random signal. The use of a seed number to generate the turbulent loads ensures that these
results are reproducible. For brevity, in the case of turbulent loading, Table 3 only presents the results related to the seed that
leads to the largest displacement and those obtained by averaging the results of all the seeds. Overall, the LFM predicts quite well
the displacement obtained with the HFM. For the periodic load cases, both mean value, 𝑑 , and standard deviation, 𝜎 , of the
9
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Fig. 5. Time evolution of the normalized fore-aft displacement recorded at the top of the structure for the two models. The figure on the left presents the results
of periodic load case h(l)fm5 while the one on the right shows those of the turbulent case h(l)fmt83.

displacements are correctly predicted by the LFM with a maximum error for the standard deviation of 0.7%. For the latter loading
case, the maximum displacement estimated by the LFM is in agreement with the HFM but a slightly larger error is observed, i.e. 3.5%.
The cases ran with a turbulent load provide a slightly different picture. The mean displacement is still very well predicted by the
LFM. However, the accuracy of the LFM concerning the maximum value and the standard deviation of the displacement seems to
vary significantly from case to case, with case h(l)fmT66 presenting the largest error, i.e. 8.1%. Nevertheless, when the results are
averaged over all the seeds, cases h(l)fmT6 and h(l)fmT8, the two models are in good overall agreement. Finally, considering all
the investigated cases, a significant average computational speed up for a factor of 72.8 is achieved with the use of the proposed
LFM. Speed-up factors are computed as the ratio between the simulation time of the HFM and that of the LFM. The large speed-up
is obtained thanks to the smaller and better-conditioned mass and stiffness matrices of the LFM. In fact, the LFM presents about
51 times fewer matrix entries than the HFM. It should be reminded that this speed-up is obtained without applying any additional
model reduction techniques on the two models. Fig. 5 presents the time evolution of the normalized displacement in the horizontal
direction recorded at the top of the structure for the cases h(l)fm5, h(l)fmT83. It can be observed, that the LFM mimics quite well
the HFM here and the two graphs mostly overlap. For case h(l)fm5, the proximity of the frequency of the third harmonic composing
the load, 4P, to the first natural frequency of the system, causes a beating-like phenomenon to appear. For the two latter simulations,
Fig. 6 shows the Fourier transform of the displacement. The two figures confirm the quality of the results presented in Table 3. The
two models respond to the periodic loads in a very similar manner and all the peaks are identified correctly. From Fig. 6 (left-hand
side) the proximity of the load frequency to the natural frequency of the system is easily observed for the case h(l)fm5.

3.2. Tapered multi-cell 3D frame

For the case of a tapered multi-cell structure, the approach presented before remains unchanged. The only difference now is
that the geometry of the equivalent beam element varies along the longitudinal axis. The single beam elements used in this study
for the LFM are characterized by a constant cross-section, therefore, a representative averaged cross-section for each bay is found.
This is achieved by solving Eq. (8) at the top and bottom of each bay and by averaging the result. The same comparative analysis
introduced for the regular structure is followed for the tapered one as well. However, in this section, the mode shape correlation
in terms of shape and amplitude is not presented to put focus on a few more interesting and complex test cases. In order to assess
the accuracy of this methodology for a tapered multi-cell frame, the 2B14 lattice support structure presented in Fig. 7 is used as
reference full model. In this subsection, the detailed rotor-nacelle assembly, i.e. RNA2, is used for the entire analysis.

For a detailed description of the design of this structure, the reader is referred to [9]. Firstly, the LFM is constructed and compared
against the HFM using the same comparative procedures and metrics presented in Section 3.1. Then the rotor-structure interaction
analysis performed in [9] is repeated and extended to further test the limits of the LFM. Table 4 shows the first five eigenfrequencies
for both the HFM and the LFM, estimated by assuming a rotor orientation at zero degrees with reference to the azimuth. A rotor
azimuth angle of zero degrees corresponds to a horizontal configuration of the blades. The results show that Eqs. (9) and (10),
which are derived for a straight bay, fail to predict the torsional rigidity needed to match the torsional model of reference of the
tapered structure (see ‘‘first guess’’ column). However, by applying the right tuning factors 𝛾, it is again possible to ensure the
desired accuracy for the first five eigenfrequencies (see ‘‘final iteration’’ column). In a previous work [9], it is shown that for a
two-bladed rotor rigidly connected to the support structure, the system is time-variant due to the varying inertia caused by the
blade rotation. Therefore, it is not possible to define a single set of eigenfrequencies to describe the system. Consequently, if one
wants to describe the system with a set of eigenmodes and eigenfrequencies, then this set will depend on the chosen rotor azimuth
10

angle. This dependency is especially pronounced for lattice structures compared to traditional support structures such as monopiles.
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Fig. 6. Fourier transform of the displacement recorded at the top of the structure for the two models. Results of case h(l)fm5 are presented on the left while
on the right figure, those of case h(l)fmt83 are shown. The side-side (SS, in green) and fore-aft (FA, in yellow) bending frequencies are obtained from the HFM.
The load frequencies are identified by the grey dashed lines.

Fig. 7. Full space-frame support structure of the two-bladed offshore wind turbine 2B14 [9].

Since this represents a problem that can affect the design process, it is used as a test case to evaluate the LFM with reference
to the HFM predictions. Following the steps described in [9], an eigenvalue analysis as function of the rotor’s azimuth position
is performed. Figs. 8a and 8b present the variation of the natural frequencies for the low- and high-fidelity model, respectively.
It can be seen that apart from small differences in the magnitude, the overall behaviour is well captured by the LFM. The largest
discrepancies can be found in the identification of the torsional frequency. This is not surprising since this issue was already discussed
in Section 3.1. It should be noted that the error in the torsional modal mass is less significant for the tapered case. Hence the
small differences between the two models for varying yaw moment of inertia, i.e. for varying rotor azimuth angle. By inspecting
Figs. 8, it can be noticed that all the natural frequencies seem to ‘‘cross’’ each other. As already discussed in [9], the crossing of
the natural frequencies is only an apparent behaviour, while the actual underlining phenomenon is linked to the veering of the
natural frequencies, due to the lack of symmetry of the structure [36]. Such lack of symmetry induces a slight coupling among the
mode shapes, triggering the veering process of the natural frequencies. More specifically, the sequence between the first–second and
the fourth–fifth modes are respectively switched between the fore-aft and side-side directions at an azimuth angle next to 60◦. The
veering is more pronounced for the torsional mode, as shown in Fig. 8. Between an azimuth range of 70–90◦, the torsional mode
jumps from the third to the fifth position. In addition, at the exact angle of 90◦, the torsional mode merges with the side-side second
bending mode, emulating a mode coalescence phenomenon [37]. Within this azimuth range, the coupling between the mode shapes
of the torsional and second-order bending modes is more pronounced, therefore they cannot be straightforwardly labelled as bending
11



Marine Structures 92 (2023) 103506M. Vergassola et al.
Table 4
Estimated natural frequencies from the two models. The natural frequencies are computed via modal analysis.
Frequency HFM LFM - First guess ‖Error‖ LFM - Final iteration ‖Error‖ 𝛾

[Hz] [Hz] [%] [Hz] [%] [–]

1st bending SS 0.351 0.339 3.3 0.351 0.05 1.051st bending FA 0.355 0.344 3.1 0.355 0.02
Torsion 0.662 0.473 28 0.662 0.01 2.00
2nd bending SS 1.506 1.433 4.8 1.498 0.51 1.332nd bending FA 1.704 1.605 5.8 1.692 0.73

Fig. 8. Variation of the first five mode shape frequencies with reference to an azimuth angle of 0◦ with (a) corresponding to the LFM and (b) to the HFM. The
presented frequencies correspond to the first and second fore-aft (FA) and side-side (SS) bending modes and to the first torsional (T) mode. The black crosses
identify hybrid modes that cannot be labelled as either bending or torsional modes.

Table 5
Models response to harmonic loading. The displacement values refer to the tower top.
Case 𝑑𝑚𝑎𝑥 ‖Error‖ 𝑑𝑚𝑒𝑎𝑛 ‖Error‖ 𝜎𝑑 ‖Error‖ SpeedUp

[cm] [%] [cm] [%] [cm] [%] [–]

hfm3 18.9 – 5.24 – 6.05 – –
lfm3 19.2 −1.4 5.26 −0.4 6.07 −0.4 63

hfm5 20.0 – 5.28 – 7.39 – –
lfm5 20.3 −1.9 5.29 −0.3 7.37 0.3 60

hfm8 21.4 – 5.26 – 7.94 – –
lfm8 22.1 −3.5 5.29 −0.4 8.00 −0.7 61

or torsion. The black crosses in Fig. 8 highlight the aforementioned coupled modes. For a more detailed analysis with respect to the
coupling or hybridization of the mode shapes during the veering process, the reader is referred to a previous study in such regard,
see [9].

The LFM is then tested for a dynamic simulation including the effect of the time-dependent RNA properties in the system. The
investigated cases and results are presented in Table 5. The case labelling follows the same rules presented in Section 3.1. The same
load scenarios are applied here as well. Fig. 9 shows the normalized displacement at the top of the structure in the direction of
application of the harmonic load, i.e. fore-aft direction. Fig. 10 presents the spectrum of the response. It can be seen that the two
models agree quite well in the considered frequency range. However, for frequencies above 1 Hz, the amplitude of the response can
differ significantly between the two models despite the correct identification of the location of the peaks. The benefit of using the
LFM lies in its simplicity and its lower computation cost with respect to the HFM. This is reflected in smaller and better-conditioned
𝐌 and 𝐊 for the LFM, which have 53 times fewer entries than those of the HFM, and confirmed by the significant speed-up. In fact,
for a simulation length of 80 s, the wall time required to solve the HFM is around 10000 s while the LFM takes only 160 s. Therefore,
it is clear that the LFM could be very useful whenever several iterations are required. It goes without saying, that the saving in
terms of computational cost comes with a lower accuracy of the model for the analysed conditions. However, the extent to which
this is relevant depends on the scope of the performed analysis.
12
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Fig. 9. Time evolution of the normalized fore-aft displacement recorded at the top of the structure for the two models. The left figure presents the results of
periodic load case h(l)fm5 while the right one shows those of the turbulent case h(l)fm8.

Fig. 10. Fourier transform of the displacement recorded at the top of the structure for the two models. The figure on the left presents the results of case h(l)fm5
while the one on the right shows those of case h(l)fm8. The side-side (SS, in light green) and fore-aft (FA, in yellow) bending frequencies, as well as the torsional
frequency (dark green), are obtained from the HFM. The load frequencies are identified by the grey dashed lines.

4. Parametric study

4.1. Potential and limitations of the LFM

In the previous sections, the proposed low-fidelity model was proven and tested under realistic forcing scenarios. In this section,
the limitations and potential extensions of this approach are explored. It was shown previously that by adopting an optimal set
of calibration factors, 𝛾, it is possible to correct the elastic properties of the equivalent beam (LFM) to match mode shapes and
natural frequencies of the HFM when needed. However, the calibration process may represent a limitation in itself for some
specific applications. In fact, problems arise whenever information regarding the natural frequencies of interest from the structure of
reference is unknown, i.e. whenever an HFM is not available or when the real structure does not exist. Before providing a possible
solution to this potential pitfall, this subsection presents a parametric study, in order to assess the parameter space for which it
is sufficient to apply Eqs. (9) and (10) to accurately catch the global dynamics of the desired structure. For the latter case, no
calibration factors would be needed.

For the following analysis, the presence of the RNA was not taken into account, since the RNA inertial properties would depend on
the specific size of each assumed geometrical configuration of the parametric study. The geometric parameters that were considered
in this study are: leg and brace diameters, width and height of the bay and total height of the structure. In the case of a regular
straight tower, varying the height of the structure is equivalent to changing the number of bays. In addition to these, the batter
angle of the structure was added to the list of varying parameters for the case of a tapered tower. The diameter over thickness ratio
13
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was kept constant for both legs and braces because of its little influence on the first few global modes. In this analysis, these were
set to 50 and 60, respectively. The braces’ diameter could vary between 0.5 and 1.5 m while the legs’ diameter varied between 1
and 3.5 m. The total height of the considered structures ranges from 16 to 264 m. A wide variety of bay geometries were considered,
all falling between ℎ𝑏𝑎𝑦∕𝑤𝑏𝑎𝑦 = 0.8 to ℎ𝑏𝑎𝑦∕𝑤𝑏𝑎𝑦 = 2.5. Both ℎ𝑏𝑎𝑦 and 𝑤𝑏𝑎𝑦 could run between 4 m and 22 m. Two constraints are
then imposed to ensure that unrealistic structures are not considered. Specifically, (1) the 𝐷𝑙𝑒𝑔𝑠∕𝐷𝑏𝑟𝑎𝑐𝑒𝑠 ratio must be larger than or
equal to one and (2) the 𝐻∕𝑤𝑏𝑎𝑦 should be larger than one.

The contour plots in Fig. 11 show the accuracy of the developed LFM for a large set of virtual regular straight towers. The contour
lines represent the error expressed in percentage of the normalized difference between the eigenfrequencies estimated between the
HFM and the LFM, as a function of the number of bays, 𝐻∕ℎ𝑏𝑎𝑦, and the local slenderness ratio, here defined as ℎ𝑏𝑎𝑦∕𝑤𝑏𝑎𝑦. On the
left column of the contour plots, the elastic properties of the beam are directly obtained from Eq. (8), while on the right one, the
elastic properties of the beam element are corrected with Eqs. (9) and (10). Moving from top to bottom, the plots present the error
relative to the first (a), third (b) and fourth (c) eigenfrequencies, i.e. first bending, torsion and second bending mode. The contour
plots are obtained by assuming the legs and braces diameters equal respectively 2 m and 1 m, while ℎbay is set to 18 m. Among
the various contour plots that can be obtained, the highlighted case in Fig. 11 is selected as representative of the trend observed in
most of the sampled geometrical configurations of the regular straight tower.

By inspecting first the contour plots of the left column, it can be observed that the error decrease for increasing number of bays,
i.e. for increasing slenderness of the structure. This trend is expected since for increasing slenderness the reference lattice structure
behaves more similarly to an equivalent beam. From the right column of Fig. 11, it becomes evident that by correcting the elastic
properties of the LFM through Eqs. (9) and (10), the prediction performance significantly improves. Nevertheless, for the first and
third modes, the improvements in the prediction performance do not exhibit the same trend observed for the contour plots on the
left column, with respect to an increase in slenderness and number of bays. However, it can be concluded that (1) it is possible to
identify a parameter space for the first- and second-order bending mode, with a prediction error less than 5%, (2) the error in the
estimation of the third mode is always larger than 5%.

As mentioned above, only a representative subspace of the investigated parameter space was shown in Fig. 11. To provide
the general trend for all the investigated geometrical configurations, for which Eqs. (9) and (10) were used to correct the elastic
properties of the beam, the mean prediction error for the target natural frequencies is found to be 5.2%, 18.8% and 13.3% for the
first, third and fourth mode, respectively. Whereas the standard deviation equals 6.5%, 13.3% and 16.8% for the aforementioned
modes.

With the aim of confining a more specific parameter space for which the low-fidelity modelling strategy (enhanced by the use of
Eqs. (9) and (10)) may be applicable, two subsets of virtual structures were considered. The first subset is defined by imposing
the condition that 1 ≤ 𝐷𝑙𝑒𝑔𝑠∕𝐷𝑏𝑟𝑎𝑐𝑒𝑠 ≤ 2.5. The second subset is obtained from the first one by adding two extra constraints,
i.e. 7 ≤ 𝑛𝑏𝑎𝑦𝑠 ≤ 12 and 1 ≤ ℎ𝑏𝑎𝑦∕𝑤𝑏𝑎𝑦 ≤ 2. It should be noted that these constraints are not very limiting in terms of design
choices since most (offshore) wind support structures would fall into the second subset. For the different prediction errors of each
virtual structure belonging to both subsets, the average relative error 𝜖, the standard deviation 𝜎

|𝜖| and the confidence interval CI
ere estimated and reported in Table 6. By inspecting the general statistical image of the two subsets, it can be observed that the

eliability of the LFM increases while reducing the size of the set. With reference to subset 2, for the first mode, the reliability is
elatively high as it is possible to predict this mode with an error below 5% in 83% of the cases of the second subset. However, for
he other two modes, the reliability remains low. A similar analysis as depicted in Fig. 11 was carried out for the case of tapered
attice structures. Fig. 12 presents the prediction error on the estimation of the first (a), third (b) and fourth (c) eigenfrequency,
espectively. On the left column of contour plots, the elastic properties of the homogenized beam are directly obtained from Eq. (8),
hile on the right column, the elastic properties of the beam are corrected with Eqs. (9) and (10). Once again, the legs’ and braces’
iameters are kept constant and equal to 2 m and 1 m for the selected representative case. It should be noted that the bay height
s variable for a tapered structure. Specifically, the height of the bay 𝑖 is computed as ℎ𝑏𝑎𝑦,𝑖 = 𝑚ℎℎ𝑏𝑎𝑦,1, for 𝑖 = 2,… , 𝑛𝑏𝑎𝑦, where

ℎ = (𝑊𝑡𝑜𝑝∕𝑊𝑏𝑜𝑡𝑡𝑜𝑚)
(1∕𝑛𝑏𝑎𝑦) and ℎ𝑏𝑎𝑦,1 = 𝐻∕

∑𝑛𝑏𝑎𝑦−1
𝑖=0 𝑚𝑖

ℎ. Therefore, the bay heights are not directly constrained, but, for a given number
f bays, their value depends on the structure height, bottom width and batter angle. In this case, and contrary to what was observed
n Fig. 11, the prediction error improves with increasing slenderness of the virtual structure for both types of LFMs. Furthermore,

ith reference to the right column, the error on the second-order bending mode is quite low in a large area of the plot compared
o the straight lattice structure case. However, for the estimation of the eigenfrequency of the torsional mode, the error is once

Table 6
Statistical results of the parametric study for two different subsets for a regular straight lattice structure. The prediction error
refers to an enhanced LFM by means of Eq. (9) and Eq. (10).
Relative error 𝜖 Subset 1 Subset 2

1st bending Torsion 2nd bending 1st bending Torsion 2nd bending

|𝜖| 3.2 13.9 11.8 2.8 12.7 5.6
𝜎
|𝜖| 3.5 7.8 19.0 3.2 7.6 7.1

CI: |𝜖| < 5% 0.80 0.08 0.44 0.83 0.13 0.64
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Fig. 11. Contour plots of the error over the estimation of the first (a), third (b) and fourth (c) eigenfrequencies for a regular straight tower. Elements cross-sections
and bay height are kept constant. On the left, the beam elastic properties are directly obtained from Eq. (8). On the right, the beam elastic properties are corrected
with Eqs. (9) and (10).

again large. To provide a more general statistical image for all the considered cases beyond the depicted one in Fig. 12, and with
reference to LFM enhanced by Eqs. (9) and (10), the mean error is found to be 6.0%, 14.7% and 8.7% for the first, third and fourth
mode, respectively. Whereas the standard deviation equals 5.6%, 12.2% and 13.5% for the three modes. Although slightly better,
these results are in line with those found for the case of straight structures.
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Fig. 12. Contour plots of the error over the estimation of the first (a), third (b) and fourth (c) eigenfrequencies for a tapered lattice tower. The elements
cross-sections are kept constant. On the left, the beam properties are directly obtained from Eq. (8). On the right, the beam properties are corrected with Eqs. (9)
and (10).

4.2. Response surface modelling for the calibration factors 𝛾

As stated previously, the use of the calibration factors 𝛾 enables the identification of the optimal elastic properties of the beam in
order to match the eigenfrequencies and modes of the HFM by means of an LFM. However, this may not always be a viable option
due to the lack of input needed to carry out the calibration process. This could be the case, for instance, during certain phases of
16
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Fig. 13. Figure (a) shows the correlation between the target 𝛾1 and the predictor 𝑤𝑏𝑎𝑦 for various 𝑛𝑏𝑎𝑦 and 𝐷𝑙𝑒𝑔𝑠∕𝐷𝑏𝑟𝑎𝑐𝑒𝑠 ratios. Figure (b) shows the correlation
between the target 𝛾2 and the predictor 𝐷𝑙𝑒𝑔𝑠 for various ℎ𝑏𝑎𝑦∕𝑤𝑏𝑎𝑦 ratios and 𝑛𝑏𝑎𝑦𝑠.

a preliminary design. In such a case, it would be ideal to still be able to derive an LFM which is accurate enough. Yet, the above
analysis says that the use of Eqs. (9) and (10) alone is not sufficient if the torsional mode is included in the list of target natural
frequencies. To enhance the prediction performance, the calibration factors 𝛾 would still be needed. Therefore, the aim of this
subsection is to propose a response surface model [33] in order to predict the needed calibration factors as a function of the chosen
geometrical configuration of the structure to be designed. The development of a response surface model is based on a multivariate
regression analysis [33]. It goes without saying that a more detailed analysis could be performed by means of regression analysis
based on a Gaussian process [38]. However, such analysis falls outside the scope of the current work, which aim is to first explore
whether or not a response surface model could be a convenient tool to determine the calibration factors.

To cope with the large parameter space investigated in Section 4.1 (see subset 1 and subset 2 of Table 6), the multivariate
regression is performed with an expression of the polynomial form, and for the sake of simplicity, the analysis is performed for a
regular straight lattice tower only. The targets, or dependent variables, of the multivariate regression, are 𝛾1, 𝛾2 and 𝛾3. The set of
potential predictors, or independent variables, consists of the legs and braces diameter, height and width of the bay and the height
of the structure, i.e. the number of bays. Before performing the multivariate regression, a correlation analysis is carried out. This
enables one to identify the relation between predictors and targets and identify potential multicollinearity problems [39]. Fig. 13
presents a predictor-to-target relation that is representative of the general trend observed in the data used for the regression analysis.
It should be noted that only a small amount of data are shown here to make the plots less dense and easy to interpret. In Fig. 13(b),
the predictor 𝐷𝑙𝑒𝑔𝑠 is expressed as a 𝐷𝑙𝑒𝑔𝑠∕𝐷𝑏𝑟𝑎𝑐𝑒𝑠 ratio to make the two figures more easily comparable since the ratio is a parameter
in Fig. 13(a) as well (see legend on the top). In the latter ratio, the predictor 𝐷𝑏𝑟𝑎𝑐𝑒𝑠 is kept constant and equal to 1.25 m so that
for each line the variable predictor is effectively 𝐷𝑙𝑒𝑔𝑠. Similarly, in Fig. 13(a) ℎ𝑏𝑎𝑦 is kept constant and equal to 18 m and, for
each line, the only variable predictor is 𝑤𝑏𝑎𝑦. Fig. 13 highlights that for a shorter structure, the relation between 𝛾1 and 𝑤𝑏𝑎𝑦 is
nonlinear, while a linear trend is observed for taller structures. In addition, for higher 𝐷𝑙𝑒𝑔𝑠∕𝐷𝑏𝑟𝑎𝑐𝑒𝑠 ratios and taller structures, the
calibration factor 𝛾1 tends to decrease and approach 1 (see Fig. 13a). A kind of convergence for large values of the ℎ𝑏𝑎𝑦∕𝑤𝑏𝑎𝑦 ratio is
also observed for the curves at different 𝑛𝑏𝑎𝑦𝑠. Fig. 13(b) shows that the relation between 𝛾1 and 𝐷𝑙𝑒𝑔𝑠 is always nonlinear regardless
of 𝑛𝑏𝑎𝑦𝑠. This time, the ℎ𝑏𝑎𝑦∕𝑤𝑏𝑎𝑦 ratio is the term affecting this relation the most. It is clear from Fig. 13 that not only the relation
between predictors and targets is nonlinear but also that multiple interaction effects are present. An interaction effect occurs when
one or more predictors affect how another predictor is related to the target. The presence of these interaction effects means that
it will be necessary to include interaction, or coupled, terms in our regression analysis. The nonlinear relations between predictors
and targets clearly indicate that at least second-order terms should be considered in the polynomial regression. Higher-order terms
could also be used and they might improve the results. However, high-order terms also introduce oscillations in the results and will
be therefore avoided. Below, a general representation of the polynomial function to be fitted is shown

𝑦𝑗 = 𝑝𝑗 (𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5) + 𝜖, (12)

where 𝑥𝑖 and 𝑦𝑗 define the predictors and the targets, respectively, and 𝜖 is the fitting error. In an explicit and compact formulation,
the polynomial function is expressed as

𝑦1,2,3 =
𝑚
∑
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5, (13)

where the 𝑚, 𝑛, 𝑝, 𝑞 and 𝑟 are the maximum polynomial orders associated to each predictor. In this case, these are all equal to 2.
The polynomial expression is truncated such that interaction terms can only describe the interaction between predictor pairs. The
least-square method can be used to find the 𝛽 coefficients (weights) of the three polynomial equations. The coefficients obtained for
each target are presented in Appendix, see Table A.8. In this table, the predictors 𝑥 , 𝑥 , 𝑥 , 𝑥 and 𝑥 correspond to 𝑤 , ℎ , 𝑛 ,
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Table 7
Statistical results of the parametric study for two different subsets for a regular straight lattice structure. The prediction error
refers to a calibrated LFM. The calibration factors were obtained by means of Eq. (13).

Relative error 𝜖
Subset 1 Subset 2

1st bending Torsion 2nd bending 1st bending Torsion 2nd bending

|𝜖| 1.5 4.1 3.4 0.7 3.0 1.9
𝜎
|𝜖| 3.9 5.1 6.0 1.1 3.3 3.3

CI: |𝜖| < 5% 0.95 0.74 0.82 0.99 0.84 0.91

𝐷𝑙𝑒𝑔𝑠 and 𝐷𝑏𝑟𝑎𝑐𝑒𝑠, respectively. Thanks to a t-test [39] against a coefficient being zero., it is possible to reduce the number of model
coefficients without losing accuracy. This process led to the elimination of one coefficient in each equation, i.e. leaving 20 non-zero
coefficients in each equation. Note that further statistical tests can be used to tackle the problem of multiple comparisons, eventually
present in the data. However, this falls outside of the scope of this work, since the aim of this subsection is to merely showcase the
feasibility of developing a regression model to predict the calibration factors. The obtained polynomial equations were then used
to predict the calibration factors 𝛾 to improve the prediction errors shown in Fig. 11 and Table 6. Fig. 14 presents a comparison
between the right column of Fig. 11 and the contour plots obtained by correcting the beam elastic properties with the predicted 𝛾
coefficients. The improvement of the prediction performance is clearly visible for all the considered natural frequencies. Still, larger
errors for very short and wide structures are observed, regardless of the use of calibration factors. It is worth underlining that the
small parameters space exhibiting larger errors are atypical and therefore not relevant for (offshore) wind support structures. Finally,
Table 7 presents an overview of the statistical image of the prediction performance for the two subsets previously introduced. Low
error levels were achieved, especially in the second subset, and most of the structures can be properly described by the calibrated
LFM. Of course, it is possible that by increasing the number of predictors and polynomial terms one would achieve even better results.
However, this would also increase the complexity of the model and reduce its practicality. It is worth mentioning that besides the
use of such type of LFM (enhanced by the use of calibration factors obtained through Eq. (13)) during a preliminary design phase,
it may also serve as a suitable tool for SHM strategies that may necessitate for real-time processing of acquired monitoring data and
online model updating [40]. Note that the data used for the multivariate regression analysis and the script developed to generate
the LFMs can be found on 4TU.ResearchData [41] and github [42] respectively.

5. Discussion and conclusions

5.1. Discussion, limitations and future work

The main assumptions, advantages and limitations of the proposed low-fidelity model (LFM) are discussed in this subsection.
As discussed in Section 4, to obtain a reliable LFM, either an optimization procedure needs to be applied, if the reference natural
frequencies are known, or calibration factors need to be used. Among the main advantages of the developed LFM, it is worth
highlighting the capacity to handle topology changes, optimization studies and sensitivity analysis. This advantage emerges provided
the developed LFM leads to prediction errors below 5% within a parameter space that well represents the possible geometrical
configuration of a wind turbine support structure. On top of that, a large speed-up is obtained due to the smaller and better-
conditioned mass and stiffness matrices of the LFM. The large speed-up also favours the use of the LFM in case nonlinearities or
more complex damping models are required. In fact, any type of damping can be easily included in the LFM. In the case of Rayleigh
damping, this would be implemented in a classical way since such damping is proportional to 𝐌 and 𝐊. Therefore, one would
account for Rayleigh damping in the same manner for the two models. An advantage of this LFM is that local and/or nonlinear
damping can also be implemented without the use of any special technique. In fact, thanks to the reduced size of the LFM, the
system can be efficiently solved with direct numerical integration methods.

The main evident assumption in the derivation of the low-fidelity model consists of neglecting the moment of inertia of the braces
in Eq. (8). While such inertia contribution is straightforward to compute for a straight lattice structure and not too complicated for
a tapered one, preliminary calculations suggested not to account for this contribution. In fact, when accounting for the braces
contribution, estimating the first natural frequency led to higher errors, around 10+% (without calibration factors). Moreover, also
the estimation of the torsional frequency did not improve and only the estimation of the second bending mode frequency improved
when accounting for the braces. Of course, one could argue that since a minimization problem is solved to obtain calibration factors,
one could account for the braces and let the optimization reduce the discrepancy. However, when solving such a problem, one
should wonder if a coupling between the modes exists and whether this can lead to the failure of the optimization process. In the
investigated case, the stiffness terms affecting the two bending modes are related to each other; therefore, one cannot tune one
frequency without affecting the other one as well. Hence, it is important that the geometric homogenization leads to manageable
errors in the first estimation of the frequencies of the two bending modes. Based on preliminary studies, this is the case when the
moment of inertia of the braces is neglected. It should also be noted that a relatively large error in the estimation of the torsional
frequency does not lead to the same problem since this mode is uncoupled from the bending ones for a beam structure.

Among the modelling choices, only the stiffness matrix was corrected by means of calibration factors. This led to the difference
in modal amplitude for the torsional mode discussed Section 3. Such error is due to an underestimation of the modal mass in the
18
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Fig. 14. Contour plots of the error over the estimation of the first (a), third (b) and fourth (c) eigenfrequencies for a regular straight tower. Elements cross-sections
and bay height are kept constant. On the left, the elastic properties of the beam are corrected with Eqs. (9) and (10). On the right, these properties are corrected
with the 𝛾 coefficients computed with Eq. (13).

this issue is still present even when accounting for the moment of inertia of the braces. A potential solution could be the inclusion
of a tuning factor in the mass matrix to correct for the difference in the mass distribution. Since the mass matrix term related
to torsion is uncoupled from the others, the proposed correction should improve the prediction of the torsional modal amplitude
without affecting the other modes. This should be the subject of further expansion of the proposed model.

Finally, as discussed in Section 4, the use of the minimization strategy to improve the estimation of the elastic coefficients of
the beam is only feasible whenever information on the natural frequencies of the space-frame structure is available. Whenever this
information is not always available, an alternative strategy is required. Therefore, a multivariate nonlinear regression analysis was
19
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performed to obtain a surface response model for the prediction of the calibration factors used to correct these elastic coefficients.
This model was trained with data referring to the case of a straight structure only. A polynomial equation able to estimate the
calibration factors for a large range of structures was found. This relies on five input parameters: the diameter of the legs, the
diameter of the braces, the bay height, the bay width and, the number of bays. Within a specific range, representative of typical
(offshore) wind support structure dimensions, it was possible to correctly predict any of the first five natural frequencies with
a maximum 5% relative error within a confidence interval of at least 84%. Despite the results seeming promising, it should be
noted that the intent of the presented preliminary data-driven model is to show the viability and potential of this approach. Better
approaches, e.g., spline interpolation or Gaussian Processes regression, could be used to capture the highly nonlinear behaviour of
the training dataset. A future research line in this regard is given by the potential offered by physics-informed machine learning
techniques, which would allow for an improvement of the prediction capacity of the nonlinear regression model described in this
paper.

5.2. Conclusions

In this work, a low-fidelity modelling approach for space-frame (offshore) wind support structures was proposed. The model is
ased on a geometrical and mass homogenization of a space-frame structure into an equivalent Timoshenko beam-like structure.
he introduction of a partial isotropic behaviour in the LFM is necessary to account for the low-frequency torsional mode typical
f space-frame structures. The shear and torsional rigidity were first guessed by means of Noor’s expressions. The adopted elastic
roperties of the equivalent beam are then corrected by solving a minimization problem that leads to ad hoc correction/calibration
actors able to improve the first guess of the elastic beam coefficients. An alternative strategy to bypass the latter optimization
roblem was also discussed, by adopting a trained multivariate regression model able to predict the needed calibration factor.
verall, in terms of computational cost with reference to the high-fidelity model, a significant speed-up of the LFM was observed
y a factor of at least 60.

The calibrated LFM was tested for both straight and tapered space-frame structures. Three different rotor-nacelle assembly (RNA)
onfigurations of increasing complexity were considered for the straight structure. For the tapered space-frame case, only the most
etailed RNA was considered, namely RNA2. The LFM and the HFM were compared in terms of eigenfrequencies, shape of the
orresponding eigenmodes, modal assurance criterion (MAC) and response to various dynamic loads. The quantitative comparison
f the prediction errors mainly refers to the capacity of estimating the target eigenfrequencies and the dynamic response due
o operational loads. For both straight and tapered structures, whenever the reference natural frequencies are known and an
ptimization procedure is applied, the LFM leads to minimal prediction errors for the target eigenfrequencies, i.e., below 1%. In
erms of eigenmodes, the LFM was also very accurate in capturing both the shape and modal amplitude of the bending modes.
owever, while the shape of the torsional mode was correct, its modal amplitude differs from that of the HFM. With reference to

he prediction of the dynamic displacements (maximum and mean values, and standard deviation), driven by operational loads, the
FM developed through the optimization procedure leads to minimal errors, the majority of which lie below 5%. For the specific case
f a straight lattice tower, if the reference natural frequencies are not known, analytical expressions to estimate the equivalent elastic
roperties were used, leading to mean prediction errors for the first two bending modes and the torsional mode equal to, 5.2%,
3.3% and 18.8%, respectively. Whereas in the case of a tapered lattice tower, the mean prediction errors were approximately 6.0%,
4.7% and 8.7% for the first, third and fourth modes, respectively. It was shown that these errors can be significantly reduced by
dopting a trained multivariate regression model, enabling the prediction of the calibration factors based on the geometrical details
f the structure. In the case of a straight tower, the use of estimated calibration factors thanks to the developed regression model
ed to mean prediction errors below 5% for the entire investigated parameter space.
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ppendix. Polynomial coefficients

Table A.8 presents the coefficients found for targets 𝛾𝑖. Here, the predictors, 𝑥1, 𝑥2, 𝑥3, 𝑥4 and 𝑥5, are 𝑤𝑏𝑎𝑦, ℎ𝑏𝑎𝑦, 𝑛𝑏𝑎𝑦𝑠, 𝐷𝑙𝑒𝑔𝑠 and
𝑏𝑟𝑎𝑐𝑒𝑠 respectively.
20
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Table A.8
Polynomial terms for the prediction of the 𝛾 coefficients.
PolyTerms Prediction 𝛾1 Prediction 𝛾2 Prediction 𝛾3
Constant 1199∕1047 2341∕1645 491∕744
𝑥1 −37∕4815 −494∕8917 −277∕3398
𝑥2 132∕10733 0 63∕5387
𝑥3 −227∕11122 521∕11391 159∕16516
𝑥4 −431∕5464 −1811∕7300 1768∕1915
𝑥5 582∕6049 536∕803 −1315∕1332
𝑥1𝑥2 −15∕44327 −62∕18069 24∕59123
𝑥1𝑥3 −46∕62187 73∕13353 21∕16643
𝑥1𝑥4 219∕23053 −130∕2279 −32∕18411
𝑥1𝑥5 −578∕16261 731∕11617 110∕7013
𝑥2𝑥3 −13∕42433 −76∕16547 29∕15520
𝑥2𝑥4 −76∕32753 77∕2161 −208∕16079
𝑥2𝑥5 235∕24462 −145∕2814 81∕4988
𝑥3𝑥4 0 367∕5409 −235∕18578
𝑥3𝑥5 47∕4338 −127∕990 −161∕13352
𝑥4𝑥5 −756∕4075 369∕1088 −236∕9177
𝑥21 111∕80254 225∕61424 23∕36976
𝑥22 −13∕41556 26∕12557 −11∕24374
𝑥23 23∕26104 −130∕33831 0
𝑥24 85∕2033 −568∕5879 −183∕4606
𝑥25 480∕1987 −261∕2003 707∕7235
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