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Chapter 1.

Climate Change and CO: electrolysis

“This that I have brought you is called ‘fire,” Prometheus said. It is an ill-natured
spirit, a little brother of the sun, but if you handle it carefully, it can change your
whole life. It is very greedy; you must feed it twigs, but only until it becomes a proper

size. Then you must stop, or it will eat everything in sight—and you too.

— ‘Prometheus Retold’ by Bernard Evslin.

1.1 Troubling trends - Emissions and global warming

Since the dawn of time, mankind has been marked by its ability to analyze its
surroundings and adapt to it in order to make life easier. We used fire to provide heat
and scare off predators. Rivers were expanded into irrigation networks to grow crops
and settle down. The wind was utilized through sails, allowing ships to traverse vast
oceans and interconnect the world and the earth was mined for its resources to create
tools and build houses. Each of these elements provided a benefit to society and
transformed the way we lived. Though it was clear these transformations improved the
quality of life, the natural elements were not to be underestimated, as they contained a
destructive power that needed to be respected. Flashfloods, wildfires, hurricanes and
landslides were disasters that damaged the built infrastructure and endangered human
life, but versatility and resilience caused man to bounce right back and continue the

march of progress.

Fast forward to the Industrial Revolution (circa 1760-1840), where humanity
learned to replace a large fraction of heavy manual labor with various automated
machines. This critical stage of technological development enabled a myriad of
inventions to come forth. Key developments made were the steam and combustion
engines that provided mechanical power, and the fundamental understanding of
electricity generation that would lead to coal-fired power plants in the 1880s. These

inventions were rapidly implemented throughout the world and enabled society to leap



forward technologically into the 20th century by utilizing the untapped energy stored

underneath the earth for millions of years, fossil fuels.

At the start of the 20th century a physicist/chemist named Svante Arrhenius [1] was
weary of the drastic effects of burning coal and how excessive use might impact the
longevity of the human race. Despite the scientists’ early warning, the possibilities of
not only coal, but other fossil fuels like oil and gas to produce efficient energy caused
numerous industrial sectors to boom, and along with that came emissions of
greenhouse gases such as CO-. It was not until the late 1960s that scientific evidence of
local and global effects of pollution were raised to the public. [2] Though little action
was taken directly after, as large oil companies put the scientific findings in question,
concerns for national and global security led to the founding of governmental and
global entities such as the National Oceanic and Atmospheric Administration (NOAA)
and the Intergovernmental Panel on Climate Change (IPCC). These monitoring

agencies have been quantifying emissions and climate developments up until this day.

In particular, NOAA has recorded (and backtracked) the development of the
atmospheric CO2 concentrations since the Industrial Revolution as is shown in Fig. 1.1.
The initial skepticism of whether the increase in atmospheric CO. was due to
anthropogenic activities or due to a natural phenomenon was reasonable then, since it
was unclear if the concentration difference between pre-industrial data (270-280 ppm)

and 1960s (~320 ppm) was part of a natural cycle or induced by human activity.

Atmospheric carbon dioxide amounts and annual emissions (1750-2021)
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Figure 1.1 Atmospheric carbon dioxide amounts and annual emissions between 1750-2021. [3]



However, the economic growth the world has seen in the past 60 years has been
accompanied by an explosive growth of over 700 % in CO- emissions. At the present
time over 35 Gt of CO: is emitted annually, resulting in atmospheric CO-
concentrations that surpassed 420 ppm in 2022, an increase of 50 % since pre-

industrial times.

Being a greenhouse gas, CO- contributes to global warming by trapping radiative
heat from the sun in the atmosphere and reflecting it back to Earth, acting as a blanket.
The cumulative amount of emitted CO- accounts for 75% of all greenhouse gasses and
has led to a natural imbalance that continues to have consequences for both natural
and inhabited parts of the world. The rise in atmospheric CO- and temperature has
caused a cascade of negative reactions that endanger biodiversity and human life. A
range of environmental feedback loops arose, leading to ecological changes and an
increased frequency of extreme weather events [4]. Oceans take up about one third of
atmospheric CO- through dissolution, causing an acidification unsustainable to the
ecosystem and leading to a limited diversity of marine life. In the past decade however,
the increase in oceanic temperatures has limited the solubility of CO- as well as the
stability of icy methane clusters stored in the ocean floor, and thus led to further release
of GHGs into the atmosphere. Permafrost in polar regions have begun to melt, which
both reduces the amount of sunlight reflected back into space and opens up previously
encapsulated methane gas deposits. Increased wildfires and droughts also release
sequestrated carbon from plant life while severe flashfloods, tsunamis and hurricanes
have damaged infrastructure causing upheaval and requiring costly reconstruction,

leading to further pollution.

To aid in understanding the consequences of unregulated emissions, the IPCC has
been presenting extensive reports since the 1990’s in order to objectively address
climate change to promote public awareness and inform policymakers about the cause
and effect of (in)action. In its recently published Sixth Assessment Report (AR6) is a
1991 page document [5] that covers a variety of topics including global emission trends,
mitigation strategies, projected scenarios and consequences on different timescales
and distinguished impacts in the energy, agriculture, transport, construction and
industry sector. As a continuation of previous international agreements like the Kyoto
Protocol in 1997 [6] and the Paris Agreements in 2015 [7], AR6 highlights the

importance of national policies and international collaboration in order to achieve



these borderless climate goals. One of the most convincing (and looming) charts from
the ‘Summary for Policymakers’ is the projected shift in global average temperature for
the 215t century on the basis of emission policy decisions made in the present. Fig. 1.2
highlights two of the projections made for the current decade. The first projection

(orange) shows a rise in temperature of 3.5 to 4.5 °C as compared to the pre-industrial

FUTURE TEMPERATURES

WARMING DEPENDS ON CHOICES TODAY

R

SUBSTANTIAL

P e CUTSIN
P EMISSIONS

Figure 1.2 Two extreme scenarios coined by the IPCC on the global average temperature that is to be
expected in the 215t century. The ‘No Emission Cuts’ scenario in orange indicates how inaction will lead
to a rise of temperature of +3.5 to +4.5 °C as compared to the pre-industrial average. The ‘Substantial
Cuts in Emissions’ scenario in green assumes carbon neutrality will be achieved by 2050, leveling out
global warming at +2 °C. After stabilizing, the regeneration of the natural balance will then gradually

decrease temperatures as CO: is sequestered from the atmosphere. [5]

average will happen if the policies and agreements currently in place are not adjusted.
Alternatively, the second projection (green) shows the ambitious goal to limit the
temperature change to 1.5-2 °C by becoming CO. neutral, which will require
electrification of all sectors as well as near-complete removal of fossil fuel use. Both
situations will affect the climate, though the green route appears to leave a salvageable
situation for human survival, whereas the consequences of unchecked emissions are

unforeseeable, but will likely lead to the devastation of society as we know it.



1.2 A green solution to a clean future

To mitigate the effects of climate change, such as global warming and extreme
weather events, drastic changes in the functioning of our fossil fuel based society are
needed to reduce the effective emissions of CO.. Currently, all sectors of industry are
mostly operating on abundantly available fossil fuels like oil, natural gas and coal for
transportation, generation of heat and electricity as well as the production of hundreds
of products like plastics, solvents, lubricants, pharmaceuticals, tires, shoes and
basketballs [8]. In order to achieve a sustainable society, fossil fuels need to be phased
out and replaced with renewable alternatives that fulfil their role, whether that is
electricity generation or the production of commodity and specialty chemicals. Human
ingenuity once again looked at the forces of nature and realized the development of
renewable energy systems to generate power in a sustainable manner. By harnessing
the energy of the sun in photovoltaic (PV) solar cells, the power of wind through
turbines, the heat of the earth through geothermal wells and the flow of water through
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Figure 1.3 Trends for the price and adoption of renewable energy technologies between 2000 and
2020. Improvements in the cost-efficiency of PV and wind energy has caused renewable electricity
generation to be cheaper than fossil fuels. As a result of cheap electricity and a demand for more
sustainable transportation, Li-ion battery pack followed the same trend leading to the introduction
of millions of electric vehicles (EVs). [5]



hydropower dams, we have found the sustainable energy tools needed to reduce
greenhouse gas emissions while still providing much needed electricity on a large scale.
The energy transition is already underway and has caused the markets associated with
each power source to grow in the last decade. In fact, PV and wind have started to
compete with fossil fuel prices on a MWh basis, causing a positive feedback loop in
both the exponential growth of their implementation and the further decrease of prices

as dictated by the economy of scales, displayed in Fig. 1.3.

A new issue that came with the use of renewable energy sources is that generating
these types of electricity are intermittent by nature, whereas fossil fuels are used
continuously and can be deployed and stored flexibly. This intermittency of power is
undesired for a multitude of reasons as society does not want to be reliant on natural
cycles in its daily rhythm. In addition, industrial machines tend to be operated in a
continuous manner for weeks or months without interruption in order to be more
efficient. The imbalance between electricity generation and consumption causes grid
instability and requires solar/wind farms to sell at negative prices or to be turned off
entirely to prevent overloading of the grid. [9] Currently only a fraction of the total
energy landscape has shifted to renewable sources, meaning that the supply-demand
imbalance will only grow as the energy transition continues if no mitigation strategy is
implemented. Ideally, renewable electricity will always be generated at full capacity,
while excess electricity can be stored to mitigate daily and seasonal fluctuations.
Battery storage might sound intuitive, though the required capacity and timescale of
storage needed to facilitate a nations energy supply and demand makes it difficult due
to the low energy density of batteries and their tendency to leak power during a

prolonged period of storage.

Through electrochemical conversion, it is possible to store electrical power
generated by renewable sources in chemical bonds. This method of energy storage has
a dual purpose; Firstly, storing energy in chemicals is more desirable for long term
energy storage and secondly, these chemicals produced by renewable energy can be
utilized not only to regain energy, but to replace fossil fuel based alternatives used in a
wide range of chemical reactions. In the ongoing energy transition, interest in
hydrogen is enjoying unprecedented momentum as a substitute energy carrier and
chemical building block and is therefore considered a prime candidate for securing

energy in the future. [10] Nevertheless, hydrogen comes with its own limitations. Low



energy density makes compressive storage and transportation expensive which
challenges hydrogen’s ability to be effectively implemented in society. Additionally,
while hydrogen is considered a strong alternative as an energy carrier, it does not
provide the range of dynamic utility that long carbon chains in fossil fuels have. Here,
the future of a potential renewable based chemical process industry has to rely on an
alternative method of producing high energy density carbon-carbon bonds (C-C
bonds).

A potentially attractive way to deal with all presented issues (CO2 emissions, an
abundance of intermittent electricity and the need for renewable C-C bonds), is
through the electrochemical conversion of CO.. It is possible to electrochemically
convert CO:z into CO and/or hydrocarbons that can function as intermediate building
blocks or directly as synthetic fuels. Subsequently, a mixture of CO and H-, also known
as synthesis gas (syngas) can be used in Fischer-Tropsch synthesis [11] to produce
hydrocarbons. This conversion method provides a renewable pathway to an artificial
substitute for fossil fuels and could be used to close the carbon cycle, store intermittent

energy and provide the desired C-C bonds.

While the electrochemical conversion of CO. is a promising solution to the
aforementioned problems, research has shown a variety of technical limitations that
need to be addressed before this technology can be scaled up and implemented. To
date, low reaction rates, substantial resistive losses, a lack of uniform product
selectivity and troubling long-term stability makes electrochemical CO- reduction
systems have insufficient economic incentives for society to replace fossil fuels. In
order for CO- electrolysis to become a pivotal component of the energy transition away
from fossil fuels it needs to combine multidisciplinary science with industrial

requirements.

1.3 Thesis outline and research questions

The electrochemical conversion of CO- appears to be a promising solution to
emissions, energy storage and dynamic utility. However, substantial resistive losses, a
lack of uniform product selectivity and poor long-term stability of these
electrochemical systems are limiting the implementation of this technology into
industry. In the past decade research has moved towards gas diffusion electrode

systems that allow for conversion rates (>200 mA/cm?2) that are of industrial interest,



however, the transferability of knowledge from traditional aqueous based H-cell
electrolysis to the new flow cell and membrane electrode assembly (MEA) reactors is
convoluted. This thesis is focused on further understanding the effects of process
intensification of a CO- electrolysis device, and the overall chapter structure is outlined

below.

Chapter 2 — The electrochemical conversion of CO- — Theory and development’
comprises of a technical introduction to CO- electroreduction. The theory behind the
CO:2 reduction reaction and the role of catalyst materials is discussed first. Then the
shortcomings of H-cells, the original research systems, is used to explain how CO-
electrolysis systems have developed and the changes that has brought to research and
industrial feasibility. Finally, a brief overview and insight into the essential

components of an electrochemical cell are laid out.

Chapter 3 — ‘Characterizing CO- reduction catalysts on gas diffusion electrodes: A
direct comparison of the activity, selectivity and stability of transition metal
catalysts’ covers the core part of this thesis. In this chapter a range of transition metal
catalysts (Ag, Au, Zn, Pd, Cu) are studied in a flow cell environment. Inspired by the
benchmarking study of Hori et al. this work focused on having a highly controlled, well
documented characterization method and covers the transferability and comparability
of electrochemical parameters within and across the tested metals. By increasing the
applied current density from the H-cell regime (10 mA/cm2) to the flow cell regime
(>200 mA/cm2) the effects of electric intensification on activity, selectivity and
stability are tested. During the broad empirical study that encompasses this work, the

following research questions are to be answered:

- How transferable are catalyst characteristics when increasing current
densities from the H-cell regime to the flow cell regime?
- What is comparatively the best performing CO:-to-CO catalyst at elevated

current densities in terms of selectivity, activity and stability?

During this extensive research, much was learned about the electric intensification
on catalysts and in parallel also about operational parameters and system limitations.

This sparked motivation for the following projects/chapters.

Chapter 4 — ‘Zero-Gap Electrochemical CO- Reduction Cells: Challenges and

Operational Strategies for Prevention of Salt Precipitation’ takes a dive into the



literature on salt formation and prevention in zero-gap MEA systems. CO: reduction
electrolysis is developing quickly and one of the main limitations not often discussed
is salt formation. While CO- reduction is the desired reaction, the presence of COx,
highly alkaline conditions and supporting cations facilitate the formation of carbonate
deposits. This chapter covers the theory behind the precipitation of K-COj3 salts and
establishes 4 categories of recently published solution strategies on how to prevent the
detrimental effects of salts or how to avoid the formation altogether. Here we

investigate the question:

- Can detrimental K-COj3 formation be prevented and what solution strategies

are available?

Chapter 5 — ‘Bulk layering effects of Ag and Cu in tandem CO: electrolysis to adjust
C2+ selectivity’ is a study on how a robust Cu catalyst might benefit from minute
amounts of Ag. In Chapter 3 it was found that increasing the current density on a pure
Cu catalyst caused its product selectivity towards ethylene and other C.+ products to
be enhanced up to a certain amount, while simultaneously decreasing the output of
CO. The decrease in CO might indicate that the rate of dimerization of Cu towards C.+
products becomes limited by a lack of available CO. In theory, adding a minute amount
of Ag to the catalyst layer in tandem should produce additional CO, potentially
benefiting the dimerization reaction on the Cu catalyst. On the other hand, it is not
guaranteed all CO created on Ag will readsorb at Cu sites and dimerize, effectively
increasing the CO concentration of the product stream. To answer these hypotheses

the following research questions are addressed:

- Can a Cu catalyst produce additional C»+ products when provided with
additional CO through tandem catalysis?
- Does Cu independently produce enough CO to satisfy all its dimerization

requirements?

Finally, Chapter 6 — ‘Future Outlook’ relays an educated guess on how CO-
electrolysis can influence the energy landscape of the future and what systemic

solutions are needed for it to come to full fruition.
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Chapter 2.

The electrochemical conversion of CO-

This thesis is focused on the electrochemical conversion of CO. to value-added
products through the electrochemical CO- reduction reaction (CO=RR). More
specifically, by empirically testing and characterizing bulk catalysts the goal is to obtain
a greater scientific understanding as to how the CO-: reduction performs under
electrically intensified conditions and to shine a light on what might limit the
development of industrially relevant CO. electrolyzers. This section provides
background on CO: reduction reactions and catalyst theory (2.1), the technological
evolution of electrolyzer systems (2.2) and a description of the most essential

components of an electrochemical cell (2.3).

2.1 Catalysts — Workhorse of the system

As with every electrochemical reaction, the driving force behind any redox reaction
is the potential-driven transfer of electrons from one molecule to another in order to
create a system that is in thermodynamic equilibrium. To facilitate this, the reaction
requires an oxidizing agent, which donates electrons at the anode performing an
oxidation reaction, and a reducing agent, which accepts electrons at the cathode
performing a reduction reaction. To maintain electroneutrality, these two reactions
need to occur simultaneously and are therefore considered half reactions. Here, the
CO:2RR represents not one, but an array of reducing electrochemical half reactions,
which all have their own minimum required voltage, known as the thermodynamic
equilibrium potential. Examples of CO- reduction half reactions are shown in Eq. 1-5.
[1]. Their thermodynamic potentials are measured at 25 °C vs SHE. This selection of
reactions shows the formation of some of the most common CO- reduction products,

being carbon monoxide, methane, ethylene, ethanol and propanol.



CO, + H,0 +2e” =CO + 20H- (-0.52V vs SHE) (1)

€O, + 6H,0 + 8¢~ = CH, + 80H- (-0.25V vs SHE) (2)
2C0, + 8H,0 + 12e™ = C,H, + 120H- (-0.34V vs SHE) (3)
2C0, + 9H,0 + 12e™ = C,H5OH + 120H- (-0.33V vs SHE) (4)

3C0, + 13H,0 + 18e™ = C3H,0H + 180H- (-0.32V vs SHE) (5)

When going down the list of Eq. 1-5, the half reactions towards more complex
products show an increased amount of electron transfers is required, going from 2
electron transfers for CO and formic acid (HCOOH) to 18 electron transfers for
propanol (C3sH,OH). Aside of the reactants and products, each electron transfer leads
to the formation of transient ionic intermediates, complicating the reaction pathways.
Simultaneously hydroxide ions, equal to the amount of electron transfers, are
produced, leading to a highly alkaline environment near the cathode. This will become
important when discussing the effects of electric intensification on catalyst selectivity

in Chapter 2 and even more so for carbonate salt formation in Chapter 3.

Meanwhile, the thermodynamic equilibrium potentials from Eq. 1-5 show that
methane formation (Eq. 2) is the most favorable reaction. In practice, only a fairly
small fraction of methane is actually formed during the CO-RR, due to the nature of

how CO- conversion takes place. For the rigid CO- molecule to be reactive, it needs to

Ti Fe |Co |Ni Cu |Zn |Ga |Ge

Titanium Iron Cobalt Nickel Copper Zinc Gallium Germanium
99.7 % 94.8 % 889 % 67.5 % 794 % 79.0 %
Ru |[Rh |Pd |Ag [Cd [In |sn
Ruthersum §| Rhodium | Palladium | Silver Cadmium | Indium Tin

262 % 815 % 78.4 % 94.9 % 884 %

Os |Ir |Pt |Au |Hg |TI |Pb

Osmium Iridium Platinum Gold Mercury | Thallium
95.7 % 81 % 99.5 % 951 % 97.4 %

Symb0| H2 CO HCOOH Beyond

Name co*
Faradaic efficiency

Figure 2.1 A subsection of the periodic table describing the most prominent product obtained under
CO: reduction conditions. Three categories of catalysts can be identified having an affinity towards
producing H., CO and HCOO(H). Cu is placed in a fourth category due to its unique interaction with
the CO* intermediate, allowing it to dimerize into a variety of C.. products. [12]



be destabilized by temporarily binding to a catalytic site through the insertion of an
additional electron, hereby forming the first reaction intermediate, CO>*. The CO2>*
molecule can have different modes of binding to the surface, as well as having specific
binding strengths for its subsequent intermediates, depending on the catalytic material
and environmental conditions. As depicted in Fig 1.4 by analyzing the products formed
during CO- reduction, some catalytic metals do not bind with the CO- molecule (Ti, Pt)
or bind it too strongly (Pd), disabling the active site, and instead only producing H-
through the hydrogen evolution reaction (HER). This reaction is considered a parasitic
loss, as it wastes electrons that were supposed to be used to reduce CO-. Other metals
such as Sn and Pb are found to be effective at converting CO- to formic acid (HCOOH)
and its anionic counterpart formate (HCOO-). A third group of transition metal
catalysts, containing Ag and Au effectively strip away one oxygen molecule from CO-
(Eq. 1), after which a weakly bound CO* intermediate is quickly released, selectively
forming CO. One exceptional catalyst, Cu, is able produce CO* and retain it long
enough to facilitate protonation and dimerization reactions between multiple CO*

molecules, resulting in a range of up to 18 different products on the same catalyst. [2]

The ‘best catalyst’
With the goal of finding the illustrious ‘best catalyst’, researchers from across the
world have been studying the CO- reduction reaction for decades. In order to quantify

what the ‘best catalyst’ is, a set of three electrochemical parameters need to be assessed.

Firstly, the activity describes a relationship between applied voltage and measured
current. When measuring current under a constant potential, also known as
chronoamperometry, some catalysts are capable of achieving higher current densities
than a catalyst that suffers from larger electron transfer resistance and therefore
achieve a lower current density. Likewise, in chronopotentiometry, where the potential
is measured under a constant applied current, a lower voltage indicates a more efficient
conversion of electrons into chemical bonds. For this thesis, all experiments are of
chronopotentiometric nature, so that the effects of elevated current densities can be

measured and compared.

While efficient electron transfer lowers the cost of operation, it is important to assess
what chemicals are produced. Therefore, the second electrochemical parameter is

selectivity, which is used to assess the effectivity of electron transport to each



product. Selectivity is described by the Faradaic efficiency or F.E. and is calculated by
creating a ratio between the equivalent charge that is fixated within the outgoing

products and the total electrical charge of the consumed electrons, as shown in Eq. 6.

electronsgy; zxnxF

F.E.= *100% =

electrons;, I+t

* 100% (6)

Here z is the number of electrons per product [mol e/mol P], n is the amount of
product /mol P], F is Faraday’s constant used to convert molar quantity to total charge
[96485 C/mol e], I is the applied current /C/s] and t is the duration of production /s].
Ideally 100% of the implemented electrons are transferred into the CO- reduction
product of choice, but in reality an array of undesired conversion reactions take place.
Facilitated by the non-uniform function of the catalyst and transient local conditions,
we find alternative CO- reduction reactions as well as the hydrogen evolution reaction
(HER) among these parasitic side reactions. Besides the lost electricity, low product
selectivity towards the desired product can cause post-process separation cost to

increase. Therefore, selectivity is a key parameter in catalyst development.

Last but not least, stability needs to be considered. Long term stability is a necessity
for any industrially relevant system. In general, stability can be considered as the
duration a system can operate before it starts malfunctioning. During CO-:
electrochemistry specifically, stability can be affected in a variety of ways. As will be
discussed in Chapter 3, simply increasing the rate of the reaction can alter the activity,
selectivity and stability of the catalyst significantly. The catalyst surface can reform or
sinter together due to the applied potential and acidity/alkalinity of the environment,
changing the interaction of intermediates with the catalyst, or replacing the reaction
with HER. Applied potential can also lead to flooding of catalyst supports when using
gas-liquid based systems in particular, restricting CO- mass transport towards the
catalyst. Additionally, accumulation of reactants, products and spectator molecules
during rapid electrolysis can ultimately lead to the formation of salt deposits on the

surface that can sabotage the entire system, as will be further explored in Chapter 4.

Hori’s benchmarking study

By testing all types of metals, organic molecules, mixtures, alloyed compositions and
many more under a broad range of conditions, the research community has attempted
to find the catalyst with the lowest potential, highest single product selectivity and

longest stability. One of the most relevant studies in this category was the research



performed by Y. Hori et al. in 1994. [3] Their work addresses how fundamental
difficulties related to the CO-RR cause many confusions and contradictions in the field
of electrochemistry. They highlight how metallic impurities in the electrolyte can affect
the catalyst performance, how electrochemical equilibria are continuously perturbed
due to dissolution of CO- and changes in pH at the electrode during electrolysis and
how differences in the experimental methods can lead to disagreeing results. The work
then continues by describing a meticulous method that was followed to benchmark 17
different planar metal electrodes under identical conditions for their CO- reduction
capabilities, a summary of which is shown in Table 2.1. These experiments were
performed in an H-cell, an electrochemical device that uses two compartments for the
electrodes, separated by a membrane. This configuration allows the user to deploy
reference electrodes, hereby distinguishing between anode and cathode performance.
Section 2.2 will further elaborate on the advantages and disadvantages of the H-cell
reactor and how its successors were able to circumvent limitations of the previous
systems. The precise work by Hori et al. has become an anchor point for researchers in
the past decades not only for improving cathodic catalyst understanding, but also for

showing the detail in methodology required to obtain comparable and reliable results.

Faradaic Efficiencies of Products in CO, Reductionat Various Metal Electrodes. Electrolyte: 0.1 M KHCO;,
T =18.5+% 0.5°C. Reprinted from Ref. 23, Copyright (1994) with Permission from Elsevier

M . - e ~eney B
Potential vs. SHE Current density Faradaic efficiency, %o

Electrode

v mA e’ CH; CoH;, EtOH*  PrOH" co HCOO H; Total
Pb —1.63 5.0 0.0 0.0 0.0 0.0 0.0 97.4 5.0 102.4
Hg -1.51 0.5 0.0 0.0 0.0 0.0 0.0 99.5 0.0 99.5
Il 1.60 5.0 0.0 0.0 0.0 0.0 0.0 95.1 6.2 101.3
In 1.55 5.0 0.0 0.0 0.0 0.0 2.1 94.9 33 100.3
Sn —1.48 5.0 0.0 0.0 0.0 0.0 7.1 88.4 4.6 100.1
Cd —1.63 5.0 1.3 0.0 0.0 0.0 13.9 8.4 9.4 103.0
Bi° —1.56 1.2 - - - - - 77 - -
Au 1.14 5.0 0.0 0.0 0.0 0.0 87.1 0.7 10.2 98.0
Ag 1.37 5.0 0.0 0.0 0.0 0.0 81.5 0.8 12.4 946
n —1.54 5.0 0.0 0.0 0.0 0.0 79.4 6.1 9.9 954
Pd -1.20 5.0 29 0.0 0.0 0.0 283 2.8 26.2 60.2
Ga 1.24 5.0 0.0 0.0 0.0 0.0 23.2 0.0 79.0 102.0
Cu 1.44 5.0 333 25.5 5.7 3.0 1.3 9.4 20.5 103.59
Ni 1.48 5.0 1.8 0.1 0.0 0.0 0.0 1.4 88.9 92.4°
Fe —0.91 5.0 0.0 0.0 0.0 0.0 0.0 0.0 94.8 94.8
Pt —1.07 5.0 0.0 0.0 0.0 0.0 0.0 0.1 95.7 95.8
I'i 1.60 5.0 0.0 0.0 0.0 0.0 tr. 0.0 99.7 99.7
“ethanol; “n-propanol; “the data are taken from Hori et al.”’ except Bi which is read from an illustration in a paper by Kunugi et al."""; “the total

value contains C:HsOH(1.4%), CH:CHO{1.1%). C:HsCHO{2.3%) in addition to the tabulated substances: “the total value contains C.Hg(0.2%)

Table 2.1 The results of the benchmarking performed by Y. Hori showing the electrochemical
characterization of various metal electrodes under CO. reduction conditions. By keeping identical
cleaning, preparation, and testing procedures the tested metals could be compared as fairly as possible

in terms of their required potential and product selectivity. [1]



However, the arrival of new systems allowed much faster conversion rates over the
same geometric area and with that a divergence from the ideal controlled
environments that are available in H-cells. Chapter 3 shows how a similar meticulous

style of experimentation is used to obtain an updated version of Hori’s benchmark.

2.2 Shapes and sizes of CO: electrolyzers

Prior to the rapid development of highly active heterogeneous catalysts we see today,
exploratory work on CO- reduction catalysts started in aqueous H-cells. The ongoing
development of CO- reduction electrolysers has been performed primarily in three
individual systems, the H-cell, the flow cell and the membrane electrode assembly
(MEA), all represented in Fig. 2.2. Here we present several reactor architectures that
can be used for electrochemical CO2 reduction and discuss the benefits and

shortcomings of each of these configurations.
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Figure 2.2 Schematic representations of the different electrochemical reactors used to study the CO.
reduction reaction. (a.) The H-cell with its two liquid compartments would often be operated in batch
mode. (b.) a gas diffusion electrode reactor configuration with flowing catholytes and anolytes, and

(c.) a membrane electrode assembly with no catholyte and back-fed anolyte. [4]

H-cells and membranes

The first CO2RR experiments were performed in aqueous reactors consisting of two
liquid compartments and a separative membrane, called an H-cell, named after its
frequently used H-shape. Each side of the H-cell performs one of the complementary

half reactions and a membrane is positioned in between the compartments to prevent



the crossover of products. The opposing anode and cathode compartments are filled
with an electrolyte solution named after its respective catalyst environment, the

catholyte and anolyte (see Fig. 2.2a).

Reference electrodes are often introduced in the anolyte and catholyte compartments,
in order to create a 3- or 4-electrode setup with a known reference potential to measure
cathodic and anodic current/voltage that take into account resistive losses in
electrolyte and membrane. The scientific research that has gone into understanding
the CO-RR has progressed much because of detailed studies that could be performed
in the H-cell under highly controlled conditions. By testing finely tuned catalysts and
monitoring factors like temperature, electrolyte pH, product concentrations and
electrical resistance, the characteristics of the system were identified, resulting in a

deeper understanding of onset potentials, resistive losses and chemical side reactions.

The presence of a membrane in between the two compartments prevents products
from transferring to the opposing catalyst and thereby performing the reverse redox
reactions, effectively consuming the formed products and nullifying the energy put in.
While the transfer of products is limited, both compartments still need to communicate
in order to close the electrical circuit. The membrane allows for the transport of ionic
species across each compartment and can be generally classified in following
categories: cation or proton exchange membranes (CEMs/PEMs), anion exchange
membranes (AEMs) and bipolar membranes (BPMs). All membranes make use of
polymers that contain a carbon backbone that provides mechanical stability, while
each membrane has a unique internal structure giving it its characteristic ion transport
feature. As the names suggest, the fixed charge groups of that exist within the AEMs
(positively charged) and CEMs (negatively charged) allow only oppositely charged ions
to pass through, as is schematically shown in Fig. 2.3. BPMs consist of a stacked CEM
and AEM in direct contact, combining both functionalities. While limiting the
interaction of the catholyte and anolyte, the BPM is able to regulate the dissociation of
water into H* and OH- to resupply ions consumed at the electrodes. The BPM has an
opportunity to enable individual tuning of both electrolytes to their desired operation,
for example, allowing anodic reactions to proceed in more favorable alkaline
conditions, while cathodic reactions can be performed at neutral or acidic pH.

However, the energy needed to dissociate water internally plus the resistance of the



multi-layered membrane result in a severe increase of required potential, making it an

ineffective industrial solution as of yet.

a. Cation exchange membrane (Nafion)

S0uH group (not ionized) 503 group (ionized)

dem

Figure 2.3 Schematic visualization of two mono-polar membranes. The cation exchange membrane
facilitates the transport of positively charged species by retaining those momentarily on fixed side
groups of negatively charged groups, such as sulfonates (SO5). The anion exchange membrane shown
here makes use of quaternary amine (NR,*) side groups to attract and conduct negatively charged

ions.

Flow cells and membrane electrode assemblies

To perform CO: reduction in an H-cell, a gas flow of CO: is often introduced into the
catholyte compartment directly, dissolving CO- until saturation is achieved. The
limited diffusivity (D = 0.0016 mm?2/s) and solubility (~33mM) of CO- in water causes
the CO2 mobility to be low and the CO: reduction activity to be limited to 30-40
mA/cm2. Designer catalysts are developed to lower the onset potential of the reaction
or focus the catalysts performance towards a specific product. These catalysts are often
still tested in H-cells at extremely low current densities of <10 mA/cm?2, in which their

functionality is proven. While this rate of reaction was adequate for scientific



exploration of catalysts, it would not be sufficient to achieve an economically attractive
system. In addition, the thick electrolyte layer between the electrodes resulted a large
resistance for the reaction, which further limited the techno-economic feasibility of the

system.

In the past decade, CO- reduction research has increased significantly. [5] This surge
in interest can be ascribed partially to the renewed societal desire to industrialize CO-
valorization, but more importantly to the introduction of a component in this system
that assisted heterogeneous catalysis in achieving this goal, the gas diffusion
layer (GDL). The GDL is a conductive sheetlike material that has been functionalized
to allow a gas and liquid phase to be in close contact with one another, without the
liquid entering into the gas phase or vice-versa. As can be seen in the top-right section
of Fig. 2.5, the backing layer of the GDL consists of rigidly compressed carbon fibers
that provide mechanical stability, electrical conductivity and adequate porosity to
allow the unrestricted flow of gasses. On other side is the Microporous layer (MPL),
which prevents liquid from flowing through the GDL and into the gas phase. On this
side the GDL is coated in a hydrophobic mixture, preventing water from freely entering

the gas phase. [7]

MPL Penetration

Micro Porous Layer

Catalyst Layer

Membrane

Figure 2.4 The composition of an MEA in steps. A GDL is formed by compressing carbon fibers together
to form the backing layer (top-right) and smoothening it with a hydrophobic PTFE/carbon black
mixture to form the MPL (bottom-right). A catalyst layer can then be deposited on top of the MPL to



produce a GDE, which can be deployed in a flow cell. Alternatively, the GDE altogether can be fused
with the membrane, ultimately creating an MEA. [6]

In the interest of CO- electrolysis, a catalyst layer can be deposited on top of the MPL
through a variety of deposition methods, such as spray coating, sputtering or hand
painting among many others. The combination of a GDL substrate with a catalyst layer
is considered a gas diffusion electrode (GDE). The GDE can be placed in a system called
a flow cell (see Fig. 2.2b), which in theory works the same as an H-cell, except now the
reactant CO-gas can be fed to the catalyst from the backside of the GDL and the formed
gaseous products could also escape through the backside. Due to the much faster
transport of reactants to and products from the catalyst, the flow cell system allows
CO: electrocatalysis to be performed 1-2 orders of magnitude faster than in H-cells over

the same geometric area.

The electrical intensification of the surface is a great push towards industrial
implementation, however, the flow cell system still has many shortcomings. While the
currents are increased using this configuration, the ohmic losses of the electrolyte that
scale with the total current also increase with reaction rate. Further, the GDE is also
not able to maintain its hydrophobic characteristic under these highly electrified
conditions, as the flow of electrons gradually draw the electrolyte through the MPL. [8]
Simultaneously, the flow of liquid and gas close to one another causes a pressure drop
over the GDE, making phase separation less stable over time, though this can be
omitted by introducing back pressure regulation. In Chapter 3 the flow cell and the
electric intensification of the surface will be studied for a range of catalysts. In this
thesis we will see how an increase in current density affects the required potential due
to increased ohmic losses, we see a change in selectivity as local concentrations of
intermediates change, and how the stability of both the gas-liquid interface and the

catalyst layer are affected.

The most recent developments of CO- electrolysis have been made using a membrane
electrode assembly (MEA) (Fig 2.2c). The MEA places the GDE directly against the
product-separating membrane (Fig. 2.5), thereby completely removing the catholyte
and placing the anode and cathode in close proximity from one-another. This
architecture reduces the ohmic losses of the system severely, causing the operational
potential to be much closer to the theoretical minimum potential. While allowing a

further increase in current density, the MEA also suffers from its own limitations. The



fast reaction rates and high concentration of negative charges at the cathode during
operation leads to the detrimental formation of salt deposits on the surface, as will be

further explored in Chapter 4.

From a theoretical point of view, the scientific research that has gone into
understanding the CO-RR has come a long way due to detailed studies under highly
controlled conditions. By testing finely tuned catalysts at slow reaction rates in H-cells,
while optimizing environmental factors like electrolyte concentrations and cation
species, the function and operation of various catalysts was understood. The
introduction of GDEs has been beneficial to the industrial relevance of CO- electrolysis,
yet simultaneously causing a large influx of new knowledge. The knowledge of catalyst
functionality in H-cells does not linearly translate to the newly introduced flow cell and
MEA systems. In addition, the use of GDE systems has made in situ studying of the
catalyst much more complex. This thesis focuses on better understanding the
transferability of H-cell knowledge to flow cell systems under elevated current
densities, and what transient behaviors in activity, selectivity and stability are observed

when pushing the GDE system to its limits.
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Chapter 3.

Characterizing CO: reduction catalysts on gas diffusion
electrodes

Comparing activity, selectivity and stability of transition metal catalysts.

Continued advancements in the electrochemical reduction of CO- (CO-RR) have
emphasized that reactivity, selectivity and stability are not explicit material properties,
but combined effects of the catalyst, double-layer, reaction environment and system
configuration. These realizations have steadily built upon the foundational work
performed for a broad array of transition metals performed at 5 mA cm-2 which
historically guided the research field. To encompass the changing advancements and
mindset within the research field, an updated baseline at elevated current densities
could then be of value. Here we seek to re-characterize the activity, selectivity and
stability of the 5 most utilized transition metal catalysts for CO-RR (Ag, Au, Pd, Sn and
Cu) at elevated reaction rates through electrochemical operation, physical
characterization and varied operating parameters to provide a renewed resource and
point of comparison. As a basis we have employed a common cell architecture, highly
controlled catalyst layer morphologies and thicknesses, and fixed current densities.
Through a data set of 88 separate experiments, we provide comparisons between CO
producing catalysts (Ag, Au, Pd), highlighting CO limiting current densities on Au and
Pd at 72 mA cm2and 50 mA cm2, respectively. We further show the instability of Sn
in highly alkaline environments, and the convergence of product selectivity at elevated
current densities for a Cu catalyst in neutral and alkaline media. Lastly, we reflect upon
the use and limits of reaction rates as a baseline metric by comparing catalytic
selectivity at 10 vs 200 mA cm-2. We hope the collective work provides a resource for

researchers setting up CO2RR experiments for the first time.

This chapter is based on: Mark Sassenburg, Reinier de Rooij, Nathan Taylor Nesbitt,
Recep Kas, Sanjana Chandrashekar, Nienke J. Firet, Kailun Yang, Kai Lui, Marijn A.
Blommaert, Martin Kolen, Davide Ripepi, Wilson A. Smith, Thomas Burdyny. ACS
Appl. Energy Mater. 2022, 5, 5, 5983-5994. May 3, 2022. Available Online at
https://doi.org/10.1021/acsaem.2c00160
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3.1 Introduction

Increasing energy demand is having a significantly negative impact on the global
environment due to the emissions associated with the extraction, transport and
utilization of fossil fuels. Renewable electricity generated from solar or wind and
sustainable feedstocks such as air and water are needed to replace fossil fuels and
reduce greenhouse gas emissions in the production of important chemicals and fuels.
One promising approach can directly utilize atmospheric CO- (or CO- captured at point
sources) and using renewable electricity to drive the electrochemical reduction of CO-

to valuable chemicals and fuels.

In the past decade the CO. reduction reaction (CO2RR) has received increasing
attention due to its potential to supplant fossil fuels in the production of base chemicals
and fuels. The field has built upon pivotal work in the 1990’s and 2000’s by Yoshio
Hori et al. which categorized the activity of transition metal catalysts for CO2RR under
well-controlled conditions at current densities of 5 mA cm=2[1]. These works provided
a solid foundation for exploratory catalyst development into each metal, giving the
research field a fixed current density point of comparison. For CO2RR to be both
economically feasible and environmentally impactful, however, significant progress is
now needed to make the process efficient and stable at scale. Specifically, large scale
facilities (> MW), high current densities (>100 mA cm=2) and long-term stability
(>1000 h) with high energy efficiency and single pass conversion efficiency are needed
to achieve these goals, while retaining near-uniform selectivity to reduce downstream
separation processes [2]. The necessity for process intensification in particular has now
led to the rapid increase in current densities to the realm of 100-1000 mA cm-2, which
significantly affects the local reaction environment [3], system design [4], catalytic
behavior [5] and overall stability [6]. The original controlled experiments
characterizing materials at 5 mA cm2 did not experience these consequences of
process intensification, motivating the need for an updated reference of base

performance of transition metal catalysts that reflect practical industrial conditions.

The use of gas diffusion electrodes (GDEs) have shown the ability to achieve high
current densities (>200 mA cm-) by having the catalyst supported on a microporous
substrate at a gas-liquid interface [7], [8], [9], [10], [11]. As the CO2RR community
begins to use such electrode architectures that allow concentrated gas-phase CO- to be

fed close to the cathode, greater emphasis has been placed on understanding the



interconnected factors which govern the electrocatalytic performance as the scale and
intensity of the system increases. While the electrode potential is ultimately the driving
force that allows surface reactions to occur, the reaction environment is heavily
influenced by current density and mass transport. For example, recent studies on
catalysts deposited on GDEs have shown that an increase of current density [12], [13]
and the use of different electrolytes [6], [14], [15], [16], [17] have effects on product
selectivity by varying the local reaction environment. The importance of current
density dependent effects such as mass transport and homogeneous reactions is also
observed in bicarbonate (KHCO3) electrolysis systems where bicarbonate plays a dual
role as a proton and CO- source. A study on the direct conversion of a bicarbonate
electrolyte (KHCO3) to CO for example showed that CO production was largely retained
on a GDE while feeding nitrogen gas instead of CO- [18]. These examples highlight the
importance of the catalyst’s surrounding reactor configuration on the measured
performance and using fixed current densities to support previous work performed at

fixed cathode potentials.

Another complexity within the field is that most reported works do not describe the
experimental setups that are used, and these setups can vary widely between groups.
As can the testing conditions that are used (e.g., flow rates, electrolyte, membranes).
Furthermore, few works present the data for multiple materials within the same paper
as was previously done by Hori et al. at 5 mA cm-2. An updated baseline data set of the
most commonly used transition metals may then act as a reference for both new and
established researchers in the field. In particular a data set where the experimental
setup and the catalytic material had been well-defined and compared against other
catalysts under the same experimental conditions can provide a common foundation

for benchmarking experimental setups.

Within this work we compare the baseline CO- reduction performance of Au, Ag, Pd,
Sn and Cu catalysts deposited on GDEs at fixed current densities within a
representative reactor configuration (Figure 3.1) over a broad parameter space. The
electronic, structural and electrochemical properties of the GDEs with different
catalysts were characterized before and after 1 hour of electrolysis using 2 electrolytes
(1 M KHCO3; and KOH) and at 4 applied current densities (10, 50, 100, 200 mA cm-2).
Constant current densities were chosen instead of constant potentials in order to

control the overall catalytic conversion rate, thus keeping total diffusion and migration



of the involved species comparable in each case. The data set then supplements works
using fixed cathodic voltages. During electrolysis at the applied current densities, the
products were collected for analysis and the negative voltage was measured with
respect to a Ag/AgCl reference electrode. The combined work provides a wide data set
for comparison to literature, highlighting features of each of the metals which cannot

be elicited from low current density experiments alone.
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Figure 3.1. Schematic representation of the 3-compartment gas diffusion electrode setup interior (a.)
and exterior (b.) used to investigate CO. reduction reaction catalysts in neutral and alkaline

electrolytes while utilizing a gaseous CO. feed.

3.2 Controlled experimental platform and testing
conditions

For characterizing the electrochemical performance of the five transition metals, we
have chosen to use a fixed cell architecture and catalyst morphology which represents
a recognizable baseline for the field. This entails a nanoparticle-based catalyst layer
with a nominal catalyst thickness of 100 nm deposited onto a carbon-based gas-
diffusion layer with a flowing catholyte configuration (Figure 3.1a). Such an orientation
is reflected in a number of publications within the field [19], [20], [21], [22], [23], [24],
[16], [25], [26], [27] and such a system acts as a direct comparative baseline for
research assessing changes in the type of gas-diffusion layer, catalyst morphology,
catalyst loading, electrolyte type, electrolyte concentration and operating conditions

(temperature, pressure, current density, voltage). The chosen operating conditions for



our comparisons span a range of current densities (10, 50, 100, 200 mA cm-2) for the
two most commonly used electrolytes (1 M KHCO3; and 1 M KOH), thus encompassing

common testing conditions in literature.

While the configuration and operating conditions that are chosen for the data set
are important, we must make sure that their implementation is extremely well-
controlled to ensure both a high level of repeatability of the experimental data, as well
as reproducibility of the results by external users. Without providing such regulation
and documentation, the baseline cannot function as well as intended. Here we provide
large control over both the utilized catalyst, and the testing infrastructure as described

below and in detail in the Supporting Information (SI).

To create a repeatable nanoparticle-based catalyst we deposited our 5 metal
transition catalysts (Ag, Au, Pd, Sn and Cu) onto a Sigracet 39BB gas diffusion layer
(GDL) using magnetron sputtering (AJA International Inc.) to deposit ~100 nm
thickness metal catalysts (see detailed description and equipment in SI A). The
deposition thickness of the unit was confirmed through profilometry for each
individual material. The as-deposited samples then resulted in a nanoparticle layer on
the top of the GDL which was similar for each base material as confirmed though
scanning electron microscopy (SEM) (JSM-6010LA, JEOL), high resolution SEM
imaging (NovaNanoSEM 450, FEI) and AFM (AFM with Icon ScanAsyst, Bruker). The
five materials are visualized in Figure S3.21, exhibiting a similar porous structure. Due
to the roughness of the GDE and the catalyst layer porosity the thickness of the
ensemble is greater than the deposited 100 nm. The elemental composition of the
catalyst surface was examined ex-situ by X-ray photoelectron spectroscopy (XPS)
(K-Alpha, Thermo Scientific) before and after electrolysis to identify the surface species
present on the electrolyte-side of the catalyst layer. Since XPS is performed ex-situ,
however, a measure of oxidation from air is expected for surface species for all samples.
SEM and XPS analyses allow for the stability of the catalyst layer to be examined from
a morphology and contaminant perspective. In order to minimize the influence of
residual electrolyte species on the ex-situ SEM and XPS results, a rinsing protocol with
DI water and drying was included (See SI A). All catalysts were deposited
homogeneously on a 4.4 cm2 square electrode area, with a geometric active electrode

area of 2.25 cm2 exposed to the electrolyte while placed in the assembled



electrochemical cell. Lastly, a new sample was used for each electrochemical

experiment.

Regulator

Figure 3.2. Left: schematic drawing highlighting the components of the electrochemical setup. Right:

picture of the assembled 3-compartment flow cell.

While control over the catalyst deposition and morphology is of critical importance,
so too is the robustness of operating the electrochemical system itself. Operating GDE
systems for CO- electrolysis are challenging for a number of reasons relating to
electrode flooding [28], [29], penetration of CO- into the liquid phase, CO-
consumption by the electrolyte [30], and pressure-imbalances caused by fluid flow and
gas chromatography (GC) measurements. Here we demonstrate a system which
incorporates back-pressure regulation (to prevent gas/liquid crossover) and mass flow
meters (to identify the gas flow into the GC used in calculations) to maintain the gas-
liquid environment as consistently as possible during experiments. GC measurements
every 5 minutes lead to some gas pressure increase and gas escaping through the liquid
phase, but only after injection of the product gas stream. To improve the confidence in

the presented results, duplicates of each experiment were performed.

Electrochemical experiments were performed in a 3-compartment GDE system as
shown in Figure 3.2. Technical drawings of the cell compartments are available in the
SI (Figure S3.57 to S3.60). The electrochemical setup consists of external liquid bottles
containing 80 mL each of the respective anolyte and catholyte connected to a
peristaltic pump to recirculate the catholyte and anolyte chambers at 10 mL min-. It is
important to note recirculation of electrolyte could induce transient pH effects due to

a combination of continuous acidification by CO:g reacting with hydroxyls and the



production of hydroxyls at the cathode. In general, a KHCOj3 bulk pH shift from 7.8 to
8.5 - 8.8 (@ 200mA cm—2, 1h) was measured for KHCO3. For KOH the dissolution of
CO- was a more significant factor reducing bulk pH from 13.8 to 13.0 - 12.8. CO- was
provided using a pure CO- bottle and regulated by a mass flow controller to feed the
cathode gas compartment at 30 mL min. The electrochemical measurements were
performed utilizing a ParSTAT MC potentiostat (Ametek SI) to perform 1-hour
chronopotentiometry on each sample. The electrochemical cell includes a Ag/AgCl
reference electrode, positioned in the catholyte chamber to measure cathodic potential.
A liquid trap at the gas outlet of the cell is used to protect the GC in case of flooding.
All outlets are connected to a back pressure regulator and enable the balancing of gas
and liquid pressures at 1220 mbar, hereby promoting gas/liquid separation. The
quantity of gas entering the GC was measured again using a mass flow meter
(Bronkhorst EL-FLOW Select), since the conversion and dissolution of CO- can lead to
great disparity between the in- and outflow. The products of electrochemical CO-
reduction over 1 hour were measured using online gas chromatography (Compact GC

4.0, Global Analyzer Solutions).

While gas products (CO, CH4, C-H4, H>) were measured by online GC, post
experimental analysis of the accumulated liquid products in the catholyte (formate,
ethanol, propanol) were performed using an Infinity 1260 II HPLC (Agilent
Technologies). A Nafion-212 membrane was deployed to prevent anionic products
from crossing over to the anolyte. As validation, anolyte samples were taken from
experiments in which large quantities of formate were expected to be formed. During
analysis of the anolyte, product signals were less than 0.5% of the catholyte signal and
were thus discarded. Data of product analysis and the electrochemical experiments was
combined to show the Faradaic Efficiency (F.E.) and partial current density of the
products as a function of applied current density, providing two different perspectives

of the same data.

The electrode potentials versus a Ag/AgCl reference were also recorded during
experiments and converted to RHE but were not iR-corrected. In the system
configuration a large ohmic drop exists, which reduces the accuracy of the iR-
correction, particularly due to changes in the electrolyte conductivity with current

density [44], temperature and experimental time (See SI A. for further details).



3.3 Results

Here, we present the material and electrochemical characterization for the 5 most
commonly investigated transition metal catalysts (Ag, Au, Pd, Sn, Cu) for CO2R. For
each of the 5 metals and 2 electrolytes, duplicates of four current densities were tested.
In some cases, extra experiments were added to extend observed trends (for Au/Pd)
and where stability issues were observed (for Sn). In this work, 88 GDE samples were
then fabricated and characterized with chronopotentiometry, product analysis, SEM
imaging, XPS, and with that a substantial data set was obtained. For the sake of brevity,
only the most relevant data is presented in the following sections, with the most critical
findings given greater emphasis. All obtained data is available in SI B.
Characterization Data, categorized by characterization technique, for use in further

studies and comparisons.

While all electrochemical experiments were run for 1-hour, the data presented here
uses the selectivity vs current density after the first 20 minutes of operation, averaged
over the duplicate experiments. This time was chosen as it simultaneously allowed for
the stabilization of product curves from the GC and does not conflate catalyst stability
over time with the selectivity of the original catalyst and configuration (e.g., Sn
dissolution over time). The stability of the catalyst over the full-length of experiments

are however discussed.

Silver

Silver (Ag) is a promising electrocatalyst for the selective conversion of CO= to CO
and has previously been studied in H-cell [31], [32], [33], [34] as well as in GDE
architectures [35], [16]. The selectivity of Ag to produce CO from CO- is largely due to
the weak binding energy that CO has with Ag surfaces, though there are minor
differences with facet/site composition and coordination. A recent study found that
20-30% of the selectivity of Ag towards CO can be tuned towards formate (HCOO-) by
increasing the pressure and electrolyte alkalinity without affecting the catalyst stability
[36]. When this work was compared to other Ag-GDE studies it showed that CO/
HCOO- selectivities and energy efficiencies at equal current densities were non-
uniform across separate studies, implying the presence of unique parameters for each

configuration.



In our work, for all tested current densities Ag shows >80-90 % selectivity towards
CO with a gradual shift towards formate as the current density increased
(Figure 3.3 a-b). The HCOO- formation increasing at higher current densities has been
previously reported to be an effect of high local pH which favors HCOO- formation at
the expense of CO [37]. Despite the high selectivity of these electrodes, the surface
morphology exhibited significant changes in both electrolytes after 1 hour of
electrolysis. SEM images (Figure 3.3 c-e), show that after electrolysis in either
electrolyte, large (>20 um) features emerge in fractal-like structures, indicating that
electrons are being scattered or absorbed in greater amounts. XPS characterization of
these features primarily consist of potassium and oxygen, suggesting that they may be
related to salt formation from the electrolytes during or after operation. Ion beam
etching was performed on these electrodes and showed pristine Ag under this top layer
of K/O (See SI B: HR-SEM). Although the selectivity was minimally affected during the
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Figure 3.3. Characterization of Ag coated electrodes. Faradaic efficiency as a function of activity with
cathodic potentials in 1 M KOH (a.) and 1 M KHCOj (b.). Error bars in panels a. and b. represent the

data points from two separate experiments. SEM images before (c.) and after both 200 mA cm=
experiments (d. - e.) show dark surface coverages.

1h experiments, continuation of electrolysis under these conditions will likely lead to
large salt crystals forming on the surface, eventually blocking gas flow and/or

rupturing the substrate. A recent paper on the surface coverage and the effects of




electrolyte concentration on K-salt growth has shown similar features which are
directly attributed to be potassium carbonate (K-CO3) and resulted in a rapid decrease

of selectivity to CO after 50% of the surface was covered [38].

From the performed experiments it can be concluded that Ag is an effective CO
producing electrocatalyst with high selectivity and low overpotential compared to other
catalyst materials presented here. Such a result is not unexpected given silver’s
prevalence in GDE-based CO2R. Overall, the selectivity for Ag to CO was retained over
the evaluated current density range. Increasing current density to 200 mA/cm2 caused
the local reaction conditions to become more alkaline over time, promoting the

production of formate.

Gold

Gold (Au) has historically been shown to be the best performing CO reduction
catalyst in aqueous based H-cells due to its low onset potential for the CO-RR and high
selectivity towards CO [39], [40], [41], [42]. Although Au has shown the ability to lower
the initial energy barrier in the CO2RR, increasing current densities above the H-cell
regime show a continuous loss of selectivity towards CO while H= evolution is
promoted. Subsequently, gold is comparatively un-utilized in GDE configurations
compared to H-cell systems. In examples where gold has been used in GDEs, low
partial current densities towards CO are observed before the hydrogen evolution

reaction begins to dominate [43].

Within our experimental data set, we observe a similar limitation from the gold
catalysts. Specifically, the 1 M KOH experiments depict a clear downward trend in CO
selectivity with increasing current density which occurs earlier than the mass transport
limited currents achievable. Plotting the same data as a partial current density instead
(Figure 3.4c.), it can be seen that the CO production rate becomes limited to jco = 72
mA cm2. In experiments conducted in KHCO3, CO also begins to plateau in the tested
range. Comparing material characterization before and after the reaction, XPS scans
(Figure S3.41-3.43) show no changes in Au peak intensity and SEM images show no
mesoscopic changes to the surface. However, post-experimental XPS results do show
peaks for potassium (K 2p) and oxygen (O 1s), due to the formation of (bi)carbonate
on the catalyst surface similar in nature to the peaks observed for the Ag catalyst, but

in lower quantities.



Aside from the decaying selectivity towards CO, the most interesting Au result is the
observed limiting current density of 72 mA cm-2 in 1 M KOH. To assess whether the
limitation was due to surface site availability we doubled the sample thickness to 200
nm nominal thickness and tested over the same range of current densities. At this
thickness the entire catalyst layer should still have ample access to CO-. However, these
200 nm samples showed near identical results to the thinner 100 nm samples (see
dotted line in Figure 3.4c.). Similar studies on pure Au resulted in limiting current
densities of jco = 35 mA cm[13] and to 100 mA cm2[43]. Further research is required
to determine whether this limitation towards CO is intrinsic to Au and to better

understand which conditions might affect the value of the plateau current.
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Figure 3.4. Characterization of Au coated electrodes. Faradaic efficiency as a function of activity with
cathodic potentials in 1 M KOH (a.) and 1 M KHCOj (b.). Error bars in panels a. and b. represent the
data points from two separate experiments. The correlated partial current density for 1 M KOH on
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to visualize the limiting trend of CO and the gradual increase of Ho.



Palladium

Palladium (Pd) has been studied as a single crystal electrode for CO- reduction [45]
and as a nanoparticle catalyst [46], [47], [48], in which CO and formate were found as
the main carbon containing products at different electrode potentials. Within our
experiments shown in Figure 3.5, Pd exhibits high initial selectivity towards CO at 10
mA cm-2, but shows steadily increasing HER selective behavior as a function of current
density, similar to what was seen for Au, and only trace amounts of formate. Minimal
amounts of formate were found for all the experiments across the entire applied
current range. Similar to what was observed for gold, the partial current densities
indicate a limiting current density to CO of approximately 50 mA cm-2. XPS results
reveal that during the experiments potassium accumulates on the surface accompanied
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by a slight decrease in Pd 3d signal, indicating partial coverage. Before electroreduction
the Pd catalyst already showed oxygen content comparable to after the experiment,
however, a peak shift towards slightly lower binding energies is witnessed after both
KOH and KHCO; experiments, indicating a change in the role of oxygen. SEM images
before and after applying current seem relatively stable for KHCO3, except for localized
impurities. Additional SEM images for the electrodes operating in KOH at
intermediate current densities (especially at 100, 200 mA cm-2, see SI B) show a wide

variety of drastic morphological surface changes.

Unlike Au, previous literature performed at lower current densities suggests that Pd
experiences a plateau current density for CO due to surface poisoning by CO at lower
overpotentials [49], [50], [51]. Here, at the elevated operating potentials, it is however
unclear if this is limiting its performance. From the results here the overall high level
of H> formation and the relatively large required overpotentials make pure Pd
nanoparticles an inadequate catalyst for large scale utilization in its present form.
Alternatively, Pd might find its use as a bimetallic co-catalyst, as past studies have
shown it to be an interesting metal to tune dimerization to multi-carbon products [52],
[53] due to its strong binding with CO.

Tin

Tin (Sn) is a catalyst studied for its highly selective formation of formate [55], [56],
[571, [58], [59]. Finding a highly selective formate (HCOO-) catalyst can be helpful for
the development and implementation of CO: reduction technologies. Alongside CO,
formate is another chemical building block that can be used as a reactant in further
downstream synthesis, but can also be used as a renewable feedstock in biosynthesis
towards fine chemicals [54]. Sn does suffer from poor stability, leading some

researchers to investigate alloying and adding ionomers and binders to protect the Sn
catalyst [60], [61], [62], [63].

Here, GDEs deposited with Sn show high selectivity towards formate throughout all
experiments across the entire applied current range. At an applied current density of
200 mA cm-2the system lost selectivity towards carbon containing products, reflected
by the increase in hydrogen evolution over the duration of the experiment. An
explanation for this is provided by observing the XPS spectra, where a scan of the Sn

3d peaks show a significant decrease of Sn after the KHCO3 experiment and near-



complete disappearance after 1h operation in KOH, indicating the loss of Sn during
electrolysis due to dissolution in the highly alkaline conditions, as described by the Sn
Pourbaix diagram. The O 1s peaks also show decreased signal, following the trend of
Sn 3d. Potassium uptake is relatively low for these samples, as is displayed by less
prominent K 2p peaks (right peaks of Figure 3.6 ¢). SEM images of Sn samples after
reaction in KHCO3; show no clear morphological changes, aside of slight bleaching near
GDL native cracks (as shown in zoomed out SI images). Crystals (different from the
earlier seen (bi)carbonate) were also found in KOH experiments. These crystals were
likely formed by a combination of the dissolution of Sn in the highly alkaline

environment, while the applied potential caused localized redeposition in a more stable

agglomerated form.
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Figure 3.6. Characterization of Sn coated electrodes. Faradaic efficiency as a function of activity with
cathodic potentials in 1 M KOH (a.) and 1 M KHCOj (b.). Error bars in panels a. and b. represent the
data points from two separate experiments. XPS results for C 1s and K 2p (c.), Sn 3d (d.) and O 1s (e.)
scans before and after the 200 mA cm-=2 experiment in both electrolytes.

Overall Sn has shown to be an effective catalyst for the selective production of

HCOO- throughout many years of prior research, and this trend is confirmed here.



However, the lack of stability at elevated current densities of a sputter deposited Sn
catalyst showed that it is vital to find techniques to stabilize the catalyst and prevent
the Sn dissolution through the use of nanoparticles, binding agents, co-catalysts or

ionomers in order to ensure long term stability.

Copper

Copper (Cu) has received significant attention by CO- reduction researchers due to
its unique ability to convert CO: into at least 16 different products [64]. Numerous
studies focused on improving the activity and selectivity of Cu through morphological
enhancements [65], [66], facet dependent behavior [67], [68] and local environment
control [69], [70]. Some of the mechanistic pathways behind the formation of various
products are still debated [71], [72], but it has become clear that the specific binding
strength of Cu to CO allows for dimerization of adsorbed CO and CHO species,
resulting in multicarbon (C.+) product formation. In GDE experiments, Cu and Cu-
alloys have shown promising selective behavior towards prominently ethylene at

elevated current densities [73].

In our work, sputter deposited Cu GDEs show highly-varied product selectivities
with changing current densities, as reported elsewhere. At an applied current density
of 10 mA cm=2, the Cu GDEs produce a mixture of H., CO and formate at low
overpotentials. At an applied current density of 50 mA ¢cm-2 methane, ethylene and
ethanol are detected as well. Further increasing the current density shows a shift in the
product distribution towards ethylene while CO production plateaus. Comparing XPS
results before and after experiments show that, besides a slightly higher degree of
oxidation and the presence of potassium in the case of KOH (while decreasing the Cu
2p signal), the composition remains consistent. In contrast, SEM imaging does show
significant restructuring of the surface in most experiments. The 200 mA cm= case
showed that the specific conditions and applied potential resulted in the formation of
Cu nanoneedles and cubes. The post-electrolysis HR-SEM image of KHCO;3 (Figure
3.7d/S3.37) show that the Cu catalyst has restructured under the applied potential,

favoring cubic shapes.
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Figure 3.7. Characterization of Cu coated electrodes. Faradaic efficiency as a function of activity with
cathodic potentials in 1 M KOH (a.) and 1 M KHCOj (b.). Error bars in panels a. and b. represent the
data points from two separate experiments. HR-SEM images of fresh Cu (c.) and after 1h electrolysis
in KHCO; (d.) show a cubic faceting of the catalyst.

3.4 Comparison of low and high reaction rate
selectivities

Through the presented experiments, we were able to observe trends for the different
catalysts as a function of applied current density. Of the five assessed transition metals
only silver maintained its selectivity towards CO- reduction products over a broad
current density range, while Au, Sn and Pd tended towards H- as a primary product as
current densities were increased. Cu maintained its total CO- reduction selectivity,
with product distributions growing at higher reaction rates. These results highlight
how low vs high current density testing conditions change the observed product

selectivities through variations in the local reaction environment, changes to catalyst




stability and the increased applied potentials which influence the relative activity of

each product at different current densities.

One observation that needs to be highlighted is the limiting current density of Au
and Pd towards CO, whereas Ag did not observe such a limit under the same
conditions. Here the production of H> on Ag remains low up to 200 mA cm-2, allowing
for high CO selectivities to be maintained. Conversely on Au, hydrogen formation
increases with current density while CO plateaus. A detailed study into the intrinsic
limit of converting CO- could help determine which of these metals can effectively be
used for industrial purposes, and why gold is a less favorable CO:zR catalyst at higher

potentials and current densities.

For Sn the effect of electrolyte composition was more impactful than current density
in the conversion of CO- to formate. We found that Sn experiments in KHCO3lead to

mild catalyst restructuring, while in KOH structural instabilities damaged the catalyst
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Figure 3.8. Selectivity comparison of transition metal catalysts in 1 M KOH at 10 mA cm2 (a.) and 200
mA cm2 (b.) and in 1 M KHCO; at 10 mA cm2 (¢.) and 200 mA cm=(d.).

surface irreversibly. During the 1 hr electrolysis the effects of restructuring were not
clearly expressed through product distributions yet, but it became apparent that
increasing current densities led to enhanced surface reformation and more frequent
flooding issues. These trends highlight the necessity of applied current density and
electrolyte composition when comparing or benchmarking the electrochemical

performance of catalysts on gas diffusion electrodes.

To this end here we briefly provide a direct side-by-side comparison of the selectivity
at low (10 mA cm-2) and higher (200 mA cm2) current density as a reflection to the
baseline work previously performed in an H-cell [1]. Shown in Figure 3.8 we compare
these current densities in 1 M KOH and 1 M KHCOs;. The differences between the two
electrolytes that are prevalent at lower current densities (Figure 3.8a, ¢) are much less
impactful when going to 200 mA cm-2(Figure 3.8b, d). The elevated rate of formed OH-

and consumed CO- gradually close the gap between both starting conditions. As a



result, the product distribution of the catalyst homogenizes as its activity is increased,
regardless of the electrolyte. We can also more clearly see that some metals match their
product selectivity at higher current densities consistently with little variation, while

others start favoring the HER or an alternative carbon product.

Importantly, comparing the 10 mA cm-2 flow cell results against the 5 mA cm-2 H-cell
benchmark for CO- reduction shows mostly similarities in applied potential and
product selectivity, highlighting that reaction rate is a more prominent performance
indicator at lower current densities than the choice between H-cell and flow cells. This
is likely because the reaction environment remains similar, and a difference in

available surface area is less likely to be limiting.

3.5 Conclusion

The main focus of this work is to provide a comparison of elemental catalysts by
creating a controlled system and identifying the effect of current density on activity,
selectivity and stability while moving from the H-cell regime (10 mA c¢cm-2) up to the
mass transport capabilities of the GDE regime (200 mA c¢cm-2). Emphasis was placed
on comparability of metals by producing 100 nm thick samples, and performing
electrochemical and material characterization, and assessing collected data according
to a detailed protocol. Although such a protocol allows for correlating catalysts without
bias, a downside of this approach is that only a singular experimental configuration is
screened. None-the-less we have strived to perform this analysis in a well-described
and controlled testing environment for the confirmation and reproducibility of new
and existing researchers within the field. Changes in performance due to varying
catalysts, configurations and operating conditions are then grounded by a common

point of comparison.
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Chapter 3. Supporting Information

Characterizing CO: reduction catalysts on gas diffusion
electrodes

Comparing activity, selectivity and stability of transition metal catalysts.

SIA. Protocols

In order to obtain comparable results amongst both different materials and
researchers it is necessary to streamline our methodologies (production,
characterization and performance) for performing all planned experiments. It is of
utmost importance that our individual approaches to each experiment are as similar
as possible. To equally treat all samples our researchers specialized in certain
characterization methods. Building of the cell for performance experiments was
explained by one person to ensure practical details (e.g., ref. electrode spacing,
cathode/anode fixation and cell tilt) to be uniform as well. This protocol will give the
main guidelines to obtain comparable results for each technique and to allow

reproduction of results.



Sample production

Samples were produced by means of magnetron sputtering deposition. To
compare the parameters of different materials it is best to have similar thickness and
structural morphology. It is assumed uniform, comparable structures are obtained by
using continuous rotation, 20 scem Ar at 3 pbar and similar deposition rates. DC
power of 50 W was used for Au, Ag, Cu and Pd. More volatile Sn was produced at 20
W. To obtain the correct thickness the deposition rate will first be calculated by
measuring the depth profile of a glass piece after 10 min sputtering. After determining
the deposition rate for each material, the deposition time to make 100 nm (calculated
on glass) will be used to make the GDE samples. It is assumed the error in glass-to-
GDE transferability is similar between different materials. See Profilometry for more
details about the thickness determination. For the sputtering deposition we will make

use of the AJA2 as shown in Figure S3.1 on the left-end side of the AJA system.

Figure S3.3. AJA, magnetron sputter. For our materials we will make use of the leftmost chamber
(AJA2).



Material Characterization

Most material characterization techniques can be performed by one person, which
makes executing the experiments and producing comparable results much easier.
Nevertheless, everyone should understand how and why we perform each technique

and discuss the results of each method.

(High Resolution) Scanning Electron Microscopy — (HR)SEM

SEM (Figure S3.2) and HR-SEM are used to obtain
information about surface morphology, thereby
tracking whether its structure changes after 1h operation.
Found abnormalities like clusters, deformation, crystals or
exposed MPL could indicate poor stability. To be able to
compare materials (HR-)SEM images are used to show
similar morphologies across different metals as a result of

sputtering. The HR-SEM is located in a cleanroom. Images

are made at the following magnifications:

-SEM (Figure S3.2): X 50,100, 500,1000, 5000 Figure S3.4. JEOL, JSM-6010LA

Scanning electron microscope.

-HR-SEM (cleanroom): x 50k, 100k, 150k

Atomic Force Microscopy — AFM

AFM (Figure S3.3) is another surface
probing technique in addition to the SEM.
This technique will give information on
surface topography and phase
separation. For AFM we make use of
TESPA-v2 probes. Height and phase

Figure S5.3. Bruker, Atomic Force Microscope with images of the catalyst surface at a

Dimension Icon ScanAsyst. magnification of 500 x 500 nm and 1000

X 1000 nm are taken. Some parameters of
the AFM can be sample specific and need to

be optimized during operation.



Profilometry

Profilometry (Figure S3.4) is a simple
technique that measures the thickness of the
samples by comparing the height to a reference
point. The coarseness of the microporous layer
is #1 um and the sputtered thickness we aim

for is 100 nm. Because of this coarseness,

profilometry will be performed on a piece of ‘
! W

Menzel glass, added to each sputtering =
Figure S3.6. INRF, Dektak 3 profilometer.

procedure. By partially Scotch-taping the glass
surface and peeling the tape away after sputtering, an abrupt interface between
sputtered and non-sputtered glass is created. This interface is easily measured by
profilometry, giving the thickness with a +5 nm error. Although the porosity of
catalysts on GDEs is higher than on glass, which results in a thicker layer on GDE, it is
assumed that the translation of catalyst layer thickness between glass and GDE is
constant over the range of materials. In the end the importance of this characterization
is not the exact thickness, but to ensure similar thicknesses are present amongst all

samples to obtain comparable mass transport properties.

X-ray Photoelectron Spectroscopy —
XPS

XPS (Figure S3.5) gives clear information
about the purity and oxidation state of the
samples. This way we can exclude or take into
account the effects of impurities and oxidation

of the catalyst. For each catalyst a survey scan

is performed first. Elements of interest are
Figure §3.7. ThermoFisher Sci., K-Alpha XPS.  gcanned separately to obtain more accurate
data. A C 1s scan shows the presence of substrate carbon (and some omnipresent
surface carbon). This peak will hint at if the substrate became more or less exposed
after operation. Very close to the C 1s peak is the K 2p peak used to identify potassium,
which can deposit from the electrolyte on the surface during operation. A respective
metal scan (e.g., Au 4f for Au) is used to see change in the catalysts abundance and

oxidation. Finally, an O 1s scan is used to measure the degree of oxidation.



Sample handling and rinsing

While producing, installing and ex-situ measuring GDE samples it is important to
avoid any direct contact with the MPL/catalyst layer. Due to the powder like structure
of the Sigracet 38 BC MPL this layer gives off its catalyst and carbon black easily. In
such a case a new sample needed to be deployed, since this could have affected the
homogeneity, loading and pore size distribution. Therefore, it is important to have
proper handling strategies. During the experiments samples were only touched on the
sturdy GDL backside or along the edges of the catalyst side using tweezers (outside of
the active area). After placing a sample between two gaskets a mask was placed over to
prevent any contaminations. During ex-situ experiments this care was also taken and

it was made sure only the active area was studied.

During the reaction with the potassium containing electrolytes, it is likely that at the
cathode secondary reactions with the potassium ions in solution would occur. In order
to prevent post-reaction salt-crusting or residual oxidations a rigorous rinsing protocol
was deployed. After each experiment the catholyte and anolyte streams were switched
with a 250 mL DI water solution that was continuously recirculated through the cell
for approx. 5 minutes to remove any residual KHCO3/KOH electrolyte species.
Afterwards the cell was opened and the sample was taken out with tweezers and
sprayed again with bottled DI water for 30 seconds and subsequently dried using an
abundant nitrogen stream. After this the samples were stored until ex-situ

characterization was performed.

Performance Characterization

A major component of this comparison is the reproducibility of the experimental

procedure. This section documents the details of the setup.
Cell construction and parameters

The experimental setup and the internal electrochemical cell will be built

according to Figure S3.6 and S3.7:



Figure S3.8. Practical experimental setup. a. External electrolyte compartments. b. Peristaltic
pump (10 mL min). c. MFC for CO. (30 sccm). d.+ e. Potentiostat, BPR and GC control. f. PTFE
flow cell. g. Liquid trap. h. Back pressure regulator.

The external setup consists of 2 external electrolyte compartments (80 mL
electrolyte each) from which the pump (Cole-Parmer Masterflex L/S, ¢pump = 10 mL
min) transported the anolyte and catholyte to the lower cell inlets. The corresponding
upper outlets go back to the electrolyte compartments from the outlets. The cell is tilted
slightly to aid in the transport of anode formed oxygen out from the top of the anolyte
compartment, hereby reducing potential fluctuations. The CO> MFC (Bronkhorst EL-
flow, @mrc = 30 sccm) is connected to the gas inlet of the cell and the outlet is connected
directly to the GC once measurements are taken. During circulation of both liquid and
gas an overpressure of 80-100 mbar is witnessed on the MFC pressure gauge. GC
injections close the gas pathway temporarily (2-3 seconds) and cause overpressure to
shortly spike to ~200 mbar, leading to minor gas crossover into the catholyte and
subsequently leaving through the external compartment. The loss of gas has a minor
effect on the gaseous product collection, but since this only occurs after every injection
the system has a 4-minute time window to equilibrate before the following injection

takes place.
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compartment cell (top) and schematic CO20u + prodyg)

drawing of the cell interior (right).

Figure S3.7. Exploded view of the 3- (
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potential is measured. the anode and membrane are positioned in a

Between the anolyte and catholyte compartments

sandwich of gaskets. This sandwich consists of 5 parts: a gasket, the anode (bent away
from the membrane and taped to the first gasket for electrical connection), a second
gasket, the Nafion-212 cation exchange membrane and a third gasket. The sputtered
GDE sample is also squished between two gaskets alongside a current collector. A more
detailed description can be found in a paper by Liu et al. on assembly and operation of
GDE cells [1].

Table S1. Setup conditions for alkaline and neutral experiments.

Electrolyte type Alkaline Neutral

Starting pH 13.8 — 14.0 7.8 - 8.0

Anolyte 1M KOH (>85% pellets, Sigma Aldrich) | 1M KHCO; (ACS reag. 99.7%)
Catholyte 1M KOH (>85% pellets, Sigma Aldrich) | 1M KHCO; (ACS reag. 99.7%)
OER Anode Ni mesh Pt wire

Membrane Nafion-212 Nafion-212

Ref. electrode | XR310 Radiometer Analytical XR310 Radiometer Analytical



Potentiostat

All potentiostatic measurements are

performed with the ParStat 4000 (Figure
S3.8) or ParStat MC.

pH is measured before and after
experiments. By combining pH and EIS

results, the measured potential can be

converted to RHE: Figure S8. Ametek, Princeton Applied Research,
ParStat 4000 Potentiostat /Galvanostat/EIS

EiE) = Ecath + 0.0591 pH + E%ag/agct — iRarop  @nalyser.

Where Ecath is the measured negative potential between the reference and the
cathode, E°ag/agcl is the standard reference potential (E°ag/agc1 = 0.1976V vs RHE @ 25
°C) and iRarop the negative current times measured resistance. Unfortunately, it was
not possible to accurately determine the iR drop through EIS at elevated current
densities due to the long path of electrolyte between cathode and reference. More
details on this can be found in SI B. Electrochemical impedance spectroscopy. Instead,

all reported potentials are iR-uncorrected as described by the following formula:
E(uncorr. vs RHE) = Ecath + 0.0591 pH + EOAg/AgCI

Chronopotentiometry experiments are the core part of this research. By keeping the
current density (C.D.) constant and combining this with gas and liquid analysis we are
able to determine the product selectivity at a certain production rate as well as the
stability over time. The planar active surface area is 2.25 cmz2, so the potentiostat input
are adapted as shown in brackets. Chronopotentiometry measurements are taken for 1

hour at the following currents:

- 10 mA/cm2 (comparable C.D. to H-cell activity) [=-22.5 mA]

- 50 mA/cmz2 [=-112.5 mA]
- 100 mA/cm? [=-225mA]
- 200 mA/cm? [= - 450 mA]
- 300 mA/cm? [=- 675 mA]

After an experiment catholyte samples are taken and analyzed by HPLC for liquid

products.



Gas Chromatography (GC)

GC (Figure S3.9) measurements are taken
every 4 minutes from the gas phase outlet
during all chronopotentiometry experiments to
measure the concentration of gaseous products.

Before each measurement 3 injections without

applied potential are performed as a second

Figure S3.9. Global Analyser Solutions, CompactGC
check of the baseline after flushing the system. 4.0 gas chromatograph.

It is important to perform regular calibration checks to ensure measurements are

accurate. The gas products CO, H» and C-H,4 are calibrated at 3 levels (10, 100, 1000

ppm).

High Performance Liquid
Chromatography (HPLC)

After each chronopotentiometry experiment a
sample of catholyte will be taken to the Agilent
Technologies 1260 Infinity II HPLC (Figure S3.10)
equipped with VWD (dual wavelength: 210 nm and
280 nm) and RID (T = 40 °C) to measure the

concentration of liquid carbon containing species
Figure S3.10. Agilent Technologies, on basis of their retention times in an Hi-Plex H
1260 Infinity I HPLC. o . .
column (T = 50 °C). Main products of interest here
are formic acid, acetic acid, acetaldehyde, ethanol and propanol. 10 levels of calibration

were performed (10-10000 ppm, R2 > 99.9 %)

SI B. Characterization data
This section displays the results of the performed experiments. Data is collected via
chronopotentiometry, electrochemical impedance spectroscopy (EIS), gas and liquid
product analysis (GC/HPLC), (high resolution-) scanning electron microscopy (SEM &
HR-SEM imaging), X-ray photoelectron spectroscopy (XPS) and atomic force
microscopy (AFM).



Electrochemical impedance spectroscopy — EIS

Electrochemical impedance spectroscopy can be used to determine the resistance
between the reference and working electrode and consecutively correct the measured
potential for any resistive losses. During this series of experiments an EIS
measurement was performed before and after each experiment. It was found that the
configuration of our system had a significant drawback: Due to the relatively large
distance between the reference electrode and the GDE cathode (~8 mm) the measured
resistance was 3-4 Q for 1 M KOH and 7-8 Q for 1 M KHCOs. This extremely large
correction factor caused the iR corrections to lower the voltage significantly. To
illustrate: 8 Q * 450 mA = 3.6 V of ohmic drop. Furthermore, it was found that
correcting potentials at 100/200 mA cm=2 with said resistance caused
overcompensation. For instance, the corrected potential at 200 mA cm=2in 1 M KHCO3
was lower than the corrected potential at 50 mA cm-2. In some cases the iR-drop even
exceeded the applied potential, indicating that the resistance during operation at
elevated currents was actually lower than we were able to measure during ‘offline’, no-

current EIS.

Concluding, it was decided to not correct the measured potential for its resistive
losses. This was done to avoid confusion about the measured potentials due to
changing electrolyte conductivities throughout the length of the experiment, and to

evade overcompensation of unrealistic resistances.

Chronopotentiometry

Below Vcat-t chronopotentiometry diagrams of all metal-electrolyte combinations
are shown as measured against an Ag/AgCl reference electrode without corrections for
iR-drop (Figure S3.11 — S3.15). Most of the high current experiments show diverging
from the patterns. These values indicate the instabilities of the system at elevated
activities, due to bubble formation in the electrolytes resulting in issues such as GDE

flooding and gas crossover.
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Figure S3.11. Chronopotentiometry measurements for Ag in 1 M KOH and KHCO;.
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Figure S3.12. Chronopotentiometry measurements for Au in 1 M KOH and KHCO;.
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Figure S3.13. Chronopotentiometry measurements for Pd in 1 M KOH and KHCO;.
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Figure S3.14. Chronopotentiometry measurements for Sn in 1 M KOH and KHCO;.
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Time-dependent Faradaic efficiencies - FE

During all experiments GC samples were taken every 4 minutes. The measured
signal is converted into a concentration. Liquid analysis by HPLC is only performed
when the experiment is completed after which the production is averaged over the
duration. The following formula is used to calculate and plot the time-dependent
Faradaic efficiencies (Figure S3.16 — S3.20). FEn is the Faradaic efficiency of product
n, zn the number of electrons per formed molecule of product n, F the Faraday
constant, cn the concentration of n measured by the GC, ¢@co= the molar flowrate of
CO: and Itot the total current going through the system.

z, . F(c, *
FE, = 2 (cn * @Pco,)

Itot

Products are H- (z = 2), CO (z = 2), CH4 (z = 8) and C2H4 (z = 12) [mole/molx]. F =
96485 [C/mole], en [moln/molco:], @coz (=30 mL/min) = 4,46*105 [molco2/s].
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Figure S3.16. Time-dependent FE of products for a 100 nm Ag GDE.
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Figure S3.17. Time-dependent FE of products for a 100 nm Au GDE.
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Figure S3.18. Time-dependent FE of products for a 100 nm Pd GDE.
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Figure S3.19. Time-dependent FE of products for a 100 nm Sn GDE.
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Figure S3.20. Time-dependent FE of products for a 100 nm Cu GDE.
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Scanning electron microscopy — SEM

In Figure S3.21 below HR-SEM images of the as-deposited catalysts are displayed.
All catalysts show similar porosity and catalyst coverage on the GDE. Sn shows slightly
increased agglomeration of the catalysts due to the more volatile nature of the metal
(Note: the deposition power of Sn was 20 W as compared to 50 W for the other

metals.)

Mag:
50 000x

Figure S3.21. HR-SEM images of all 5 as-deposited catalysts. Throughout a similar porosity and
particle size can be observed.

The remainder of this section contains scanning electron microscopy images taken
from a bare Sigracet 38 BC GDL (Figure S3.22) as well as fresh and used samples
(Figure S3.23 — S3.32). Initially 500 mA cm= (=1.125 A) experiments were also
attempted, but due to the limiting compliance voltage of our potentiostat (AUmax = 12
Veen) alongside the high resistance of the wide cell, it was not possible to achieve the
requested current. Instead, the physical effects of 12 V total cell potential can be
witnessed, at which current densities between 300-500 mA cm-2 were achieved. SEM
images of these experiments do show interesting features of potassium depositions,
catalyst reconstruction and a continuation of the earlier observed surface changes to a

greater extent.
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Figure S3.22. SEM images of a bare gas diffusion layer (Sigracet 38 BC)
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Figure S3.23. SEM images of 100 nm Ag on GDE after 1 hour reaction in 1M KOH at various current
densities. Overall, this system seems stable up to 200 mA cm=2. At 500 mA cm=2 the surface displays
branched coverage, which was identified to mainly contain increased amounts of potassium and
oxygen. It is likely the high overpotentials initiated a growing deposition of potassium from the
electrolyte.
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Figure S3.24. SEM images of 100 nm Ag on GDE after 1 hour reaction in 1M KHCO, at various current

densities. At 50 and 100 mA cm2 minor crystals are visible in the x5.000 magnification images. Even
higher currents show exponential growth of these crystals. At 12 V the surface is largely covered by
this black deposition, with features reaching up to 1-2 mm in length. Again, potassium and oxygen

were found in increased quantities in these areas.
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Figure S3.25. SEM images of 100 nm Au on GDE after 1 hour reaction in 1 M KOH at various current

densities. Au is stable and no apparent changes across all 5 samples are found under these conditions.
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Figure S3.26. SEM images of 100 nm Au on GDE after 1 hour reaction in 1 M KHCO; at various current

densities. Au is stable and no apparent changes across all 5 samples are found under these conditions.
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Figure S3.27. SEM images of 100 nm Pd on GDE after 1 hour reaction in 1 M KOH at various current

densities. All current densities above the lowest (10 mA cm2) show surface instability and coverages
to different extent. The surface seems to change the most at 100 mA cm2, after which higher currents

and potentials show a lesser disrupting effect.



X 50 X 100 X 500 X 1000 X 5000
~2,6 x1.7 ~1.3X 0.85 ~260 x 170 ~130 x 85 ~26x17
mm mm num um um
Pd — KHCO;

100nm Pd - 10mA/cm? — 1M KHCO,

100nm Pd - 50mA/cm? — 1M KHCO,

100nm Pd — 100mA/cm?2 — 1M KHCO,

100nm Pd - 200mA/cm? — 1M KHCO,

Figure S3.28. SEM images of 100 nm Pd on GDE after 1 hour reaction in 1 M KHCO; at various current

densities. In comparison to the 1 M KOH case these samples show much better stability with a small

fraction of the surface being altered.
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Figure S3.29. SEM images of 100 nm Sn on GDE after 1 hour reaction in 1 M KOH at various current
densities. Overall, the Sn samples seems rather stable at low and moderate activities. The x5000 image
of the 200 mA cm2 case showed ‘thinner’ GDE structures, indicating minor dissolution of the catalyst.
Looking at the samples exposed to 12 V. a remarkable sight was obtained. The surface of the GDE

was for a large part covered in potassium containing crystals.
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Figure S3.30. SEM images of 100 nm Sn on GDE after 1 hour reaction in 1 M KHCO; at various current
densities. Whereas the KOH experiments showed significant instabilities induced through alkaline
conditions, the less extreme environment of KHCO; only showed a change in color when increasing

activity. No distinct differences of what the nature of the decoloring could be was found when looking

into elemental mapping.
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Figure S3.31. SEM images of 100 nm Cu on GDE after 1 hour reaction in 1 M KOH at various current
densities. Minor restructuring is observed at 50, 100 and 500 mA cm=2. The 200 mA cm2 appears to
supply the surface with a very specific environment that allows the growth of both facetted potassium-

containing crystals as well as Cu nanoneedles.
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Figure S3.32. SEM images of 100 nm Cu on GDE after 1 hour reaction in 1 M KHCO; at various current
densities. Throughout all experiments no significant changes were found on the surface structure. The

darkening in some images is caused by a change of SEM brightness settings.



High-resolution scanning electron microscopy - HR-SEM

This section contains three magnifications of high resolution scanning electron
microscopy (HR-SEM) images of the 5 metals as deposited and after electroreduction
for 1 hour in 1 M KOH and 1 M KHCOg at Veell = 12 V (Figure S3.33 — S3.37. Above the
images the used magnification can be found. Between the sputtered and used samples
differences such as agglomeration, clustering, smoothening, deposition and

reformation can be found.

Magnif. X 15.000 X 50.000 X 150.000
Size 9,0 X 13,5 um 2,7 X 4,1 pm 0,9 X 1,35 pm

Ag — sputtered

%

Figure S3.33. HR-SEM images of 100 nm Ag on GDE before and after 1 hour reaction. The

catalyst layer itself seems to be unaffected by the reaction.
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Figure S3.34. HR-SEM images of 100 nm Au on GDE before and after 1 hour reaction.
Pd — sputtered
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Figure S3.35. HR-SEM images of 100 nm Pd on GDE before and after 1 hour reaction.
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Figure S3.36. HR-SEM images of 100 nm Sn on GDE before and after 1 hour reaction.
Cu — sputtered
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Figure S3.37. HR-SEM images of 100 nm Cu on GDE before and after 1 hour reaction.




X-ray photoelectron spectroscopy — XPS

This section contains all XPS scans of the 5 metals as deposited and after
electroreduction at 200 mA/cmz2for 1 hour in both KOH and KHCOj3 (Figure S3.38 —

S52). During XPS the following scans were performed for each of these samples:

A survey scan between 1350 and 0 eV

A respective metal element scan (Ag/Au/Pd/Sn/Cu)
A valence band scan [in some cases]

A carbon (C) scan between 298 and 279 eV

An oxygen (0O) scan between 545 and 525 eV

oY B ko

A potassium (K) scan between 305 and 287 eV

Corresponding to the numbers above the following format is used:

[Metal] [Condition]
1. 2. [3.]
4 5. 6

The survey and respective metal elements give us information on the stability of the
metal, for instance, in the Sn fresh vs Sn KOH/KHCOj case there is a significant signal
drop-off of the Sn3d peak (~99% for KOH, ~50% for KHCO3) after testing, indicating
its instability.

To obtain additional information on the presence and stability of the GDE the
carbon (and fluorene) peaks are looked into. Each scan is performed on and averaged

over 2 separate locations (random spots, not on substrate native crevices).
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S$3.38. XPS spectra of a fresh Ag sample.
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Figure S3.39. XPS spectra of a Ag sample after 1 hr electrolysis at 200 mA cm2in 1 M KOH.
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Figure S3.40. XPS spectra of a Ag sample after 1 hr electrolysis at 200 mA cm=2in 1 M KHCOs.
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Figure S3.41. XPS spectra of a fresh Au sample.
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Figure S3.42. XPS spectra of a Au sample after 1 hr electrolysis at 200 mA cm21in 1 M KOH.
Au KHCO3
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Figure S3.43. XPS spectra of a Au sample after 1 hr electrolysis at 200 mA cm2in 1 M KHCO;.
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Figure S3.44. XPS spectra of a fresh Pd sample.
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Figure S3.45. XPS spectra of a Pd sample after 1 hr electrolysis at 200 mA cm21in 1 M KOH.
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Figure S3.46. XPS spectra of a Pd sample after 1 hr electrolysis at 200 mA cm=2in 1 M KHCOs.
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Figure S3.47. XPS spectra of a fresh Sn sample.
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Figure S3.48. XPS spectra of a Sn sample after 1 hr electrolysis at 200 mA cm=2in 1 M KOH.
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Figure S3.49. XPS spectra of a Sn sample after 1 hr electrolysis at 200 mA cm=2in 1 M KHCOs.



Cu fresh

XPS Suney
10 Scans, 2m16.1s, 400pm, CAE 2000, 100V
1.50E+06

1.00E+06

Counts / s

5.00E+05

0.00E+00

800 600 400
Binding Energy (eV)

1200 1000 200 0

Ci1s Scan
10 Scans, 1 m355s, 400pm, CAES0.0, 0.10 eV
5.00E+04

4.00E+04

3.00E+04

Counts / s

200E+04

100E+04
298 296 294 292 290 288 286 284 282 280

Binding Energy (eV)

Counts / s

:

Counts/ s

-

CuZp Scan
10 Scans, 3m205s, 400pm, CAE5S00, 010 eV
4.00E+05

3.00E+05

200E+05

1.00E+05

0.00E+00

960 950 940 930

Binding Energy (eV)

01s Scan
10 Scans, 1 m405s, 400pm, CAE50.0, 0.10 eV
5.00E+04

4.00E+04

3.00E+04

200E+04

100E+04

544 542 540 538 536 534 532 530 £28 526
Binding Energy (eV)

Counts / s

K2p Scan
10 Scans, 1m30.5s, 400pum, CAES0.0, 0.10 eV
1.70E+04

160204
1502404
1402204
130E+04 JWM‘MAWAV"W

120E+04

304 302 300 298 296 294 292 290 288
Binding Energy (eV)

Figure S3.50. XPS spectra of a fresh Cu sample.
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Figure S3.51. XPS spectra of a Cu sample after 1 hr electrolysis at 200 mA cm=21in 1 M KOH.
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Figure S3.52. XPS spectra of a Cu sample after 1 hr electrolysis at 200 mA cm=2in 1 M KHCOs.



Atomic force microscopy — AFM

Atomic Force Microscopy (AFM) is a powerful tool to look into the smallest details
of the reactive surface. Below pum size topography heightmaps of a bare GDE sample
can be found as well as of before and after catalysis samples of Ag, Au, Sn and Cu
(Figure S53 — S57). The Z-axis of in the 1 ym x 1 um heightmaps has an aspect ratio of
1:1:0.3 (the 2 ym x 2 uym ‘Bare GDE’ sample has a normal 1:1:1 ratio). Although it is
hard to compare AFM images, it gives an idea of what the surface looks like on the

nano- and microscale.

Bare GDE

Bare GDE Bare GDE

Figure S3.53. Two AFM images of a bare GDE substrate (left 2.0 x 2.0 um, right 1.0 x 1.0 um). The
roughness of the surface ranges over 700 nm.



Ag sputtered Ag 1 M KOH

Ag 1 M KHCOs

850.0 nm 600.0 nm

Au 1M KHCOg
Au sputtered 3

600.0 nm

Figure S3.55. AFM images of Au before and after electrolysis.

Sn sputtered Sn 1 M KOH* Sn 1M KHCOs3

600.0 nm ,

600.0 nm

Figure S3.56. AFM images of Sn before and after electrolysis. For the Sn 1M KOH, SEM images
were covered in bright crystals. The KOH AFM measurement was performed in a sharp valley

between two crystals where only a small area of the GDE was visible.

Cu sputtered Cu 1M KOH Cu 1M KHCOs

£

Fiaure S3.57. AFM imaaes of Cu before and after electrolusis.
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Figure S3.58 Dimensions of the CO2 gas channel for the electrochemical cell.
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Figure S3.59 Dimensions of the electrochemical catholyte chamber.
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Figure S3.60 Dimensions of the electrochemical anolyte chamber-.
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Chapter 4.

Zero-gap electrochemical CO2 reduction cells:
Challenges and operational strategies for prevention of
salt precipitation

Salt precipitation is a problem in electrochemical CO- reduction electrolyzers that
limits their long-term durability and industrial applicability by reducing active area,
causing flooding and hindering gas transport. Salt crystals form when hydroxide
generation from electrochemical reactions interacts homogeneously with CO- to
generate substantial quantities of carbonate. In the presence of sufficient electrolyte
cations, the solubility limits of these species are reached, resulting in ‘salting out’
conditions in cathode compartments. Detrimental salt precipitation is regularly
observed in membrane electrode assemblies, especially when operated at high current
densities. This Perspective briefly discusses the mechanisms for salt formation, and
recently reported strategies for preventing or reversing salt formation in CO2 reduction
membrane electrode assemblies. We link these approaches to the solubility limit of
potassium carbonate within the electrolyzer, and describe how each strategy separately
manipulates water, potassium and carbonate concentrations to prevent (or mitigate)

salt formation (Fig 4.1).

Figure 4.9 Salt formation in CO, electrolysers occurs because of the interplay of K+, CO. and OH-
concentrations and is able to limit or block the flow through the gas channel.

This chapter is based on: Mark Sassenburg, Maria Kelly, Siddhartha Subramanian,
Wilson A. Smith, and Thomas Burdyny. ACS Energy Letters 2023 8 (1), 321-331. Dec
5, 2022, Available online at: https://pubs.acs.org/doi/10.1021/acsenergylett.2c01885
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4.1 The formation of carbonate salts

The electrochemical CO- reduction reaction (CO=-RR) provides a pathway towards a
more CO:neutral society. Although still in its infancy, the potential for this technology
to develop further has led to improvements in the product selectivity, activity and
stability of CO2RR electrolyzers. Much has been adopted from the already matured
electrochemical hydrogen evolution reaction (HER) field, where performance metrics
such as >1 A cm= conversion and >10,000 hr lifetime are easily surpassed. By
adopting technical features like the gas diffusion electrode (GDE)2-¢ and membrane
electrode assembly (MEA)7 cell architecture, the field of CO- reduction has achieved
industrially relevant current densities (>200 mA cm-) while retaining selective
conversion. These improvements were in part realized by utilizing highly alkaline
electrolytes, such as KOH, to limit the competing HER4:8-10 and humidifying the CO-
gas stream to manage water availability to the cathode and membrane.!t:2 However,
since being incorporated into more industrial reactors, additional challenges have been
found which impact the long term stability and economic feasibility of CO-RR. In
particular, the precipitation of salts within the reactor leads to operational failures
which diminish the potential impact of this technology. In higher energy efficiency
MEA architectures where a liquid catholyte is removed, salt precipitation is common

and highly-disruptive to steady performance.

An exchange MEA is the most common MEA architecture used in CO2RR
electrolyzers. The cathode side uses a porous GDE and is fed with a gaseous stream of
CO: that can be dry or humidified. The anode of the exchange MEA contacts a liquid
anolyte that provides reactants for the anode reaction (typically oxygen evolution) and
serves as a water source for the membrane.:2 MEAs with a gaseous anode feed (also
known as full MEAs) have been demonstrated for CO-RR13-16 but reports on these

systems are limited and fall outside the primary scope of this Perspective.
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Figure 4.2 Schematic representation of the cascade of reactions and ion transport in an exchange
MEA leading to salt formation on the cathode composed of a catalyst layer (CL) and gas-diffusion
layer (GDL). The inserted graph shows the change in ion concentrations occurring near the cathode.
After both COs?>- and K+ concentrations reach critical levels, the precipitation of K.COj, starts to occur.

The use of GDEs in MEAs is the feature which enables elevated current densities by
reducing the liquid diffusion length of CO. from the gas phase to the catalyst surface.
However, the production of hydroxide as a byproduct of CO-RR during water-splitting,
and the use the KOH as an anolyte, result in a highly alkaline local environment!7-19 in
the cathode compartment of the electrolyzer. The excess CO- which is enabled by the
gas-diffusion layer then simultaneously provides a route towards salt formation

through the production of (bi)carbonates (Fig. 4.2).

In MEAs, these carbonate salts can form in the cathode flow field, on the gas side of
the cathode, within the GDE, and on the membrane side of the electrode in systems

using both alkaline and near-neutral anolytes.”12.20.21 The deposits block the initially



porous GDE and cause the pressure within the cathode chamber to increase as gas flow
is progressively restricted by the salts.20.22 The presence and formation of salt also
restricts access of CO: to the catalyst, leading to increased hydrogen Faradaic
efficiencies. Although salt precipitation has been observed in other alkaline
electrochemical systems,23:24 its prevalence in CO- reduction electrolyzers comes from
the interplay of 3 components essential to CO-RR: the reactant CO- gas, the proton-
source (H=0 or HCO3-)25-27 and a cation that assists in catalysis.28-3° Several citations
used in the work presented here make use of 3 compartment flow cells2231.32,41.56 and
even fully aqueous setups25-30 47, in which mass transport can be quantitatively
different. Nevertheless, the underlying principles of local alkalinity, water and ion

transport, can generally be translated to MEA systems.

Several operational approaches have been deployed in literature to maintain long-
term CO: electrolysis without salt formation. In essence, however, each of these
strategies work towards a similar goal and separately prevent salt formation by
lowering either [K+], [CO32-] or [K-COs3] in the cathode compartment. Some are “active”
approaches that require a periodic change in the operational state of the electrolyzer.
Others are “passive” approaches that are in effect at all times. Here, we group the

strategies presented in literature into four general categories.

1. Passive Anolyte Approach - The anolyte concentration is decreased, or the
cation identity is changed, to keep the accumulation of cations at the cathode
surface below the critical salting out concentration.

2. Dissolution Approach - The cathode is periodically pulsed with water or an
equivalent solvent to dissolve accumulated salts and increase water availability.
Alternatively, while feeding a deionized water anolyte, the cathode is
periodically flushed with an “activation” solution to provide cations near the
cathode surface.

3. Active Pulse Approach - The MEA is operated in a pulsed electrolysis mode
where periodically switching to a low applied potential allows accumulated
cations and carbonate ions to diffuse away from the cathode, thereby keeping
their concentration below critical levels.

4. Passive Membrane Approach - The MEA membrane and its components

are chosen to reduce ion migration to and accumulation at the cathode.



This Perspective reflects on these operational strategies for avoiding or reversing
salt formation in CO- electrolyzers. We discuss each of these approaches in-depth next
to the phenomena causing salt formation to highlight that all strategies work towards
the same goal of avoiding the solubility limits of carbonate salts, each by targeting

either the cation, anion or water concentrations.

Firstly, to explain how salt formation takes place, we look at the conversion of CO--
to-CO on a Ag catalyst in an alkaline environment. During electrolysis, some of the CO-

fed into the system is converted to CO as described by the cathodic half reaction:
CO;(aq)+ H,0()+2e™ - CO(aq) +20H (aq) [1]

For each converted CO= molecule, two hydroxide ions are produced when in a
neutral or alkaline pH environment. In addition to making the environment more
alkaline, OH- also participates in the unwanted homogeneous conversion of CO: to

bicarbonate and carbonate (depending on the exact pH):

C0,(g)+20H (aq) = HCO; (aq)+OH (aq) = _CO3* (aq)+ H,0(l) [2]
pKa=6.4 pKa=10.3

Since CO: gas is abundantly present and hydroxides are continuously produced, the
effectively utilized amount of CO- gas for CO2RR can drop down to ~30% due to
dissolution, while up to ~70% of CO- is converted into carbonates that can fuel salt
formation. 3132 Multiphysics models developed by Weng et al. and Kas et al. have also
determined the maximum CO- utilization efficiency to be ~50% for an exchange MEA
system and a GDE with a flowing catholyte, respectively.33:34 While this is a significant
problem on its own in terms of CO- utilization efficiency, another issue is the

accumulation of carbonate at the cathode due to reaction [2].

The third reaction to consider is the combination of accumulating carbonate ions
near the gas-liquid interface and the cations (i.e., K+) that are used to improve ionic
conductivity and stabilize CO-reduction intermediates. Since the cathode is negatively
charged during electrolysis and hydroxide ions are being produced, migration of
cations from the anolyte past the membrane lead to a gradually increasing
concentration near the cathode to maintain charge neutrality within the system.
Ultimately the high concentrations of cations and carbonates exceed the solubility limit

(1096 g/L or 7.93 M K=COj at 20 °C in pure water)35 and lead to the formation of salts:

€05* (aq) + 2 K*(aq) S K,C03(s) [3]



It is most accurate to use the solubility product constant (Ksp) to define the
conditions for K-COj; precipitation. However, K-COs is highly soluble, and at saturation
the solution would deviate from ideal solution behavior. For simplicity, the remainder
of this review, the solubility of K-COj3 in units of molarity will be used to describe the
conditions for precipitation with the disclaimer that greater concentrations of

potassium and carbonate could lead to earlier than described salt formation.

In addition to K2CO3, KHCO3; and K4H2(CO3)3-1.5H-020 have also been detected by
ex situ XRD in MEA cathodes. KHCO3; and K4H2(CO3)3:1.5H20 can form by CO-
sorption of solid K-COs, so it is proposed that K-COj initially precipitates then reacts

with excess CO- in the gas stream to form other carbonate salts.20:36

Many studies have examined the effect of different salt cations on the performance
of CO2RR systems, but here we focus on the implications of K+ as it is the most studied
salt cation. These conclusions can be generalized to other cations, albeit with different
solubility limits potentially changing the primary location of salt formation in the

cathode compartment.

While the chemical reactions in Eqs. 1-3 describe how ions are formed and
precipitate into salts, the Nernst-Planck equation then describes the transport and

accumulation of ions across the electrochemical system:

ac(x)
ax

+2pC —"‘gi") + Cv(x) [4]

Jx)= -D
Flux = Dif fusion + Migration + Convection

Where J(x) is the flux of an ionic species, D is its diffusivity constant, dC/dx is the
concentration gradient, z is its electronic charge, F is Faraday’s constant, R is the ideal
gas constant, T is the temperature, d¢/dx is the electrical potential gradient, and v(x)
is the fluid velocity. Near the electrode surface where the fluid velocity v is negligible
(Cv(0) = 0), this equation states that in a steady state system where there is no net flux
of ionic species (J(x) = 0), the electromigration of potassium ions towards the negative
cathode has to equalize with the diffusion of high concentrations back to the (relatively)

low concentration bulk.



Within a zero-gap system the concentrations of ionic species are then determined
by the applied reaction rate, the anolyte concentration and the diffusion, migration and
convection driven ionic transport through the cathode region, membrane and anode
region. While carbonate forms easily as gaseous CO: reacts with the OH- product (Eqn
2), a zero-gap system typically has limited potassium ions initially at the cathode.
Moreover, the majority of reported zero-gap systems utilize anion exchange
membranes, which should be repellant to cations.37 Driven by the high concentration
of negative charges at the cathode, counterion transport of potassium across the anion
exchange membrane is facilitated through electro-osmotic drag as depicted in Fig 4.2.
In conjunction with water transport, partially neutralized potassium ions are able to

cross the membrane and accumulate at the cathode.

In order to avoid potassium carbonate precipitation in a strongly alkaline system,
the concentrations of both CO32- and K+ must be kept below 7.93 M and 15.86 M,
respectively. Although these concentrations are much higher than the ~1 M K+ of
typical CO2RR electrolytes, the substantial production of hydroxide and carbonate at
elevated current densities create such an environment, as was computationally

hypothesized by several catalyst layer concentration models.17:38.39

The experiences of rapid salt formation at industrially relevant current densities
(e.g. 50 minutes for a 2 M KOH anolyte operating at 100 mA cm2)4° indicate that the
migration term of cations towards the cathode is larger than the diffusion term in
equation 4. Once salting out conditions are met nucleation occurs and rapid growth of
crystals is observed into the cathode pores and flow field until salts block gas flow

altogether.

To achieve an operational lifetime in the range of hydrogen electrolyzers (>10,000
hours), methods for the prevention (or reversal) of salt formation in CO-RR MEA
systems need to be developed and improved. However, MEA designs to prevent
carbonate precipitation faces several challenges with various tradeoffs for performance
and durability. Any change made to suppress salt formation often contributes to other
negative effects such as electrolyte flooding4!, loss of CO2RR selectivity over HER 42,
increase in cell voltage43, or increased down time of the reactor for cleaning or pulsed
electrolysis modes44. Thus, implementation of engineering and design methods for
precipitation prevention results in a complex optimization problem of many MEA

operational factors.



In the last decade of CO=RR research, salt precipitation in CO: electrolyzers with
GDEs has not been studied extensively despite being a commonly observed
phenomenon. Only a few papers have mentioned salt formation and its importance in
operations, while fewer provide empirical engineering solutions to obtain longer
stability. By analyzing the research that has sought to overcome salt precipitation we
were able to identify 4 main categories of engineering solutions. These approaches
include (i) passively modifying the anolyte concentration and composition, (ii) actively
dissolving salts at the cathode, (iii) pulsing the electrolyzer, and (iv) passively
modifying the MEA. Collectively, these strategies tackle the same issue of preventing

potassium and carbonate from simultaneously reaching their critical concentrations.

4.2 Passive Anolyte Approach — Cation Concentration and

Identity

The first option presented to reduce salt formation is to decrease the concentration
of cations in the electrolyte or eliminate them entirely from the system (illustrated in
Fig. 4.3). From a mass transport perspective, a lower bulk concentration of K+ in the
anolyte reduces the transport effects of ion migration from the anode to the cathode.
Migration is then balanced by diffusion of cations from the cathode to the anode.
Combined, the accumulation of potassium at the cathode is maintained below the

solubility limit of K-COs3 thereby preventing salt precipitation (Fig. 4.3a).

Liu et al. showed that reducing the anolyte concentration to 10 mM KHCOj instead
of the typical 1 M concentration allowed stable operation for 3800 hours (200 mA cm-
2, 3 Veen).43 In this situation, the diffusion and migration terms equalize and keep the
potassium concentration below the critical salting out condition. However, the use of
a lower anolyte concentration also increased the overall cell resistance, leading to
higher cell potentials. Similarly, Endrédi et al. observed decreasing the electrolyte
concentration prolongs electrolyzer operation at the expense of current density. When
operating an MEA at 3.1 Ve, the current density with a 0.1 M KOH anolyte was
300 mA cm2, but dropped to 100 mA cm in a deionized water anolyte.2° The drop in
current density when using a pure water feed can again be attributed to its low
conductivity: electrochemical impedance spectra of both cells indicated a 3 to 4 times
larger charge transfer resistance in the MEA fed with pure water compared to 0.1 M

KOH. Reyes et al. highlighted that aside the importance of cation regulation, gas-fed



CO: electrolysers also depend strongly on managing the hydration of the catalyst and

membrane.68

However, the performance of CO-RR MEAs using a pure water anolyte has been
improved using novel membranes and ionomers that reduce the ionic resistance and
improve its permselective behavior (the ability to conduct H* over K+).% For example,
Yin et al. used a quaternary ammonia poly(N-methyl-piperidine-co-p-terphenyl)
polymer as both anion exchange membrane and cathode ionomer in an MEA operating
with pure water anolyte. The system achieved 100 mA cm2 at 2.25 V for over 100 hr
with CO FE consistently greater than 90%.45 The same system reached 500 mA cm-2
and ~90% FE at 3V and 60 °C, although long term durability at this current density
was not reported. By avoiding the use of an alkaline electrolyte and introduction of
metal cations, the authors were able to prevent salt precipitation entirely. Notably, it is
necessary to have small amounts of alkali metal cations to increase the system
conductivity and stabilize the CO2RR intermediates,29 so the mechanisms for CO-RR
in systems with deionized water anolytes should be further investigated. O’Brien et al.
suggests such systems without a mobile cation can still achieve high CO2RR selectivity
because the fixed positive charges in the anion exchange membrane stabilize the

intermediates instead.46 These examples demonstrate the tradeoff between salt
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Figure 4.3 (a) Plot of assumed cathode concentration versus time showing the general trends of K+
and CO42- concentrations at the cathode when the anolyte concentration is reduced. (b) Schematic
depiction of a lower concentration of K+ in the anolyte solution resulting in reduced electromigration.
This enables the balancing between migration and diffusion of K+, keeping the total concentration

below its solubility limit.



precipitation and cell voltage. Thus, for the issue of salt prevention, the question is
whether it is economically beneficial to prevent salt precipitation by using dilute
electrolytes that will increase the overall cell potential. As more data on long-term
testing of CO2RR electrolyzers becomes available, technoeconomic analyses should
consider the tradeoff between cell potential and cell lifetime which is influenced by salt

precipitation.

Salt precipitation may also be controlled by the chemical composition of the
electrolyte. Cofell et al. observed that switching the electrolyte from KOH to CsOH in
a flow cell resulted in smaller, well-dispersed bicarbonate crystal deposits and a
slowing of the performance degradation caused by the precipitation of carbonate salts.4
By contrast, the bicarbonate deposits formed from KOH electrolyte covered much
larger areas of the cathode and formed fractal-like patterns. Chiacchiarelli et al. also
noted the effect of cation identity on slowing the formation of deposits on an
electrode.47 In their work, a rotating Sn electrode was submerged in a 0.1 M KHCO3
electrolyte purged with N.. Subsequent electrolysis resulted in several degradation
modes, including alkali deposits from the electrolyte. The amount of the deposits
decreased based on the cation identity in the order Na+ > K+ > Cs*. This trend could be
explained by the solubility change with cation identity (Table 1). For carbonates, the
solubility (in units of molarity) increases in the order Na+ < K+ = Cs*, and for
bicarbonates, the trend is Na+ < K+ < Cs+.35 Additionally, differences in ionic radius,
ion hydration, and ion diffusivity have all been suggested to affect the rate of cation
transport to the cathode surface and the energies required to nucleate and grow a
carbonate salt.447 These effects of cation identity on salt precipitate morphology merit

further investigation and have yet to be shown in an MEA architecture.

Table 1: Solubility of (bi)carbonate species for Na+, K+ and Cs* cations.

Salt Solubility (M at 20°C)
NaHCO; 1.14

KHCO;3 2.24

CsHCO3 3.49

Na.COs3 2.06

K2COs 7.93

Cs2CO3 8.01




4.3 Dissolution Approach — Adding solvents to the Cathode

The second approach to reduce the consequences of salt precipitation works by
actively adding solvents to the cathode region to dissolve and remove precipitates and
elevated salt concentrations from near the cathode surface. While preventing salt
formation is ideal, this second strategy demonstrates how operational performance can
be regained after salts have precipitated in a CO2RR system. Importantly this strategy
takes advantage of the fact that the most detrimental effect of salt formation is
blockages of the CO- diffusion pathways, and not necessarily the nucleation of salt
crystals themselves. If the salt crystals at the cathode can then be removed through the
timely introduction of a secondary flow, the operational lifetime of the system can be
increased (Fig. 4.4). Additionally, preventative addition of water to the cathode region

can periodically lower ion concentrations prior to salt formation occurring.

Endrédi et al. performed two experiments to remove the accumulation of K-CO;
salts in the cathode.42 In the first experiment, the cathode gas feed was humidified and
heated to 85 °C to increase the water vapour in the cathode flow field and salt solubility.
This approach allowed for stable operation for at least 8 hours (at 200 mA cm-2, 3 Veen),
but lowered the selective CO conversion to 65 - 70% due to the increased water content
which promoted HER. In the second experiment, the cathode chamber was flushed
once per hour with 50 cm3 deionized water (Teen = 60°C). During CO:2RR, a
continuously decaying current (275 — 200 mA cm-2) was obtained, which the authors
attributed to the formation of K-COjs. After each dissolution step, the reduced current
returned to its initial value after which a new ‘decay cycle’ was initiated. The
combination of lower temperature and salt dissolution resulted in a continuous
selectivity of 85% CO»-to-CO. The empirically chosen value of 50 cm3 deionized water
shows that this method of regeneration is possible, but also far from optimized. Later
work by the same group cast doubt on cathode rinsing as a viable long-term technique
for removing precipitates since significant pressure is necessary to penetrate the
hydrophobic cathode and effectively clean out the precipitated salts.2° Currently,
carbon based GDEs commonly used for CO-RR are only mechanically robust enough
to withstand pressure differences up to 100 mbar prior to flooding.448 Moreover,
droplets that remain in the GDL after rinsing can promote HER and limit the free
accessibility of CO: to the catalyst. The two aforementioned effects indicate the limited

feasibility of dissolution as a viable technique to overcome salt formation.
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Figure 4.4 (a) Plot of cathode concentration versus time showing the general trends of K+ and COs*
concentrations at the cathode during active flushing of the cathode compartment. (b) Schematic
depiction of actively mitigating the buildup of ions and nucleation of crystal seeds on the catalyst by

dissolving and removing salt from the cathode with water or a regenerative solution.

Instead of using water to periodically dissolve and flush out already formed salts,
increasing the water availability has also been shown as a technique to prevent salt
precipitation. In one case, De Mot et al. introduced more liquid water to a Sn-based
MEA for formate production by injecting a constant stream of water with the cathode
gas feed.40 The water injection rate was calculated by conducting a water balance on
the cathode compartment, and the authors determined 0.15 mL/min of additional
water was necessary to prevent salt precipitation. This calculation was in good
agreement with their experimental results which found that at 0.2 mL/min of water
injection, there was no visible salt formation within 1 h (although potassium was
detected in the electrode pores by ICP-MS). For comparison, at a 0.1 mL/min water
injection rate, the MEA failed after 50 minutes because of salt precipitation. Further
increasing the water injection rate decreased the amount of K+ detected in the cathode
GDE, but also diluted the concentration of formate in the product stream. Typically,
concentrated product streams are desired for downstream processing steps, so this
work highlights the potential negative impact of water (and salt) management schemes

on product dilution.

In a separate work, Wheeler et al. humidified the cathode gas feed to reduce the
formation of salt precipitates.’> When water is supplied through the gas stream, less

water is drawn across the anion exchange membrane to facilitate CO>RR. This means



that co-ion transport of K+ across the membrane is reduced, mitigating the
accumulation of K+ at the cathode. However, Mardle et al. noted that humidifying the
gas feed lowers selectivity for CO2RR at higher current densities because of flooding of
the cathode. Thus, water management is key to not only CO-RR performance but also
salt precipitation.49 Conversely, others suggest that salt formation is initially caused by
flooding of the electrolyte into the GDE and then drying of the electrolyte to leave
behind salt crystals that subsequently pump more liquid into the GDE.3¢ So the
question remains whether salt formation in the cathode GDE is caused by flooding and
drying of the electrolyte, by salt crystals first forming and then pulling liquid in to flood

the electrode, or a combination of both processes.6:5°

The examples discussed above all use a liquid anolyte containing KOH or KHCO3
and rely on introducing more water to the cathode to flush out salts or limit co-ion
migration. Recently, Endrédi et al. have successfully mitigated salt precipitation by
taking the opposite approach: feeding the cell with a pure water anolyte and
periodically “activating” the cathode by injecting a small volume of alkali cation
containing solutions (10 cm3 of 0.5 M KOH) into the cathode feed.2° These solutions
were 1:3 isopropanol/water mixtures (to help the solution penetrate the hydrophobic
GDE) and were injected every 12 hours of operation. At a constant cell potential of
3.2V, initial introduction of the activation solution increased jco from 120 mA cm- to
350 mA cm-2. Over the course of 224 hours, jco stabilized to 420 + 50 mA cm2 and no
salt precipitation was observed in the cells; however, stable operation over thousands

of hours using this technique has not yet been demonstrated.

4.4 Active Pulse Approach — Pulsed electrolysis

A third approach to overcome salt precipitation is the use of a periodic regeneration
voltage to redistribute ions within the MEA. In this approach the device voltage is
ramped up and down in a predefined duty cycle, which lowers the operating current
density and temporarily reduces the formation of byproduct hydroxide. During the
lower voltage cycle the transport of ions in the system is maintained, however
(Fig. 4.5). Migration of K+ from the anolyte is then decreased, while CO32- has
additional time to move to the anode, collectively decreasing the concentrations of both

ions and preventing salt formation.

Xu et al. demonstrated the benefits of a recurring regeneration step where the



potential was alternated between -3.8 Vcen during operation and -2.0 Vcen during
regeneration. Stable operation was maintained for 236 hours (out of which 157 hours
were at an operational voltage).44 When the same setup ran without a regeneration
voltage, the system broke down after ~10 hours due to salt formation. Subsequent
modelling of these two systems indicated that electromigration (instead of diffusion)
of carbonate ions during the regeneration step is responsible for the long-term stability
of the pulsed electrolyzer. These works indicate that active manipulation of applied
current or voltage are viable methods of controlling the pH and ion distribution in an

MEA to mitigate salt precipitation.

Due to the low number of case studies on altering operational and regenerative
voltages as well as cycle durations, there is plenty of room for further investigation
using this approach. To complement the relevance of this direction of research, future
CO: electrolyzers are likely required to operate intermittently to account for fluctuating
power generation from renewable sources.5! However, there may then be too many

operational constraints from both the electrolyzer and system perspective to optimize
both fully.52
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Figure 4.5 (a) Plots of cathode concentration and cell voltage versus time showing the general trends
of K+ and CO4? concentrations at the cathode during pulsed electrolysis. (b) Schematic depiction of
ton-transport during a ‘pulse’ of lower voltage. At the lower regeneration voltage, the reaction slows
down and migration of carbonates and K+ allow the system to partially homogenize before returning

to the operational voltage.



4.5 Passive Membrane Approach — Membranes and Materials
The previous three approaches, while viable to maintain steady operation, all
allowed for the excess formation of carbonate species. The operational approaches then
provide an engineering solution rather than a fundamental solution to the problem of
salt formation. The final approach described here aims to reconvert any formed
(bi)carbonates back into CO- by providing protons to the cathode chamber through the
use of a bipolar membrane (BPM) instead of a monopolar membrane (Fig. 4.6).53-56
Such an approach then adjusts the physical and chemical components of the MEA itself

which differs from the previous operational approaches.

A BPM is composed of both a cation exchange layer and an anion exchange layer
that are affixed to one another. Upon the application of a reversed bias (where the
cation exchange layer is closest to the cathode and the anion exchange layer is closest
to the anode), water inside the membrane is split into H+* and OH- molecules which
migrate to the cathode and anode, respectively. By using a BPM in a MEA for CO-
electrolysis salt formation is then reduced through two different approaches. First, the
H+ generated in the BPM migrates to the cathode and chemical interacts with
(bi)carbonates to regenerate CO., effectively offsetting the hydroxide that was
generated in Eq. 1.57-59 And second, as H* becomes the primary charge carrier, the
migration of the co-ion K+ from the anolyte is greatly reduced. Both [K+] and [CO32]
are then reduced using a BPM operating in reversed bias as compared to a monopolar
membrane. A large factor in t