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Abstract

The arterial input function (AIF) plays a crucial role in estimating quantitative perfu-

sion properties from dynamic susceptibility contrast (DSC) MRI. An important issue,

however, is that measuring the AIF in absolute contrast-agent concentrations is chal-

lenging, due to uncertainty in relation to the measured R ∗
2 -weighted signal, signal

depletion at high concentration, and partial-volume effects. A potential solution could

be to derive the AIF from separately acquired dynamic contrast enhanced (DCE) MRI

data. We aim to compare the AIF determined from DCE MRI with the AIF from DSC

MRI, and estimated perfusion coefficients derived from DSC data using a DCE-driven

AIF with perfusion coefficients determined using a DSC-based AIF. AIFs were manu-

ally selected in branches of the middle cerebral artery (MCA) in both DCE and DSC

data in each patient. In addition, a semi-automatic AIF-selection algorithm was

applied to the DSC data. The amplitude and full width at half-maximum of the AIFs

were compared statistically using the Wilcoxon rank-sum test, applying a 0.05 signifi-

cance level. Cerebral blood flow (CBF) was derived with different AIF approaches

and compared further. The results showed that the AIFs extracted from DSC scans

yielded highly variable peaks across arteries within the same patient. The semi-

automatic DSC–AIF had significantly narrower width compared with the manual

AIFs, and a significantly larger peak than the manual DSC–AIF. Additionally, the

DCE-based AIF provided a more stable measurement of relative CBF and absolute

CBF values estimated with DCE–AIFs that were compatible with previously reported

values. In conclusion, DCE-based AIFs were reproduced significantly better across

vessels, showed more realistic profiles, and delivered more stable and reasonable

CBF measurements. The DCE–AIF can, therefore, be considered as an alternative AIF

source for quantitative perfusion estimations in DSC MRI.

Abbreviations: aCBF, absolute cerebral blood flow; AIF, arterial input function; CBF, cerebral blood flow; CBV, cerebral blood volume; CV, coefficient of variation; DCE, dynamic contrast

enhanced; DSC, dynamic susceptibility contrast; FOV, field of view; FWHM, full width at half-maximum; GM, grey matter; IDH, isocitrate dehydrogenase; MCA, middle cerebral artery; MTT,

mean transition time; rCBF, relative cerebral blood flow; RIGEL, Radiotherapy in Isocitrate dehydrogenase mutated Glioma: Evaluation of Late outcomes; ROI, region of interest; SPGR, spoiled

gradient-recalled; WM, white matter.
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1 | INTRODUCTION

Over the past three decades, dynamic susceptibility contrast (DSC) MRI has emerged as a powerful tool for studying the brain's haemodynamic

characteristics. It is applied to estimate perfusion properties in patients with various pathologies, including stroke and cancer patients: for exam-

ple, the cerebral blood volume (CBV), cerebral blood flow (CBF), and mean transition time (MTT).1,2 Additionally, timing parameters, such as time-

to-bolus-peak, were found to have important clinical value.3 The estimation of tissue perfusion properties is based on indicator dilution theory4

and is driven by the measurement of the arterial input function (AIF). The AIF represents the time-varying contrast-agent concentration measured

in arterial blood supplying the tissue under investigation. Ideally, it should be measured directly in the artery supplying the tissue of interest. How-

ever, in practice it is usually derived from a large artery, such as the internal carotid artery or middle cerebral artery (MCA).

An issue in estimating the perfusion properties is that the relation between the ΔR ∗
2 -weighted DSC signal and the contrast-agent concentra-

tion is uncertain. For practical reasons it is often assumed that contrast-induced changes in R ∗
2 are linearly proportional to the contrast-agent con-

centration. However, some studies showed that the relation is rather more quadratic than linear, as well as dependent on the haematocrit level in

blood.5–8 Moreover, three effects can affect the shape of the measured AIF severely. First, the AIF is assumed to be measured in pure blood,

which will never be the case, as limited spatial resolution leads to mixing of structures, known as partial-volume effects.9 Such partial-volume

effects can lead to highly nonlinear distortions of the measured AIF. Second, the signal in large arteries tends to reach the noise floor during the

passage of contrast agents, leading to signal depletion.10 This is due to the commonly applied choice of a single, long echo time in clinical practice,

which is optimal for capturing the bolus passage in brain tissue. Third, the time–concentration curve from voxels inside an artery, especially the

peak, can become distorted due to displacement effects resulting from the increase of the local precession frequency induced by the paramag-

netic contrast agent within the artery.11

Dynamic contrast enhanced (DCE) MRI is another perfusion technique enabling estimation of cerebral haemodynamics, which is based

on the R1 effects induced by the contrast agent. Importantly, the relation between the R1 relaxation rate and contrast concentration in blood has

been studied comprehensively and is more stable under different conditions than R ∗
2 -based measurements.12 As such, DCE imaging holds the

potential to provide a more accurate AIF measurement in absolute units (i.e., in mM). Furthermore, the spoiled gradient-recalled (SPGR) imaging

sequence that is commonly used for DCE MRI provides somewhat higher spatial resolution, reducing partial-volume effects. Still there are two

issues when measuring the AIF with DCE MRI. First, fresh, unsaturated protons can flow into the imaging volume, while they are assumed to be

saturated, leading to underestimation of the contrast-agent concentration: this is referred to as the inflow effect.13,14 Lately, however, several

approaches were proposed to ameliorate the inflow effect.15–17 Second, concomitant T ∗
2 effects induced by high contrast concentration

may confound the measured R1-weighted signal enhancement.18 This effect can be diminished by using a sufficiently short echo time for the

DCE sequence.

We hypothesized that a DCE-based AIF measurement might improve perfusion measurement in DSC MRI compared with using a DSC-based

AIF measurement. Of course, the need for two contrast-agent based MRI scans might make such an approach clinically impractical at first sight.

However, a preload contrast injection is frequently applied in DSC MRI in order to saturate the extravascular space to minimise errors by

contrast-agent leakage.19,20 Therefore, this preloading stage might be exploited by performing DCE image acquisition, from which a potentially

improved AIF could be obtained. In addition to AIF determination, these data could also be used for leakage quantification and estimating vascular

permeability, but this is not the focus of the current study.

In this study, we aimed to compare the AIFs measured from DCE and DSC MRI, as well as the effect of the different AIF approaches on the

estimation of perfusion properties. To do so, we performed combined DCE and DSC imaging in patients suffering from diffuse gliomas as included

in an ongoing study into effects of radiotherapy. The characteristics of the AIFs from both DCE and DSC imaging were studied systematically.

Furthermore, perfusion parameters were compared when using the two different AIFs.

2 | METHODS

2.1 | Patient cohort

Data in this study were acquired as part of an associated clinical study in the Netherlands: the Radiotherapy in isocitrate dehydrogenase (IDH)

mutated Glioma: Evaluation of Late outcomes (RIGEL) study (trial identifier: NCT04304300). The first 10 patients who had histologically
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confirmed, IDH mutated glioma (WHO grade 2 or 3) and for whom the relevant imaging data were available were included in this substudy.

Informed consent was obtained from all individual participants. Postoperative radiation therapy and chemotherapy were given to every patient

after surgical tumor resection. MRI was performed before and approximately 4 months after radiation therapy. From one patient, DSC and DCE

images were obtained before and after radiation therapy, from two patients scans were only made post-treatment, and from seven patients the

pre-treatment images were included. Table 1 collates the relevant information for our patient cohort.

2.2 | Imaging and injection protocol

Imaging was performed on a 3T MRI system (Signa Premier, GE Healthcare, Wisconsin, USA) with a 48-channel head coil in the Erasmus MC

(Rotterdam, the Netherlands).

Prior to contrast-enhanced imaging, a high resolution T1-weighted image was acquired using an inversion recovery preparation, 3D fast

spoiled gradient echo sequence (brain volume imaging, BRAVO) with TR=TE: 7.6/3.1ms, inversion time: 450ms, flip angle: 12�; field of view

(FOV): 240 � 240 � 175 mm3, matrix size: 256 � 256 � 176, in-plane resolution: 0.94 � 0.94 mm2.

In each patient, 7.5 ml of Gadobutrol (Gadovist®, Bayer, Germany), corresponding to a standard dose for a 75-kg patient, followed by a

15-mL saline flush were automatically injected with a 22-g cannula via the antecubital vein at 5 mL� s�1 by a power injector (Spectris Solaris EP,

MEDRAD, Pennsylvania, USA), during which DCE imaging was performed. Immediately after DCE acquisition, a second bolus of contrast agents

with the same dose and protocol was injected, during which DSC imaging was done. The contrast-agent injections were started 20 seconds after

commencing the DCE and DSC acquisitions.

DCE images were acquired using a differential subsampling with Cartesian ordering (DISCO) sequence21 with TR=TE: 2.7/0.9ms, flip angle:

14�; FOV: 220 � 220 � 142mm3, matrix size: 128 � 128, 72 slices, in-plane resolution: 1.7 � 1.7 mm2, slice thickness: 2mm, temporal resolution:

2 s, yielding 183 dynamics at a total scan time of 6 minutes and 20 seconds. DSC images were obtained with a T ∗
2 -weighted gradient-echo echo-

planar imaging sequence with TR=TE: 2000/45ms, FOV: 220 � 220 � 140 mm3, matrix size: 100 � 100, 29 slices, in-plane resolution: 2.2 � 2.2

mm2, slice thickness: 5mm, temporal resolution: 2 s, yielding 50 dynamics in total.

2.3 | Preprocessing

All image processing was done with in-house created software in MATLAB R2020a (The MathWorks, Inc., Natick, Massachusetts, United States).

Head motion between the dynamic scans (both DCE and DSC images) was checked visually by monitoring the three cross-sectional lines of cen-

tral coronal, sagittal, and axial slices across time. In cases in which misalignment of the boundaries in these orthogonal slices was observed, this

was corrected by performing image registration of the entire series to the first volume. Registration was done by a 3D rigid transformation opti-

mizing the normalized mutual information as implemented in SPM12.22 Subsequently all DSC volumes were resampled to 72 slices and registered

to the first DCE volume with the same registration approach. Finally, all volumes were resampled to share the same image coordinates and

voxel size.

2.4 | AIF selection

AIF measurements were obtained in three ways. From the DCE data, the DCE–AIF was determined via manual selection based on the criteria

described below. From the DSC data, AIFs were obtained by two different approaches: (1) projection of the manually selected voxels from the

DCE images onto the DSC images followed by a manual correction step (see below); (2) a semi-automatic identification from the DSC series.

The latter two AIFs will be referred to as the manual DSC–AIF and the semi-automatic DSC–AIF, respectively.

TABLE 1 Patient cohort.

Patient number Age Sex Tumor hemisphere MRI timing

N¼10 36.1� 10.3 Male 7 Right 8 Pre-treatment 7

Female 3 Left 2 Post-treatment 2

Both 1

TSENG ET AL. 3 of 14
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2.4.1 | DCE–AIF measurement

In every dataset, five different arteries belonging to the territory of the MCA were identified visually based on clearly observable signal

changes during the upslope of the contrast-agent passage. In each such artery, a group of voxels were delineated inside the artery. Such

regions of interest (ROIs) were placed in the central part of vessels to limit partial-volume effects as much as feasible. Subsequently, the

selected ROIs were projected onto the entire DCE time series. The resulting concentration–time curves were not reviewed based on visual

quality in any way.

2.4.2 | DSC–AIF measurement

First, the selected voxels of the five arteries in the DCE images were copied onto all the registered DSC images. These copied ROIs could subse-

quently be adjusted slightly to make sure that they were all located inside the artery. This step was added to compensate for small misregistra-

tions when deemed necessary. The resulting ROI was then projected on the entire DSC series. Again, the resulting concentration–time curves

were not reviewed for visual quality.

Secondly, a semi-automatic technique for AIF selection was applied based on a clustering approach favoring early bolus arrival time, large area

under curve, and small residual error of a fit with a gamma function.23 Initial experiments were performed first to optimize the search region and

the optimal number of selected voxels by the algorithm. The tuning procedure is illustrated in the supplementary material (Figure S1). Subse-

quently, the optimal settings were applied in the same five slices of the DCE–AIF determination. In each slice, the algorithm automatically identi-

fied a group of voxels in which the signal resembled an AIF, irrespective whether they resided inside an artery. No further corrections were

applied to the selected voxels.

The signals in each ROI (manual selection) and group of voxels (semi-automatic selection) were averaged to yield mean time–intensity cur-

ves. Thus, for each type of AIF (DCE–AIF, manual DSC–AIF, semi-automatic DSC–AIF), five such curves were generated for each patient. The

mean time–intensity curves were subsequently normalised by dividing them by the average signal of the first five time points (i.e., baseline

points) to produce signal ratio curves, which were used to derive contrast concentration–time curves. Figure 1 summarizes our AIF selection

procedure.

2.5 | AIF calculation from DCE images

A previously published approach17 was applied to compensate for potential underestimation of contrast concentration due to inflow effects.

Specifically, a parameterized version of Orton's AIF model,24 constrained by a fixed area under the first passage reflecting the known injection

dose, was first fitted to the DCE signal ratio curve to estimate the number of excitation pulses experienced by the protons. Subsequently, the

estimated number of pulses was used to calculate the contrast-agent concentration at each time point so that the underestimation from the

inflow effect was corrected for. The inflow-compensated signal ratio curves from the DCE images were transformed into contrast

concentration–time curves by assuming a linear relation between the concentration and the T1 relaxivity25; the longitudinal relaxivity in plasma

(asserting a haematocrit level of 0.45) at 3.0T was assumed to be 4.5 L � ðmM � sÞ�1 for gadobutrol at 37 �C,12 and the initial T1 value of blood was

set to 1.6 s.26

2.6 | AIF calculation from DSC images

The DSC-driven AIFs were first translated into concentration–time curves by the most commonly used conversion model. As such, ΔR ∗
2 was

assumed to be linearly related to the contrast-agent concentration. We initially computed

ΔR ∗
2 ðtÞ¼

�1
TE

� lnSrðtÞ, ð1Þ

in which TE is the echo time of the DSC sequence and SrðtÞ is the signal ratio curve (see Section 2.4). Subsequently, relying on the linearity

assumption, we determined the contrast-agent concentration by applying a proportionality constant of 16.5 ðmM � sÞ�1, which we derived from

the linear approximation of a quadratic model at contrast concentrations ranging from 0–10mM.8 Dividing ΔR ∗
2 by this constant yielded the con-

trast concentration for the manual and semi-automatic DSC–AIFs.
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2.7 | Quantitative assessment of AIF curves

For each method in every patient, the mean and variance of the peak values and the full widths at half-maximum (FWHMs) of the AIFs were

determined and compared between the methods. Differences were statistically assessed using the Wilcoxon rank-sum test. P-values smaller than

0.05 were considered as statistically significant. Scatter plots and Bland–Altman plots were created for comparison of differences between

methods.

2.8 | Perfusion coefficients

CBF was calculated from the DSC data based on a conventional tracer kinetic model,27 in which the relationship between the tissue response and

the AIF is defined through a convolution integral:

1�HctLV
ρ � ð1�HctSVÞ �CtðtÞ¼CBF � ðCaðtÞ∗RðtÞÞ, ð2Þ

in which ρ is the assumed density of brain tissue, set to 1.04 g� ml�1 and HctLV and HctSV are the presumed hematocrit levels in large and small

vessels of 0.45 and 0.25, respectively, as used in Rempp et al.,28 CtðtÞ is the time–concentration curve in tissue, CaðtÞ is the AIF, and RðtÞ is the

F IGURE 1 Flowchart of our AIF selection procedure. Abbreviations: CE, contrast enhanced; MCA, middle cerebral artery; ROI, region of interest.

TSENG ET AL. 5 of 14
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tissue residue function. The latter function describes the fraction of a hypothetical instantaneous bolus of tracer that is still present in the tissue

at time t and is obtained by deconvolving CtðtÞ with CaðtÞ. The maximum value of the deconvolution outcome represents the CBF value in the

voxel concerned. The block-circulant deconvolution method was applied for this calculation, which has been proven to be less sensitive to delay

effects between AIF and tissue-passage curves.29

The relative CBF (rCBF) was used to compare the stability and reliability of the various AIF types in perfusion estimation. A group of voxels

was manually selected in normal-appearing white matter in a region contralaterally with respect to the tumor location. The rCBF map was pro-

duced by dividing all CBF values by the mean of the selected region. The coefficient of variation (CV) in rCBF was computed using the three AIFs

measured across the different slices (i.e., rCBF maps were calculated based on the AIFs determined from the five different arteries). The CV in

each voxel was then derived by calculating the ratio of the standard deviation and the mean.

In addition, the means of the AIFs in each source were used to estimate an absolute (i.e., quantitative) CBF measure (aCBF). As such, tissue

concentration maps were generated by normalizing ΔR ∗
2 (t) with a previously reported relaxivity value R ∗

2 in tissue:

CðtÞ¼ΔR ∗
2

r ∗2
, ð3Þ

in which r ∗2 was set equal to 85 ðmM � sÞ�1.30 Subsequently, aCBF maps were produced by deconvolving the tissue concentration–time curves

with the mean AIFs. This aCBF was registered to the T1-weighted image via SPM12 for further processing. Tissue probability maps were derived

by applying the SPM12 segmentation function on the T1-weighted image. The hemisphere from which the tumor was removed was masked in

each patient. Finally, aCBF values of the remaining, normal appearing grey matter (GM) and white matter (WM) were sampled and compared with

values reported in literature.

3 | RESULTS

3.1 | Example DCE and DSC–AIFs

One representative example of AIF selection is shown in Figure 2. The selected region was determined based on the DCE image containing the

MCA (Figure 2A) and projected onto the registered, corresponding DSC slice (Figure 2B). Observe that the DCE–AIFs across voxels appear

much more consistent and exhibit less variation in peak height than the DSC–AIFs (Figure 2D). The selected arterial-like voxels from the semi-

automatic algorithm applied on the same slice are shown in Figure 2C and the AIF calculations from every individually selected voxel are plotted

in Figure 2E. Figure 2F shows the characteristics of the AIFs obtained from the three approaches. While the peaks of the two manual

approaches are overlapping, the shapes of the DCE–AIF and the manual DSC–AIF appear very similar, especially during the first passage of the

contrast bolus. Instead, the semi-automatic DSC–AIF demonstrated higher peak values in combination with a more narrow width compared with

the manual DSC–AIF. Further results related to the optimization of the semi-automatic DSC–AIF estimation are included as supplementary

material.

The DCE and DSC–AIFs derived from different vessels (or slices) are plotted in Figure 3. Overall, the DCE-based AIFs exhibited better repro-

ducibility visually than the DSC-based AIFs in all patients. Only two patients are shown for illustration purposes, one with relatively small variation

of the DSC–AIF peak heights (Figure 3B,C) and one with larger variation in both the peak height and tail shape (Figure 3E,F), which is more repre-

sentative for the other patients.

3.2 | Quantitative analysis

The mean and the standard deviation of the peak value and FWHM from the AIFs are summarized in Table 2. The CV of the peak values from

all DSC–AIFs were larger than those of the DCE–AIFs. The peak value of the DCE–AIF was significantly higher than the peak value of the man-

ual DSC–AIF (p-value: 0.00008). The peak value of the semi-automatic DSC–AIF was significantly higher than the peak values of the DCE–AIF

(p-value: 0.03) and manual DSC–AIF (p-value: 0.00008). There was no significant difference between the mean FWHM of the DCE–AIF and the

mean FWHM of the manual DSC–AIF. The mean FWHM of the DCE–AIF was significantly larger than the mean FWHM of the semi-automatic

DSC–AIF (p-value: 0.0004). Likewise the FWHM of the manual DSC–AIF was significantly larger than the FWHM of the semi-automatic DSC–

AIF (p-value: 0.0008). Scatter plots and Bland–Altman plots for comparison of the FWHM values are shown in Figure 4. The mean FWHM differ-

ence between the DCE–AIF and the manual DSC–AIF was 0.5�1.6 s (CI (95%) = [�2.5, 3.6]). The mean FWHM difference between the DCE–AIF

and the semi-automatic DSC–AIF was 3.2�1.6 s (CI (95% ) = [0.1, 6.3]). Finally, the mean FWHM difference between the two DSC–AIF methods

was 2.7�1.2 s (CI (95% ) = [0.3, 5.1]).
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3.3 | CBF analysis

The CV map of the rCBF with different types of AIFs in a representative patient is shown in Figure 5. The mean CVs of whole brain rCBFs calcu-

lated with the different AIFs in every patient are listed in Table 3. One can observe that the DCE–AIF provided a more stable rCBF measurement,

that is, showing smaller relative variance than the DSC–AIFs did. Means and standard deviations of the sampled aCBF values in the GM and WM

masks across individuals are collated in Table 4. The average aCBFs in GM and WM over all patients were 51.5 and 24.0 ml�(100 g)�1�min�1 with

the DCE–AIFs, 110.0 and 44.2ml�(100 g)�1�min�1 with the manual DSC–AIFs, and 72.5 and 28.4ml�(100 g)�1�min�1 with the semi-automatic

DSC–AIFs, respectively. Patient 6 was excluded from the calculation of the group average because severe ringing artefacts were observed

(Figure S2). Additional results related to CBV estimation are presented in the supplementary material.

4 | DISCUSSION

This article studied the potential of replacing an AIF from DSC imaging with an AIF from DCE to improve the precision of estimating DSC-based

perfusion properties. The DCE-driven AIF showed much more stable peak estimation and smoother curves compared with the DSC–AIFs. In

effect, less variation in calculated perfusion parameters could be expected, which was confirmed by the reduced rCBF variance.

We attribute the better reproducibility of the DCE-driven AIF to the absence of detrimental effects, such as susceptibility artefacts, large

partial-volume effects, signal depletion, and voxel displacement, which do affect the DSC data. Some previous studies introduced an additional

slice or sequence targeting the AIF measurement specifically, to be succeeded by a more comprehensive DSC series.31–33 Instead of doing this,

we exploited the preload injection to perform DCE MRI. As such, it facilitated acquisition of a quantitative AIF, that is, representing contrast-agent

concentration instead of change in R ∗
2 over time.

F IGURE 2 Illustration of AIF measurements in a single artery of an example patient. The ROI for calculating the AIF curves was (A) manually
selected in the DCE images and (B) subsequently projected onto the registered DSC images. (C) A semi-automatic detection algorithm was
applied to the same plane, using default settings; detected voxels are indicated in red. Contrast concentration changes measured in the DCE and
DSC series in the voxels from the selected regions in (A) and (B) are plotted in (D). Blue lines are measurements from DSC MRI (left y-axis); red
lines represent measurements from DCE MRI (right y-axis). AIF curves from the automatically detected DSC voxels (C) are shown in (E). The mean
DCE–AIF and the two mean DSC–AIFs are compared in (F). The peak of the DCE–AIF was aligned with the peak of the manual DSC–AIF to
demonstrate the highly correlated shape of these two AIFs. In comparison, the semi-automatic DSC–AIF showed a sharper and narrower peak
than the manual AIFs.

TSENG ET AL. 7 of 14

 10991492, 0, D
ow

nloaded from
 https://analyticalsciencejournals.onlinelibrary.w

iley.com
/doi/10.1002/nbm

.5038 by T
echnical U

niversity D
elft, W

iley O
nline L

ibrary on [24/09/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



There is no agreement in the literature on a standardized approach to measure the AIF for perfusion estimation in DSC MRI, due to several

controversies.34 Specifically, the AIF has been measured in arteries and veins, globally and locally, inside and outside arteries, individually and

population-based, and manually or automatically. All these approaches were aimed at minimizing partial-volume effects, signal depletion, AIF

dispersion, or any other confounding effects on the measured AIFs. Eventually, the chosen approach will be a compromise of these

detrimental effects. Several semi-automatic and automatic measurement methods were proposed to avoid operational bias and simplify the

procedure.23,35–37 Some of these approaches are widely available in commercial software. We used an open-source semi-automatic DSC–AIF

algorithm, which detects the arterial voxels using a clustering algorithm with criteria as described by other researchers: early bolus arrival, large

F IGURE 3 AIFs measured in five arteries (see legend) in two representative patients (top and bottom) using three approaches. The DCE-
driven AIFs (A, D) indeed show less variation than both the manual (B, E) and semi-automatic (C, F) DSC–AIFs.

TABLE 2 Mean peak values and FWHM and corresponding standard deviations for the different patients and AIF measurement methods.

DCE–AIF Manual DSC–AIF Semi-automatic DSC–AIF

Amplitude (mM) FWHM (s) Amplitude (mM) FWHM (s) Amplitude (mM) FWHM (s)

Patient 1 9.4�1.1 6.5�0.7 2.5�0.7 5.9�1.2 7.4�2.1 4.6�1.1

Patient 2 5.3�0.3 7.8�0.4 2.8�1.0 10.3�1.4 7.4�1.7 5.7�2.1

Patient 3 6.4�0.3 6.7�0.4 2.6�0.1 6.8�1.9 5.2�1.3 3.9�0.5

Patient 3† 5.7�0.5 8.9�1.6 2.7�0.6 8.5�1.4 5.8�1.5 5.7�1.9

Patient 4† 4.6�0.3 9.0�0.3 2.8�0.4 9.0�0.6 3.4�0.7 7.4�0.8

Patient 5 4.4�0.4 10.5�3.1 2.6�0.7 10.1�1.3 6.0�1.9 6.1�1.1

Patient 6 4.5�0.5 9.4�2.2 2.5�0.7 8.4�0.9 3.8�0.4 6.8�0.3

Patient 7† 4.0�0.1 10.3�0.5 2.9�1.3 10.1�1.4 7.0�0.6 5.6�0.9

Patient 8 4.6�0.5 13.0�2.1 3.0�0.7 8.8�1.7 6.8�1.5 6.0�2.7

Patient 9 5.5�0.7 10.1�2.0 3.0�0.7 9.6�0.8 6.8�1.4 7.6�2.3

Patient 10 6.7�0.3 8.9�0.8 2.6�0.7 7.9�1.5 5.1�1.9 6.3�2.8

Average 5.6�1.7 9.2�1.9 2.7�0.2 8.7�1.4 5.9�1.4 6.0�1.1

Note: Data are reported as mean � standard deviation.
†Patient received radiation therapy.
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area under curve, and good fitting with a gamma variate function. However, the resulting AIFs had a higher peak with a narrower width in

comparison with the manual AIFs. This probably resulted from the algorithm favoring a larger area under the curve, as this might minimize

partial-volume effect. However, van Osch et al9 suggested that the partial-volume effect may not only induce underestimation of the AIF peak,

but also lead to overestimation.

Previously, You et al. concluded that DCE-based pharmacokinetic parameters derived using a DSC–AIF yielded better diagnostic accuracy

and reliability for differentiating high-grade astrocytoma from low-grade astrocytoma than those derived with a DCE–AIF,38 that is, the opposite

to this study. Another study from the same group yielded a similar conclusion that the DSC–AIF helped differentiation of glioblastoma from pri-

mary central nervous system lymphoma compared with the DCE–AIF.39 However, in these studies there was a mismatch in temporal resolution

of the DCE and DSC acquisition, of 4 and 1.6 seconds, respectively. Furthermore, there was no correction for inflow effects performed on the

DCE–AIF measurement, which could cause underestimation of the peak concentration. Indeed, in a later study from the group,40 the temporal

resolution was proven to be the key factor for obtaining high-quality DCE–AIF measurements and yielding better reproducibility of DCE

parameters.

Most commonly a linear relation is assumed between the transverse relaxation change and the contrast concentration when deriving the

DSC–AIF, as we did in this study. However, others argued that the relationship between the contrast concentration and the signal change in blood

F IGURE 4 (A, C, E) Scatter plot and (B, D, F) Bland–Altman plot of FWHMs calculated from the DCE–AIF, the manual DSC–AIF, and the
semi-automatic DSC–AIF.
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is modeled better by a quadratic expression, albeit dependent on the hematocrit level.5–8 In practice, however, the hematocrit level is not always

known. Furthermore, this will vary across the vasculature: for example, there will be a higher hematocrit level in the smallest vessels. Also, the

“arterial” voxels often combine both blood and tissue signals with unknown proportion, which increases the linearity of the relation between con-

trast concentration and signal changes.7 These issues complicate the application of the quadratic model. In order to calculate aCBF based on

DSC–AIFs, we used an assumed proportionality (R ∗
2 ) for DSC–AIFs derived by a linear approximation of the quadratic model which was adjusted

for hematocrit level8: 16.5 ðmM � sÞ�1. Alternatively, it was theoretically assumed to be 5.9 ðmM � sÞ�1 by Calamante et al41 and Pedersen et al.42

Lind and her colleagues derived a linear constant equal to 89 ðmM � sÞ�1 by combining quantitative susceptibility mapping with DSC measure-

ments.43 Furthermore, Knutsson proposed an approximated value of 20 ðmM �sÞ�1 by linear fitting of the quadratic model (with contrast concen-

tration from 0–10mM).44 These figures signify that there is no consensus regarding an optimal R ∗
2 constant for quantifying AIF in DSC MRI. By

applying the AIF derived from the DCE images, we could bypass such quantification issues.

The smaller variation in rCBF estimates using the DCE–AIFs in our opinion reflects that this approach is more reliable and consistent than

when using the DSC–AIFs. In practice, only one vessel (or slice) is chosen as the AIF source. Therefore, location independence of the AIF is pre-

ferred for optimal consistency and to yield reduced operation bias in perfusion imaging. The average aCBFs estimated with DCE–AIFs in healthy

GM and WM were 51.5�7.8 and 24.3�3.9 (unit:ml�(100 g)�1�min�1), respectively. These are close to the CBF values obtained by previous

MRI,44–48 CT,49 and PET50–52 studies. The average aCBF obtained with the DSC–AIFs was larger than most reported ranges, for GM as well as

F IGURE 5 Representative coefficient of variation (CV) map (for a single patient) derived from rCBF values computed from the DSC series
using (left) the DCE–AIFs, (middle) the manual DSC–AIFs, and (right) the semi-automatic DSC–AIFs. Observe that the DSC–AIFs introduced larger
relative variation than did the DCE–AIF.

TABLE 3 Mean coefficient of variation (CV) of rCBFs in whole brain for the different patients and AIF measurement methods.

Mean CV of rCBF

DCE–AIF Manual DSC–AIF Semi-automatic DSC–AIF

Patient 1 0.043 0.059 0.063

Patient 2 0.028 0.038 0.083

Patient 3 0.048 0.128 0.073

Patient 3† 0.046 0.056 0.062

Patient 4† 0.026 0.035 0.038

Patient 5 0.025 0.035 0.055

Patient 6 0.024 0.032 0.046

Patient 7† 0.025 0.032 0.044

Patient 8 0.039 0.051 0.085

Patient 9 0.020 0.028 0.052

Patient 10 0.039 0.064 0.072

Average 0.033 0.051 0.061

†Patient received radiation therapy.
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for WM. One should note that a wide range of perfusion values can be found in literature. Therefore, we should be cautious not to overinterpret

these numbers. However, the CBF values obtained when using DCE–AIFs seem to be more in line with literature values. Clearly, only a compari-

son with a true gold standard measured simultaneously would be conclusive.

The rCBV is a biomarker that is often applied clinically to characterize brain tumors and to monitor treatment response.53–57 Since it is calcu-

lated as the ratio between the area under the tissue concentration curve and the integral under the curve of the first bolus passage of the AIF, it

is directly affected by the choice for a particular AIF. Essentially, the area under the first contrast passage acts as a scaling factor of the CBV. This

also implies that when calculating the ratio of CBVs from a tumorous region and a collateral ROI, such effects will cancel out. CBF values can,

however, be more nonlinearly dependent on the shape of the AIF. Statistics on the area under the first passage of our AIFs is included in the sup-

plementary material. This confirms the larger variation of the DSC–AIFs compared with the DCE–AIFs.

Our results may indicate that clinical research could be improved as follows. First, DCE imaging could enhance perfusion analysis from DSC

MRI by providing a more reliable AIF. Such a DCE sequence can be acquired with minimal loss of imaging time, since the AIF can be measured

during injection of the preload bolus. In our study, we employed a longer DCE sequence, since we also aim to improve leakage quantification by

combining DCE and DSC analysis in our future work; this is, however, not necessary when the only goal is to measure the AIF. For that purpose

the same scan duration as the DSC sequence could be chosen. Second, having a DCE–AIF in absolute concentration units could allow us to make

CBV, CBF, and MTT measurements from DSC MRI more quantitative. Clearly, a remaining obstacle would be the lack of a suitable transformation,

linear or nonlinear, to convert the DSC tissue signal into physical contrast concentration units. When the relaxivities of different tissue types such

as GM, WM, tumor, and necrotic tissue can be estimated, however, then an accurate aCBF map in every individual can be generated.

There are several limitations of our study. First, the employed echo time (45 ms) is longer than currently advised (i.e., 25–35 ms).58 Moreover,

we did not have a ground-truth AIF in our study, as this can only be obtained by arterial blood sampling. Also, a ground-truth CBF was not avail-

able for similar reasons. In addition, the aCBF was derived with a particular R ∗
2 value for tissue and blood (to convert the DSC signal to contrast-

agent concentration). While the R ∗
2 in both tissue and blood is still under debate, clearly our results will vary, with different R ∗

2 values for tissue or

blood. Finally, the injection dose was not adjusted according to patient weight, but fixed at 7.5ml for all patients. This bias was corrected by using

an AIF model with normalized area under the bolus peak.

5 | CONCLUSION

We conclude that DCE-based AIFs are obtained efficiently during preload contrast-agent injection prior to DSC imaging. DCE-based AIFs

are reproduced better across vessels than DSC-based AIFs, and can therefore improve the reliability of assessing perfusion parameters from

TABLE 4 Mean aCBF and corresponding standard deviation in each patient and the average over all patients.

Absolute CBF (mL�(100 g)�1�min�1)

DCE–AIF Manual DSC–AIF Semi-automatic DSC–AIF

GM WM GM WM GM WM

Patient 1 45.3�20.3 20.4�10.7 149.8�60.7 68.7�35.0 79.1�35.4 35.2�18.9

Patient 2 60.8�28.7 21.9�11.8 92.2�44.0 33.3�17.8 63.8�31.1 22.8�12.9

Patient 3 54.9�24.2 21.4�11.0 154.0�60.1 61.0�30.6 98.8�42.3 37.4�19.7

Patient 3† 44.0�20.5 16.1�8.3 89.9�41.3 33.2�17.2 63.9�30.0 23.1�12.2

Patient 4† 53.7�25.6 20.5�10.1 98.9�46.8 37.8�18.6 96.0�45.7 36.9�17.6

Patient 5 51.4�25.1 19.4�11.0 85.0�41.1 32.1�18.3 59.3�29.3 21.7�13.0

Patient 6 109.4�58.6 58.6�35.7 190.9�82.8 72.3�56.0 152.3�77.1 53.9�43.3

Patient 7† 49.0�24.0 19.6�9.7 68.8�33.6 27.6�13.8 42.9�21.3 16.8�8.7

Patient 8 47.4�21.1 22.4�12.0 112.1�47.4 52.5�28.0 68.6�29.7 31.9�17.6

Patient 9 66.7�31.4 24.1�13.0 117.4�53.9 42.7�23.1 67.4�29.7 24.3�17.6

Patient 10 41.4�19.3 16.8�8.3 131.8�55.6 53.18�26.3 84.7�32.7 33.8�13.3

Average* 51.5�7.8 24.0�3.9 110.0�28.3 44.2�13.9 72.5�17.2 28.4�7.4

Note: Data are reported as mean � standard deviation.

*Patient 6 was excluded when deriving the average over the group, as a large ringing artefact was observed.
†Patient received radiation therapy.
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DSC MRI. In addition, the quantitative nature of DCE–AIFs demonstrates great potential for quantifying perfusion parameter estimates from

DSC MRI truly.
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