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Abstract. Recommender systems aim to support their users by reducing infor-
mation overload so that they can make better decisions. Recommender systems
must be transparent, so users can form mental models about the system’s goals,
internal state, and capabilities, that are in line with their actual design. Expla-
nations and transparent behaviour of the system should inspire trust and, ulti-
mately, lead to more persuasive recommendations. Here, explanations convey
reasons why a recommendation is given or how the system forms its recommen-
dations. This paper focuses on the question how such claims about effectiveness
of explanations can be evaluated. Accordingly, we investigate various models that
are used to assess the effects of explanations and recommendations. We discuss
objective and subjective measurement and argue that both are needed. We define
a set of metrics for measuring the effectiveness of explanations and recommen-
dations. The feasibility of using these metrics is discussed in the context of a
specific explainable recommender system in the food and health domain.

Keywords: Evaluation ·Metrics · Explainable AI · Recommender systems

1 Introduction

Artificial intelligence is becoming more and more pervasive. However, there are also
concerns about bias in the algorithm, bias in the data set, or stereotyping users, to name
a few examples [9]. In particular, if autonomous systems take decisions, how can they
justify and explain these decisions, to those who are affected? These concerns have
led to an increasing interest in responsible AI [9] and specifically in explainable AI
(XAI) [2], witness the special issue [27].

An important application of explainable AI is found in recommender systems [1,35].
A recommender system is “any system that guides a user in a personalized way to inter-
esting or useful objects in a large space of possible options or that produces such objects
as output” [5, p. 2]. Increasingly, recommender systems also provide explanations [35].
There are two types: explanations that motivate the system’s choice of recommenda-
tions, and explanations that clarify how the system works, to derive the recommenda-
tions. In this paper, we focus on the former type of explanations.
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D. Calvaresi et al. (Eds.): EXTRAAMAS 2023, LNAI 14127, pp. 212–230, 2023.
https://doi.org/10.1007/978-3-031-40878-6_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-40878-6_12&domain=pdf
http://orcid.org/0000-0002-5476-1062
http://orcid.org/0000-0001-5437-1817
http://orcid.org/0000-0001-7784-6176
http://orcid.org/0000-0002-5260-9999
https://doi.org/10.1007/978-3-031-40878-6_12


Metrics for Evaluating Explainable Recommender Systems 213

If the purpose is to persuade users to change their behaviour, only predicting which
recommendation best fits a user profile, is not enough. Users expect reasons that moti-
vate why this recommendation was given, and not another. That is why researchers now
aim to build systems that provide an explanation, personalized to the user’s preferences
and to the context. In addition, recommender systems are becoming more interactive.
A recommendation must be followed by an opportunity for feedback [16]. This allows
users to correct misunderstandings and ask follow-up questions.

Designing interactive systems is a complex task. Unlike graphical user interfaces,
dialogue systems have no visible menu-structure to display next possible moves [32].
The expectations that users do have about artificial intelligence are often wrong [17].
So the design should guide the user on how to control the interaction. The aim is to
make the system transparent to the user. A system is called transparent when the user’s
mental model of the system’s intent (purpose), beliefs (current internal state) and capa-
bilities (way of working), corresponds to its actual purpose, state and capabilities [22].
A transparent system should inspire trust [39]. Note that transparency is part of many
frameworks for ethical AI e.g. [14] and of the AI legislation proposed by the EU [10].

Consider for example an interactive recommender system in the food and health
domain: it selects a recipe on the basis of user preferences and general knowledge
about food and health. After that, the system allows feedback and provides explana-
tions in an interactive manner [6]. Explainable recommender systems such as these,
need to be evaluated. Claims about the usefulness of the recommendations and about
the relevance and comprehension of explanations, and the overall effect on the trans-
parency of the system and ultimately on the trust that users have in the system and its
recommendations, must be measured. That suggests the following research question:

Can we define a system of metrics to evaluate explainable recommender systems,
in the food and health domain?

The research method for this paper is conceptual and is mostly based on a literature
study. Currently, there is no consensus in the literature on how to evaluate effectiveness
of explainable AI [15,36]. For instance, there is a debate whether one should use subjec-
tive measures [8,37], or objective measures. There is not even consensus on the main
concepts, such as explainability, transparency, or trust [43]. So before we can define
metrics for evaluation, we must first analyze these concepts and how they relate. So we
will discuss several conceptual models and define metrics for the main concepts.

The intended research contribution of this paper, is twofold: (i) to provide clarity
on the main concepts used in explainable recommender systems, in particular explain-
ability, transparency, and trust, and (ii) to define metrics, that can precisely and reliable
measure these concepts, so explainable recommender systems can be evaluated.

We realize that the context in which a system is used, determines the way a system
must be evaluated. In order to illustrate and guide our definitions for a specific context,
we will use an example of a specific explainable food recommender system [6].

The remainder of the paper is structured as follows. Section 2 starts with a review
of evaluation methods of interactive systems in general, and about explainable recom-
mender systems in particular. After that, we will briefly detail the case in Sect. 3. In
Sect. 4, we specify a series of conceptual models, and define the required set of metrics.
The paper ends with a list of challenges and a number of recommendations.
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Table 1. Comparing objective and subjective system evaluation

Objective measurement Subjective measurement

Purpose measure task success of interaction with
the system on the basis of observation
and log-files

measure perceived success of interaction
with the system, on the basis of user studies
and questionnaires

Way of working Annotators assess interaction behaviour
according to definitions.

Users fill in questionnaires with Likert
scales, open or closed questions or card
sorting tasks

Metrics task completion rate, comprehension,
duration, misunderstandings

perceived usefulness, perceived ease of use,
user satisfaction, trust, transparency

2 Overview

In the following sections, we review some of the literature on evaluating interactive
systems in general, and explainable recommender systems in particular. We discuss a
number of issues and dilemmas. The argument is largely based on Hoffman et al. [15],
and Vorm and Combs [39]. The Q-methodology [29] is also discussed.

2.1 Subjective or Objective Evaluation

Suppose we want to evaluate the effectiveness of a system design in context. To evaluate
effectiveness, we first need to define the objectives of the system. Given the objectives,
there are two ways in which we can collect evidence of the effectiveness of a sys-
tem: subjective, by asking end-users about their experiences in interviews or question-
naires [8,37], or objective, by having developers observing functionalities and system
behaviour directly, or from log-files [12,42]. Table 1 lists examples of both. Observe
that objective measures test specific features in development, whereas subjective mea-
sures look at the total impression of the system on the user.

In general, we believe that we need both perspectives: they have separate purposes
and strengthen each other. For example, suppose subjective evaluation reveals that most
users like the system (high user satisfaction), but some group of users do not. Analysis
of the log-files may show, that the dialogue duration for the users who did not like the
system, is longer than for those who liked it. In that case we found that satisfaction (sub-
jective) depends on duration (objective). We can even go further and analyze the longer
dialogues in detail. Perhaps, a specific type of misunderstanding causes delays. In that
case, the system can be re-designed to avoid such misunderstandings. It is also possible
that the objective and subjective measures diverge. In that case, it depends on the pur-
pose of the evaluation, which type of measure takes precedence. For testing individual
system features, objective measures remain useful, even if end-users do not perceive the
differences. But for over-all system success, it is user satisfaction that counts. For more
on this discussion in the context of evaluating explainable AI, see [15] and [36, p3].

2.2 Technology Acceptance

One of the most influential models for evaluating information systems is the Tech-
nology Acceptance Model (TAM) [8], and later adjustments [37]. Note that often, the
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terms ‘adoption’, ‘acceptance’ and ‘use’, are used interchangeably, although they are
not completely equivalent. We start from a simple model of psychology: when people
make a decision to perform some action, they first form an attitude towards that action.
If that attitude is positive, or more positive than for alternative actions, they will form
the intention to pursue the action. That intention will then produce that action.

Which attitudes affect the intention to use a system? The original idea is very simple,
which also explains its attractiveness (Fig. 1(a)). In deciding to use or adopt a system,
people make a trade-off between expected benefits and expected costs or efforts in using
it. If the system is helpful in performing the task (useful), the user is more likely to con-
sider using it. However, using the system will also take some effort. One has to learn to
use the system and there may be misunderstandings and delays (ease of use). However,
when considering to use a system, the user does not yet know the system. That means,
that the intention to adopt a system is usually based on a system description. Therefore,
the model uses ‘perceived ease of use’ and ‘perceived usefulness’ as the main vari-
ables, and not the actual usefulness, or actual ease of use. Subjective judgements like
‘perceived usefulness’ can be measured using Likert-scales. Well-tested and practical
questionnaires exist, and results can be statistically analyzed, for example using regres-
sion models. There are no time-series, for example, or feedback loops. This simplicity
partly explains the popularity of TAM models.

Fig. 1. (a) Technology Acceptance Model [8] and (b) ISTAM Model [39]

The Technology Acceptance Model also has clear disadvantages. The model only
looks at the individual user, not at the corporate or social environment in which the
system will be used. The model is about the decision to use a system, beforehand. It
does not evaluate actual usage, afterwards. Moreover, the model suggests that inten-
tions always lead to successful action; it doesn’t look at feasibility. In the TAM model,
technology is seen as a black-box. There is no evaluation of the effect of design choices
and specific functionalities. Furthermore, the model is psychologically too simple. For
example, it does not cover learning effects, habits, or previous experience.

Some of these disadvantages have been addressed in later adjustments and improve-
ments to the model. In particular, the unified model of Venkatesh et al. [37] adds vari-
ables for social influence, and facilitating conditions. In addition, control variables for
gender, age, experience and voluntariness of use, are taken into account.

It is relatively easy to add additional variables to TAM models. For example, trust
has been added in the context of e-commerce systems [30]. System Usability Scale
(SUS) [20] is a well-known alternative for TAM-models. It measures usability, which
combines both ease of use, and usefulness in a single scale of 10 questions.
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Fig. 2. Trust and Feedback [25]

In the same research tradition, Vorm and Combs [39] extend the TAM model, but
now for evaluating intelligent systems (Fig. 1b). The notion of transparency is added
as the key intermediate variable, that influences the behavioural intention. Vorm and
Combs discuss various conceptions of transparency. Based on earlier work [4], they
make a distinction between transparency for monitoring (i.e., what is happening?),
transparency for process visibility (i.e., how does it work?), transparency for surveil-
lance (i.e., interactivity and user control) and transparency for disclosure (i.e., opening
up secrets regarding purpose). The relation to trust is also discussed. Vorm and Combs
[39] state that the role of trust in the model more or less overlaps with transparency:
“Transparency factors play moderating and supporting roles that combine to influence
trust, and ultimately acceptance” (page 14). The resulting model is what they call the
Intelligent Systems Technology Model (ISTAM), see Fig. 1(b).

What we gather from these discussions [22,23], is that transparency involves at least
three aspects: (i) the purpose or goal of the system and the specific interaction, (ii) the
current internal state of the system, and state of the interaction, and (iii) how the system
works, and ways for the user to control the interaction.

2.3 Trust

Trust has been discussed in many disciplines and fields. Here, we will follow the tradi-
tion in economics, that relates trust to the willingness to take risk in collaborating with
another person, but without additional guarantees or controls over that other person’s
behaviour. The propensity to take risks, is part of the character of the trustor. We can
also look at trustworthiness, the properties that are needed for the trustee to be trusted.
Mayer et al. [25] define three properties of trustworthiness: (i) ability (or competence):
can the trustee perform the task, (ii) benevolence: does the trustee want to do good to
the trustor, and (iii) integrity: does the trustee follows a set of personal principles?

Trust is a relationship, so it depends both on aspects of the trustor and the trustee. In
general, the likelihood that a trustor will trust a trustee will depend on (i) the trustor’s
propensity to trust, and (ii) the trustee’s perceived trustworthiness (ability, benevolence
and integrity). This is a nice definition, but it doesn’t tell us how trust is won or lost.
Which signals inspire trust in a person? What is the effect of repeated interactions?
Mayer et al. [25] show an interactive model, that allows feedback (Fig. 2). The outcome
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of a (repeated) event, will influence the future trustor’s assessment of the trustee’ trust-
worthiness. In general, when the outcome is positive, this will increase trust; when the
outcome is negative, this will reduce trust, for the next time around.

Lewicki and Bunker [18] study trust in work relationships. Based on older mod-
els of trust in personal relationships, they conclude that trust develops in three stages:
calculus-based trust, knowledge-based trust, and identification-based trust (Table 2).

Now we need to map these models of inter-personal trust, to trust in machines.
The regularity that underlies calculus-based trust is also the main source for trust in a
machine [38]. For example, I trust a coffee machine to give me coffee, based on previous
experiences, or on testimonies from other people. Such trust based on testimonies of a
group of people is often called reputation [11]. It is also possible to use knowledge in
trusting a machine. For example, I have a naive mental model: the weight of the coin
will tip a leaver, that triggers release of a paper cup, coffee powder and hot water. True or
not, that mental model allows me to operate the machine. I also have knowledge about
the purpose. I trust the machine will give me coffee, because I know that is the vendor’s
business model. Moreover, I trust that some regulator has put safety regulations into
place. We do not believe it is possible to use identification-based trust in the case of
machines, at least not with current state of the art in artificial intelligence.

This example shows that theories about trust, especially calculus-based trust (regu-
larities) and knowledge-based trust (mental model), are similar to theories about trans-
parency [22]. Previous experience, as well as knowledge about the design, about the
internal state, and about the purpose of the machine will induce trust in the machine.

That ends our discussion of trust. We may conclude that trust is an important factor
that influences the intention to use a system or continue to use a system. We distinguish
trust in the machine, mediated by knowledge of the design, the internal state, and the
purpose of the machine, and institutional trust in the organizations that developed the
machine, and that now operate the machine. We can also conclude that there are many
parallels between trust and transparency, and that trust in a machine, depends on trans-
parency of the system design. However, unlike Vorm and Combs [39], we do not believe
we can reduce trust to transparency. Transparency is a system property, a requirement,
that can be designed and tested for, whereas trust is a user attitude, but also an objec-
tive to achieve by designing the system in a certain way. That means, that to evaluate
effectiveness of the design, these variables should be measured independently.

Table 2. Trust develops in stages [18]

Calculus-based trust Knowledge-based trust Identification-based trust

based on consistency of behaviour;
repeated observations

knowledge of beliefs and
goals that underlie
behaviour

identification with values
and background

example coffee-machine chess opponent former classmate

usage allow users to inspect what
happened (trace)

help users build a mental
model; explain

build a relationship
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2.4 On Evaluation

We discussed models of trust and transparency, and ideas about evaluation. How can all
of this be put together? In this section we discuss the model of Hoffman et al. [15], that
was influential in the discussion on evaluation of explainable AI systems (Fig. 3).

In yellow, the model shows a flow. The user receives an initial instruction. This
affects the user’s initial mental model. The instruction is followed by an explanation,
which revises the user’s mental model, and subsequently enables better performance.
Can we adjust the model Hoffman et al. [15] for recommendation? Yes. As we have
seen, explainable recommendation dialogues proceed in three stages: (i) collection of
user preferences, (ii) recommendation, and (iii) feedback and explanation. Therefore
we have added a step, shown in dark yellow, for recommendation. That means that
implicitly, the evaluation of the first step, elicitation of user preferences, is part of the
evaluation of the second step, recommendation.

In green, the model shows how to measure these variables. In particular, effective-
ness of the explanation is tested by goodness criteria, which can be assessed by devel-
opers, on the basis of log-files, and a test of satisfaction, a subjective measure, asking
end-users whether they are satisfied with the explanation. The effect of an explanation
on a user’s mental model is tested by a test of comprehension, similar to an exam ques-
tion: is the user’s mental model in line with reality? Finally, the effect on performance
can be a tested by a test of performance, related to the task. A recommendation is also
evaluated by a goodness criteria, and by user satisfaction, shown here in dark green.

In grey, the model shows the expected effect of explanations on trust. Initially, the
user may have inappropriate trust or mistrust, based on previous conceptions. After
recommendation and explanation, the user’s mental model changes, and leads to more
appropriate trust, which enables more appropriate use of the system.

Goodness criteria measure the success conditions, in this case of an explanation.
For example: the given explanation must match the type of explanation that was asked
for. If the user wants to know how the system works, it should not the purpose. These
criteria can be assessed relatively objectively by comparing specified functionality with
the behaviour shown on the log-files. At least two coders should verify inter-coder

Fig. 3. Evaluating explainable AI in various stages, adjusted from [15]. Components in dark yel-
low and dark green are added here for explainable recommendation (Color figure online)
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Table 3. Goodness criteria for evaluating an explanation [15]

The explanation helps me understand how the [software, algorithm, tool] works Y/N

The explanation of how the [software, algorithm, tool] works is satisfying Y/N

The explanation of the [software, algorithm, tool] sufficiently detailed Y/N

The explanation of how the [software, algorithm, tool] works is sufficiently complete Y/N

The explanation is actionable, that is, it helps me know how to use the [software, algorithm, tool] Y/N

The explanation lets me know how accurate or reliable the [software, algorithm] is Y/N

The explanation lets me know how trustworthy the [software, algorithm, tool] is Y/N

agreement on the scores [42]. Hoffman et al. provide a list of goodness criteria for
explanations (Table 3). This is meant as an objective measure. However, we can see the
list is written from the perspective of an end-user, so it looks like a subjective measure.
What to do? First, these criteria can be re-used in user satisfaction test. Second, we can
in fact define objective criteria. We will show that in Sect. 4.

A test of satisfaction for an explanation aims to test “the degree to which users
feel that they understand the AI system or process being explained to them.” Accord-
ing to Hoffman et al., user satisfaction is measured by a series of Likert scales for key
attributes of explanations: understandability, feeling of satisfaction, sufficiency of detail,
completeness, usefulness, accuracy, and trustworthiness. As discussed above, satisfac-
tion seems to overlap with the goodness criteria. Hoffman et al. explain the difference
as follows. Relative to goodness, satisfaction is contextualized. It is measured after the
interaction, all factors included. The measurements are meant for a different audience.
The goodness test is meant for developers and the satisfaction test is for end-users.

A test of comprehension aims to test the effectiveness of the explanation on the
mental model. Similar to an exam question: is the user able to remember and reproduce
elements of the explanation? For example, users can be asked to reproduce how a par-
ticular part of the system works, reflect on the task, or be asked to make predictions,
for which knowledge of the system is needed. There are many ways in which mental
models can be elicited [15, Table 4]. Consider methods like think aloud protocols, task
reflection (how did it go, what went wrong?), card sorting tasks (which questions are
most relevant at this stage?), selection tasks (identifying the best representation of the
mental model), glitch detector tasks (identifying what is wrong with an explanation),
prediction tasks, diagramming tasks (drawing a diagram of processes, events and con-
cepts), and a shadow box task (users compare their understanding to that of a domain
expert). Various methods have to be combined, to make tests more reliable.

Finally, a test of performance aims to objectively test over-all effectiveness of a
system. One could take the success rate: count the number of successfully completed
dialogues, relative to the total number of dialogues. For goal-directed dialogue, progress
towards the goal can be measured objectively. Consider for example a system applied
in retail [33]. Here, the conversion rate is a measure of success: how many potential
customers end up buying a product. We can also try to evaluate communicative success.
The effectiveness of an explanation is inversely proportional to the number of misun-
derstandings. Thus, one could identify indicators of misunderstanding (e.g. overly long
duration, signs of frustration, aborted dialogues), and count the relative number of such
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Table 4. Trigger questions [15]

Triggers User/Learner’s Goal

1. How do I use it? Achieve the primary ask goals

2. How does it work? Feeling of satisfaction at having achieved an understanding of the system,
in general (global understanding)

3. What did it just do? Feeling of satisfaction at having achieved an understanding of the system,
in general (local understanding)

4. What does it achieve? Understanding of the system’s functions and uses

5. What will it do next? Feeling of trust based on the observability and predictability of the system

6. How much effort will this take? Feeling of effectiveness and achievement of primary task

7. What do I do if it gets it wrong? Desire to avoid mistakes

8. How do I avoid the failure modes? Desire to mitigate errors

9. What would it have done if x were different? Resolution of curiosity at having achieved an understanding of the system

10. Why didn’t it do z? Resolution of curiosity at having achieved an understanding of the local
decision

misunderstandings. The over-all purpose of a recommendation system is to convince
the user, and perhaps even to induce them to change behaviour. Objectively establishing
such a change of behaviour is the ultimate test of success. That concludes our discussion
of Hoffman et al. [15]. It serves as a good basis for designing evaluation experiments.

In a more recent paper, Van der Waa et al [36] discuss how to evaluate explainable
AI. They conduct experiments, comparing two types of explanations: rule-based and
example-based. These explanations are compared on user satisfaction and general sys-
tem performance. They also discuss the advantages of combining subjective measures
with more detailed behavioural analysis, on the basis of observable behaviour.

Another technique for subjective measurement is the Q-methodology, from
HCI [29]. Using the trigger-questions in Table 4 from [15], Vorm and Miller [40] sug-
gest to evaluate explainable systems by having the user select the question, which they
would like to ask at that point in the interaction. Users are asked to sort 36 cards with
questions. Vorm and Miller carefully developed the question bank. For example: “How
current is the data used in making this recommendation?” or “Precisely what informa-
tion about me does the system know?”. Factor analysis determines specific groups of
users with similar preferences. In this way, four groups of users are found [40]: 1: Inter-
ested and Independent, 2: Cautious and Reluctant, 3: Socially Influenced, and 4: Ego-
centric. This shows that different types of users have various needs for explanations. A
system should be flexible enough to handle these needs.

3 Application

In this section, we discuss a specific system, that is currently being developed [6]. The
system is an explainable recommendation system, for the food and health domain [35].
The system is interactive and provides personalized recommendations and explanations.
The system is developed in two versions: a web-based platform allowing the users to
experience both the explanation-based interactive recommender and its replica without
the explanations and critiques component (i.e., a regular recommender). This allows us
to assess the effectiveness of explanation and of interaction.
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A user interaction involves three stages, with the following success conditions.

– Stage 1. User preference elicitation. Ask user about preferences. Afterwards, the
system must know enough user preferences to select a recipe; preferences are con-
sistent and are correctly understood.

– stage 2. Recommendation of a recipe. The recipe must fit the user preferences, and
follow from knowledge about food, recipes, and healthy lifestyles.

– Stage 3. Explanation and interaction. The explanation must fit the user’s request.
The explanation must be personalized to the user’s preferences and be relevant in
context, and the subsequent interaction must be coherent.

If we classify the system, we can say that the application domain is food and health.
The task is recommendation, but it also involves elements of persuasion, as we intend
users to follow a healthy lifestyle. In some cases, that means convincing the user and
making them change behaviour. In other words, the system is intended as a nutrition
virtual coach (NVC) [35]. In order to persuade the user, trust and transparency are
crucial.

Persuasion is often about breaking a habit. What seems to work, based on conver-
sations with nutritionists, is to set personal goals, and help users attain those goals, by
measuring the current state, the distance to the goal, and suggesting ways of getting
closer. Measuring weight can be used to quantify progress towards the goal, and calo-
ries are used to quantify the required energy intake of a meal. Long-term relationship
building, as required for a nutrition virtual coach, is out of scope for this research proto-
type, but it does play a role in the over-all design of the system, and in future research.

In this domain, generally we find that explanations are of two types: preference
related explanations, which are based on the user preferences which were inferred or
stated just before, or health related explanations, which are based on general knowledge
about food an health [6]. Here we show an example of each.

– Health-related: Protein amount covers user needs for a meal.
“This recipe containsX grams of protein, which is about Y % of your daily require-
ment. Your body needs proteins. Consuming the necessary amount is important!”

– Preference-related: User’s chosen cuisine matches the recipe.
”This recipe is a typical part of the cuisine you like: Z.”

4 Towards Metrics

In this section, we specify the metrics to evaluate claims about effectiveness of an
explainable recommender system, in the context of the food and health domain, as
detailed in Sect. 3. Consider the research model in Fig. 4.

On the right, interpret effectiveness as the direct effect of an interaction on the user,
in terms of user satisfaction (performance), transparency and trust. That aspect refers
to the recommendation part of the task, and also the explanation. In addition, repeated
interactions should have an indirect effect on the user, in terms of a change of behaviour,
for instance a healthier choice of food. That aspect refers to the persuasion task.

On the left, the system design is detailed. We see a system as a white-box, with
separate functionalities. Each of the modules may have an effect on the user interaction.
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These modules are: the algorithm for generating a recommendation, the knowledge base
about health and food, the goals and plans of the system during interaction, the user
interface, the user model that represents user preferences, and the data set with all the
recipes that can be recommended. Each of these modules must be evaluated separately
and as part of the system (unit test; integration test).

In the middle, we discuss two moderator variables, that may strengthen or weaken
the effect of the system design on the success variables. First, explanation, whether
the system is able to provide explanations about its recommendations. Second, interac-
tion, whether the systems allows feedback and interaction about recommendations and
explanations that fit the context. These are the interventions that we want to study.

This model can test the over-all effect of recommendations, and the specific effect of
explanations and interactive dialogues on user satisfaction, transparency and trust, and
ultimately, on behavioural change. However, the model also has some disadvantages.
The model disregards several variables that are familiar from TAM, in particular per-
ceived usefulness and perceived ease of use and the intention to use a system. Model (1)
focuses not so much on the decision to start using a system (as in TAM), but rather on
evaluating actual use of a system. In addition, the ‘effectiveness’ variables (user satis-
faction, transparency, trust) need to be worked out in more detail.

Therefore, we developed the model in Fig. 5. On the left, we see the various mod-
ules that make up the recommender system design. If these modules function effec-
tively, they have a positive influence on transparency. In addition, the system design has
a direct effect on the use of the system (long red arrow). Transparency in turn has an
effect on the perceived usefulness and perceived ease of use, which in turn affect the
intention to use, and usage itself, as in the ISTAM model [39]. It is also possible that
the system design has a direct effect on perceived usefulness and perceived ease of use.
Transparency is expected to have an effect on trust. After all, the perceived competence,
benevolence and integrity of the system and organization that deploys the system, are
mediated by the interface. Trust, in turn, has an effect on the intention to use, and ulti-
mately, on the suggested behaviour change. Finally, we also consider a feedback loop,
back from usage to trust. However, such feedback loops are difficult to test for.

Like in Model (1) we test for two moderator variables: explanation and interaction.
These features are expected to affect transparency, and indirectly affect perceived ease
of use and perceived usefulness, as well as trust. Moreover, they are expected to have a
direct effect on use (success rate and failure rate).

Fig. 4. Towards a Model for Evaluation (1)
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Fig. 5. Towards a Model for Evaluation (2)

Accordingly, we propose a table of metrics for each these variables (Table 5). Sym-
bol ‘–’ means that the variable is inversely related to success. ‘Goodness criteria’ refers
to the tables with specific goodness criteria per functionality, as discussed in Sect. 4.1.
TAM instruments refers to established questionnaires.

Table 5.Metrics to measure variables in Model for Evaluation (2)

Variable Measures

system design goodness criteria, comprehension

ease of use: – duration, – number of misunderstandings, – time to learn

usefulness: success rate, – failure rate

transparency Q-methodology

comprehension

goodness criteria: shows purpose, internal state, and how it works

trust self-report, willingness to recommend

perceived ease of use TAM instruments

perceived usefulness TAM instruments

intention to use TAM instruments

use counting, TAM instruments

behavioural change self-report

4.1 Goodness Criteria for Recommendation and Explanation

An important part of the evaluation methods depend on requirements or goodness cri-
teria for the various components and functionalities. The most important functionalities
are the ability to provide a recommendation, and the ability to provide an explanation, in
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an interactive manner. Under what conditions can we say that a system has successfully
achieved these objectives?

Table 6. Gricean maxims for cooperative communication [13, p 46]

Quantity 1. Make your contribution as informative as is required (for current purposes)

2. Do not make your contribution more informative than is required

Quality Try to make your contribution one that is true

1. Do not say what you believe to be false

2. Do not say that for which you lack adequate evidence

Relation Be relevant

Manner Be perspicuous

1. Avoid obscurity of expression

2. Avoid ambiguity

3. Be brief (avoid unnecessary prolixity)

4. Be orderly

The following example shows the type of functionality that we develop. How suit-
able is the explanation in this dialogue?

U. I’d like some toasted white bread for breakfast.
S. You should eat whole meal bread.
U. Why?
S. Because you said you wanted to lose weight, and eating whole meal

bread instead of white bread is a good way to reduce the number of
quick calories per meal, and it is well known that reducing the number
of quick calories per meal will help you lose weight.

We start by clarifying the relation between explanations and transparency. Trans-
parency is a property of a system. The system must reveal its purpose, inner state, and
how it works [22]. Transparency is not a property of an explanation, except in the sense
of ‘clarity’ or ‘being based on evidence’. Instead, part of the purpose of having expla-
nations, is for the system to be more transparent. There are other methods to make a
system more transparent too, such as a user manual, a suitable persona, etc.

4.2 Good Explanation

What makes a good explanation? An explanation is a form of assertion. That means,
that we can follow Grice’s maxims for cooperative communication [13, p. 46]: quantity,
quality, relation and manner (see Table 6). The point about manner, specifically to be
brief, is also made by Mualla et al [28], who advocate parsimonious explanations.

There is a lot of research on what makes a good explanation, in various fields.
Properties of everyday explanations are summarized in a survey paper by Miller [26]:
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1. Explanations are contrastive: distinguish an outcome from counterfactual outcomes.
2. Explanations are selected from a range of possible reasons.
3. Explanations are not necessarily based on probabilities, but rather on narratives.
4. Explanations are social, and are usually part of interactions.

These four characteristics can be summarized by stating that explanations are inher-
ently contextual. We will discuss them one by one. Ad 1. An explanation must not only
be generic (e.g. based on laws of nature), but also involve specific facts of the case of the
user, that show why other alternative advice is not given [41]. Ad 2. What are reasons?
For natural events, they are causal histories built from facts and natural laws [19]. For
human behaviour, they are goals which can be inferred by abduction, because they most
likely motivate those actions in that context [24]. In our case, the reasons are ingredients
which match user preferences. Other reasons are natural laws of nutrition (vegetables
have low calories; pasta has high calories), and motivational goals of the user, to main-
tain a certain weight, for example. Ad 3. Miller [26] criticizes some technical research
on intelligible algorithms, which focuses scientific explanations. A doctor would justify
a treatment to a colleague using probabilities, but for lay people, stories often work bet-
ter. Ad 4. Interactive dialogues with explanations are preferred, because they give the
user more control. In case of a problem, the user can just ask.

Generally, there are several levels or successive rounds of explanation.

– Level 1. Why this recommendation? Because of facts (user preferences, ingredients,
recipes) and a rule (knowledge about food and health)

– Level 2. Why that rule? Because the rule is true and relevant relative to a goal. Why
those facts? Because the procedure for selecting these facts is valid.

– Level 3. Why that goal? Because the goal (promote healthy choices) helps to pro-
mote social values (health), which represent who we are (virtual nutritionist).

This example of explanation levels is based on value-based argumentation [3], which
also has three levels: (1) actions, facts and rules, (2) goals, and (3) social values.

The properties of explanations discussed so far, are relatively abstract. How can they
be built into algorithms? Rosenfeld [31] presents four metrics for evaluating explain-
able artificial intelligent systems: D, R, F , and S. Here D stands for the performance
difference between the black-box model and a transparent model, R considers the size
of the explanation (i.e., number of rules involved in given explanations), F takes the
relative complexity into consideration, by counting the number of features to construct
an explanation, and D measures the stability of the explanations (i.e., ability to han-
dle noise perturbations) [31]. In the context of explaining recommendations, we can
measure the following aspects:

– Improvement Effect: Test the system with and without explanations and observe the
effect of explanations on system performance. We can list a number of performance
metrics such as acceptance rate, average acceptance duration, and average number
of interactions spent for acceptance of the recommendation.

– Simplicity of Explanations: This can be measured with the length of the explanations
and to what extent that can be grasped by the user (comprehension).
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– Cognitive Effort Required: An explanation may focus on a single decision crite-
rion (e.g., only nutrition levels) to reduce the user’s cognitive effort. Some explana-
tions may point out several criteria (e.g., nutrition levels, user’s goals such as losing
weights, and their preferences on ingredients) at one time, which may increase the
cognitive load. We can count the number of criteria captured in a given explanation.

– Accuracy of Explanations: The system generates recommendations based on its
objectives and its beliefs about the user’s goal and preferences. What if it is wrong?
Then, the system may generate explanations which conflict with actual preferences.
In such case, users give feedback on the explanations by pointing out their mistakes.
We can analyze the given feedback to determine the accuracy of the explanations.

Table 7. Goodness criteria for recommendation, adjusted from criteria in Table 3 [15].

The recommendation helps me to decide [what action to do/which recipe to cook] Y/N

The recommendation [what action to do/which recipe to cook] is satisfying Y/N

The recommendation [what action to do/which recipe to cook] is sufficiently detailed Y/N

The recommendation [what action to do/which recipe to cook] is sufficiently complete Y/N

The recommendation is actionable, that is, it helps me to carry out my decision Y/N

The recommendation lets me know how accurate or reliable the [action/recipe] is Y/N

The recommendation lets me know how trustworthy the [action/recipe] is Y/N

4.3 Good Recommendation

In recommendation systems, performance metrics are often borrowed from information
retrieval: precision (fraction of given recommendations that are relevant) and recall
(fraction of potentially relevant recommendations that are given). One can balance pre-
cision and recall, by means of the F-measure. Alternatively, people use the area under
the Receiver Operator Characteristic (ROC) curve, to measure how well the algorithm
scores on this trade-off between precsion and recall, see [34].

What makes a good recommendation? We can see a recommendation as a response
to a request for advice. The same Gricean maxims apply (Table 6). In the context of our
application that suggest the following requirements.

– Quality: the recipe must be an existing recipe, and fit the agreed dietary goals.
– Quantity: the recipe must be detailed enough to be able to make it. All ingredients
and quantities must be listed and clear.

– Relation: the recipe must respond to the request of the user and fit the context.
Specifically, the recipe must match the user preferences, if such recipes exist. If
no such recipes exist, a clear no-message must be given.

– Manner: the recipe is presented clearly and with diagrams or photographs to illus-
trate. The recipe must not be too long or detailed [28].

The goodness criteria for recommendations are similar to those for explanations in
Table 3. For comparison, we have adjusted them to fit recommendations ( Table 7).
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5 Discussion

Building explainable recommender systems in the food and health domain, has ethical
consequences. This is why we care about explainability, transparency and trust. In a
previous paper, we have given a survey of ethical considerations for nutritional virtual
coaches [7]. Here, we will discuss a few examples.

First, the factual information about food and ingredients must be true, informative,
and relevant (Gricean Maxims). The data set and knowledge bases used must be fair
and present a representative coverage of foods and tastes. This is not trivial, as food
is related to culture and identity. The system will collect personal data from the user,
namely food preferences and health related data. These data are sensitive, and must be
adequately protected. We observe a trade-off between privacy and relevance. If more
detailed personal data is collected, a better recommendation can be made. A metric to
test this balance, is to check how many requested data items, are actually used.

Second, the system makes recommendations and provides explanations. A related
ethical issue is control: in case of a conflict between user preferences and healthy
choices, who determines the final recommendation? Suppose the user asks for a ham-
burger? Suggesting a more healthy alternative may be seen as patronizing. Here, we
believe the solution is to be transparent: whenever a requested unhealthy choice is not
recommended, this must always be explained. The explanation is contrastive. More-
over, the recommendation must be in line with the stated purpose and ‘persona’ of the
system: chef (good food) or nutritionist (advice).

Another ethical issue is sincerity. A recommendation or explanation must be trusted
not to have a hidden purpose, like commercial gain [21]. If a system provides a
clear explanation, a user can verify that reason. Moreover, if the explanation is con-
trastive [26], indicating why some recipes are not shown, and interactive, allowing users
to vary the request to see how that affects the recommendation, this will make the rea-
soning mechanism transparent, and make it easier to detect a hidden purpose [41].

Third, the systems aims to persuade the user, for instance to make healthier choices
for food. To do so, the system makes use of argumentation techniques. An ethical issue
is how much persuasion we accept from a machine. Again, this depends on the stated
purpose and persona of the system (e.g. chef or nutritionist). Who is ultimately respon-
sible? Here, the answer is to develop the system as a tool to support a nutritionist
in coaching a large group of clients. After deployment a qualified nutritionist should
remain as human-in-the-loop, with meaningful control over the persuasion process.

To summarize, an explainable recommender system offers many opportunities for
manipulation [21]. Manipulation is harder to achieve, if the system is transparent: the
user can verify and compare the stated purpose with actual behavior.

6 Conclusions

In this paper, we have discussed models and metrics for evaluation interactive explain-
able recommender systems. We pointed out the debate between subjective measure-
ment (perceived ease of use, perceived usefulness, user satisfaction) and objective mea-
sures (goodness criteria, task success, misunderstandings). We argue that subjective and
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objective evaluation strengthen each other. For example, consider the following design
principle: users who experience a misunderstanding are less likely to be satisfied. Mis-
understandings might be clear from the log-files. Satisfaction depends on users. So, in
order to test this design principle, one needs to compare both objective and subjective
evaluation metrics.

The model of [15] forms a good basis to develop evaluation metrics for explainable
recommender systems, except that the notion of ‘goodness criteria’ needs to be worked
out, and must be more clearly separated from user satisfaction. For acceptance testing
and user evaluations, the famous TAM model is relevant [8,37]. Trust can be added.
Following Vorm and Combs [39] we believe that transparency is crucial, and that trust
is largely influenced by transparency. However, unlike [39] we believe trust is a separate
notion, that can be measured, by subjective measures.

So, our evaluation model is based on three components: (i) the ISTAM model [39],
which combines TAM and Transparency, (ii) trust [25] and specifically trust in
machines [38], and (iii) various objective measures, such as goodness criteria and fit to
the context, success rate, number of misunderstandings, and over-all performance [15].

Especially for applications in the food and health domain, building an explainable
recommender system has important ethical considerations [7]. An important part of the
solution is to provide explanations and be transparent about the system’s purpose and
way of working. This should allow the user to verify the behaviour of the system and
decide if this forms a basis to trust the system and the recommendations it makes.
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