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SUMMARY

The deployment of photovoltaic (PV) systems in urban environments has the potential
to supply a significant share of the urban energy demand and help us reduce greenhouse
emissions in the hope of alleviating the consequences of climate change. Moreover, re-
cent advancements in the integration of PV technology into multi-functional architec-
tural elements, offer the possibility to deploy solar cells almost on every surface of the
urban fabric.

In this dissertation, the solar energy potential of the urban environments and ap-
proaches for improving the performance of urban PV systems are investigated. The first
part of this thesis is focused on computational models to evaluate the solar radiation
reaching a PV system in complex geometric environments. The second part, delves into
the effects of partial shading on the electrical output of PV systems and proposes strate-
gies to increase the shading tolerance of PV modules.

In Chapter 2, a model for the computation of the solar irradiation in urban environ-
ments is presented. The model proposes a simplification in the calculations using two
indicators to quantify the effect of the skyline profile on the annual irradiation received
by a PV module. The reduced computational cost of the simplified irradiation model
enables the evaluation of the energy potential using digital elevation models to find the
best places for installing specific PV systems in urban areas.

Once the best places are identified, a more detail analysis of the irradiance incident
on each of the solar cells of a PV module is needed to obtain an accurate estimation of
the electrical yield of the system. In Chapter 3, a ray tracing simulation approach is pro-
posed for the calculation of the irradiance incident on PV systems in complex geometric
environments. The approach consists in decoupling the calculations to extend the sim-
ulation capabilities of current ray tracing models. The proposed approach enables the
simulation irradiance with high temporal and spectral resolution in scenes with time-
varying optical properties. A validation study using different types of solar radiation sen-
sors suggests that the accuracy of the approach is comparable to other state-of-the-art
ray tracing simulation models for PV systems. Moreover, it is expected that the imple-
mented features will contribute to increase the accuracy of the simulation of bifacial PV
systems and future tandem modules.

Starting in Chapter 4, the electrical performance under partial shading condition of
different systems and module topologies is evaluated employing simulations and experi-
ments. The results of the simulation study presented in Chapter 4, facilitate the quantifi-
cation of the annual energy yield enhancement that can be achieved with shade tolerant
PV modules topologies with bypass diodes and parallel interconnections. This analy-
sis demonstrates that shade tolerant module topologies are particularly beneficial when
shading is caused by objects situated in close proximity to the modules.

In Chapter 5, the concept of reconfigurable PV generators is explored as a strategy
to mitigate current mismatch losses caused by partial shading. A version of a series-

xi



xii SUMMARY

parallel reconfigurable PV module is proposed and compared through simulations to
shade tolerant module topologies with static interconnections. Moreover, the outdoor
performance of the proposed reconfigurable module is evaluated using a full-scale pro-
totype under different shading scenarios. While it is important to reduce the electri-
cal output range of the reconfigurable module to facilitate the design of an appropriate
power converter, results suggest that the dynamic reconfiguration of the electrical inter-
connections within the module can boost the energy yield in partially shaded locations
by more than 10 %.

Finally, Chapter 6 is dedicated to the analysis of the role of the reverse current-voltage
characteristics of solar cells in the performance of partially shaded PV modules. In par-
ticular, the breakdown characteristics of interdigitated back contact solar cells with tun-
nelling oxide passivating contacts is investigated. An approach to reduce the breakdown
voltage is evaluated through device-level simulations and the effect of the breakdown
voltage on the energy yield is estimated by performing system-level simulations. These
simulations are complemented by outdoor experiments with PV modules composed
of solar cells with different breakdown characteristics. Results indicate that reducing
the breakdown voltage of solar cells can improve the electrical performance of partially
shaded PV modules between 4 % and 20 %, while simultaneously minimising the ther-
mal stress in reverse biased solar cells.



SAMENVATTING

Het implementeren van fotovoltaïsche systemen in de gebouwde omgeving heeft het po-
tentieel om in een significant gedeelte van de stedelijke energievraag te voorzien en kan
ons helpen om de uitstoot van broeikasgassen te verminderen, in de hoop de gevolgen
van klimaatverandering te minimaliseren. Bovendien bieden recente ontwikkelingen op
het gebied van de integratie van fotovoltaïsche technologie in multifunctionele archi-
tectonische elementen de mogelijkheid om zonnecellen op bijna ieder oppervlak in de
gebouwde omgeving toe te passen.

In dit proefschrift wordt het potentieel van zonne-energie in stedelijk gebied on-
derzocht, evenals manieren om de prestaties van stedelijke fotovoltaïsche systemen te
verbeteren. Het eerste gedeelte van dit proefschrift richt zich op rekenmodellen om de
zonne-instraling te evalueren die een fotovoltaïsch systeem in complexe geometrische
omgevingen bereikt. Het tweede deel gaat in op de effecten van gedeeltelijke schaduw
op de elektriciteitsproductie van fotovoltaïsche systemen en stelt strategieën voor om de
tolerantie van fotovoltaïsche modules ten aanzien van schaduw te vergroten.

In hoofdstuk 2 wordt een model gepresenteerd voor het berekenen van zonne-in-
straling in stedelijk gebied. Het model stelt een versimpeling in de rekenmethodiek voor
waarbij gebruik wordt gemaakt van twee indicatoren om het effect te kwantificeren dat
het profiel van de horizon heeft op de jaarlijkse instraling die wordt opgevangen door
een fotovoltaïsche module. De verminderde vereiste rekenkracht van het versimpelde
instralingsmodel maakt het mogelijk om het energiepotentieel te evalueren op basis van
digitale hoogtemodellen en zo de beste plekken te vinden om een gegeven fotovoltaïsche
systeem te installeren in stedelijk gebied.

Zodra de beste plaatsen zijn geïdentificeerd, is een meer gedetailleerde evaluatie van
de instraling die valt op elk van de zonnecellen van een fotovoltaïsche module noodza-
kelijk om een nauwkeurige inschatting te verkrijgen van de elektriciteitsopbrengst van
het systeem. In hoofdstuk 3 wordt een benadering met een ray-tracing simulatie voor-
gesteld voor de berekening van de instraling die valt op PV-systemen in complexe geo-
metrische omgevingen. De aanpak bestaat uit het loskoppelen van de berekening om
de simulatiemogelijkheden van huidige ray-tracing modellen uit te breiden. De voor-
gestelde aanpak maakt het mogelijk om de simulatie van instraling met hoge tempo-
rale en spectrale resolutie toe te passen in omgevingen met optische eigenschappen
die variëren in de tijd. Een validatie studie die gebruik maakt van verschillende type
zonne-instralingssensoren suggereert dat de nauwkeurigheid van de aanpak vergelijk-
baar is met andere state-of-the-art ray-tracing simulatiemodellen voor fotovoltaïsche
systemen. Bovendien wordt verwacht dat de toegepaste functies bij zullen dragen aan
een hogere nauwkeurigheid van de simulatie van tweezijdige fotovoltaïsche systemen en
toekomstige tandem-modules.

Vanaf hoofdstuk 4 wordt de elektrische prestatie van verschillende systeem- en mo-
dule-configuraties bij gedeeltelijke schaduw bestudeerd door gebruik te maken van si-
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mulaties en experimenten. De resultaten van de simulatiestudie die wordt gepresen-
teerd in hoofdstuk 4, maakt het mogelijk om de verbetering van de jaarlijkse energie-
opbrengst te kwantificeren die kan worden bereikt met schaduw-tolerante fotovoltaï-
sche module topologieën die bypass diodes en parallelle verbindingen tussen zonnecel-
len bevatten. Deze analyse toont aan dat schaduw-tolerante module topologieën vooral
gunstig zijn wanneer de schaduw wordt veroorzaakt door objecten die zich dichtbij de
modules bevinden.

In hoofdstuk 5 wordt het concept van herconfigureerbare fotovoltaïsche opwekkers
verkend als een strategie om mismatch-verliezen te voorkomen die worden veroorzaakt
door gedeeltelijke schaduwvorming. Een serie-parallelle herconfigureerbare fotovoltaï-
sche module wordt geïntroduceerd en met behulp van simulaties vergeleken met scha-
duw tolerante module-topologieën met vaste verbindingen. Bovendien wordt de bui-
tenprestatie van de voorgestelde herconfigureerbare module geëvalueerd door gebruik
te maken van een prototype op ware grootte dat wordt blootgesteld aan verschillende
schaduw scenario’s. Hoewel het belangrijk is om het bereik van de uitgangsstroom te
verkleinen om het ontwerp van een geschikte omvormer te vergemakkelijken, suggere-
ren de resultaten dat dynamische herconfiguratie van de elektrische verbindingen in de
module de energieopbrengst op gedeeltelijk beschaduwde locaties met meer dan 10 %
kan verhogen.

Tenslotte is hoofdstuk 6 gewijd aan de studie naar de rol van achterwaartse stroom-
spanning karakteristieken van zonnecellen in de prestatie van gedeeltelijk beschaduwde
fotovoltaïsche modules. In het bijzonder worden de doorslagkarakteristieken van inter-
digitated-back-contact zonnecellen met tunnelling oxide passivating contacten onder-
zocht. Een manier om de doorslagspanning te verlagen is bestudeerd met simulaties op
zonnecel-niveau en het effect van de doorslagspanning op de energieopbrengst wordt
ingeschat door middel van simulaties op systeemniveau. De simulaties worden onder-
steund door buitenexperimenten met fotovoltaïsche modules die bestaan uit zonnecel-
len met verschillende doorslagkarakteristieken. De resultaten laten zien dat het verlagen
van de doorslagspanning van zonnecellen de elektrische prestaties van gedeeltelijk be-
schaduwde fotovoltaïsche modules kan verbeteren met waardes tussen 4 % en 20 %, ter-
wijl tegelijkertijd de thermische spanning in zonnecellen met een achterwaartse span-
ning wordt geminimaliseerd.



1
INTRODUCTION

Climate change is the most threatening challenge the world has ever faced. It has the
potential to trigger uncountable crises with irreversible effects and directly endangers
life on Earth. Without any doubt, this human-induced phenomenon is going to have
unavoidable and regretful consequences for our planet. In this context, time is of the
essence, and immediate action is needed to prevent further exacerbation of the problem.

1.1. NEED FOR PHOTOVOLTAICS
The energy sector is the largest contributor to greenhouse gas emissions, which are the
primary cause of climate change [1]. On top of that, the worldwide primary energy con-
sumption has shown an average annual increase of 1.4 % over the last decade driven by
population growth, urbanisation, and economic development [2]. Anticipated trends
indicate that energy consumption will continue in its growth trajectory, particularly in
developing countries, which will further contribute to the emission of greenhouse gases.
These facts put in evidence the urgent need for a transformation that requires a coor-
dinated effort from all sectors of society to accelerate the electrification of the energy
sector and the substitution of fossil fuels with cleaner energy sources.

Currently, only 13 %1 of the total global power generation is supplied by renewable
sources [2]. Although the total sustainable power generation capacity is still low, it has
been growing at an average annual rate of 14.9 % over the last decade. In particular,
the growth of the installed photovoltaic (PV) capacity has been the fastest among all
sustainable energy technologies. Throughout the past decade, the installed PV capacity
has experienced an average 27.9 % growth per year, reaching 849 GWp in the year 2021
[3].

Certainly, the expansion of PV power generation capacity has been truly remarkable.
However, Figure 1.1 shows the great challenge that still lies ahead. In order to meet the
Net Zero Emissions by 2050 Scenario (NZE2050), the annual PV generation growth needs
to remain at 25 % for the coming decade [4]. This ambitious goal is only reachable if

1Excluding hydroelectricity.
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PV installations are rapidly deployed not only in large-scale solar farms, but also in the
commercial and residential sectors.
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Figure 1.1: Global installed solar PV capacity by scenario. Data from year 2022 retrieved from [5].

1.2. PHOTOVOLTAICS IN THE URBAN ENVIRONMENT
The expansion in population and the increasing energy demand have led to a growing in-
terest in PV systems as a source of sustainable energy in urban environments. According
to the International Energy Agency, the installed capacity of PV systems in urban areas is
expected to grow significantly, and the residential PV market is anticipated to more than
triple in size during the 2020-2030 decade [6]. In addition, it is estimated that over 2 TWp

could be installed on suitable rooftops only in the European Union and the United States
[7], [8]. However, urban PV deployment is not limited only to roofs. Solar cells can be in-
corporated into various architectural elements beyond traditional rooftops, including
façades [9], carports [10], and shading structures [11]. The integration of PV technology
extends to a wide range of building components, such as tiles [12], windows [13], shading
devices [14] and chimneys [15], resulting in multi-functional building elements, which
can provide additional functionality such as weather protection, thermal insulation, and
privacy.

The installation of PV systems on existing building surfaces and infrastructure max-
imises the use of the limited space in urban areas and reduces the need for additional
land to be dedicated to energy generation. Additionally, the deployment of PV systems in
urban areas contributes to the distributed generation of electricity. Decentralised urban
PV generation can help to improve the reliability of the electrical grid system providing
grid stability and power quality, while reducing the need for large-scale transmission and
distribution infrastructure.

Consumers can also benefit directly from urban PV. A reduced dependence on cen-
tralised grids provides an increased resilience to power outages and improves energy
security. Additionally, distributed generation of electricity can reduce the cost of energy
for consumers, as they are not subject to the same losses and costs associated with the
transmission of electricity over long distances.
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Nevertheless, there are several challenges that urban PV needs to overcome. In par-
ticular, the nominal operating hours of PV systems in the urban environment are typi-
cally 10 % to 40 % lower compared to PV systems in rural environments [16]. The main
factors influencing the performance of urban PV systems include:

• Orientation and tilt: The orientation and tilt angle at which PV modules are in-
stalled affect how much sunlight they receive. Ideally, fixed PV systems should be
installed facing South in the northern hemisphere, and facing North in the south-
ern hemisphere. The optimal tilt angle for fixed PV modules depends on the lati-
tude and the ratio of diffuse to beam irradiance at the installation site. However,
in the urban environment, the orientation and tilt of PV modules are often con-
strained by the building structures on which they are mounted, and it is common
to find PV systems installed vertically and facing East or West [17], [18].

• Shading: Shadows from buildings, trees, and other urban structures reduce the
amount of solar radiation that can reach the PV modules, directly impacting the
energy yield of the PV system [19]. Partial shading is particularly problematic be-
cause typically solar cells in a PV module are connected in series forming a string,
and shading even one cell can restrict the current flow through the whole string re-
ducing the power output of the entire module. In addition, shading can lead to the
formation of hot spots, which can shorten the lifetime of PV modules and cause
permanent damage to the cells.

• Temperature: Urban environments tend to be hotter than rural areas due to the
urban heat island effect [20]. Moreover, the way PV modules are usually mounted
or integrated in urban structures limits the airflow on the rear side of the modules,
contributing to rise the module temperature even further [21]. As a consequence
of the increase in the module temperature, the conversion efficiency of solar cells
is significantly reduced 2. High temperatures can also cause thermal stress on the
modules, which can lead to warping, cracking, and other physical damage that
impacts negatively the yield of the PV system [22].

• Air pollution: Urban environments are often associated with high levels of air pol-
lution, which can reduce the efficiency of PV panels over time [23], [24]. Regular
cleaning and maintenance is important for optimal performance, especially in ur-
ban environments where dust and debris tend to accumulate more quickly on the
surface of PV modules.

The reduced specific energy yield caused by the above-mentioned factors is one of
the reasons why the levelised cost of electricity (LCOE) of urban PV systems is signif-
icantly higher compared to utility scale solar farms. However, with proper placement
and design, most of these effects can be mitigated, enabling urban PV systems to pro-
vide significant amounts of clean and economical sustainable energy.

2In the case crystalline silicon, an increase of 10 ◦C in the module temperature causes a conversion efficiency
reduction between 2.5 % and 4 %
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1.3. AIM AND OUTLINE OF THIS WORK
The objective of this dissertation is to investigate the performance of PV systems in
the urban environment and explore different strategies to improve it. The first part of
this study concentrates on developing simulation models to compute the solar radia-
tion reaching a PV system in complex geometric environments. The second part of this
research delves into the effects of shading on the electrical output of PV modules and
proposes two strategies to improve their shading tolerance.

This dissertation is organised in seven chapters, with Chapter 1 (this chapter) serving
as the introductory chapter.

Chapter 2 presents a simplified irradiation model to determine the most suitable lo-
cations for installing PV systems in urban areas based on indicators of the solar potential.

Once the best locations are identified, higher levels of detail and accuracy are re-
quired to compute the irradiance on each cell of a PV module. In Chapter 3, a ray tracing
simulation approach is proposed to evaluate the spectral irradiance incident on surfaces
in complex urban environments with time-varying optical properties.

Due to the intricate geometry of urban environments, shading can affect even the
most favourable locations. Chapter 4 explores the effect of partial shading on the electri-
cal performance of PV modules, and proposes a simple approach to estimate the energy
yield of PV modules with bypass diodes and series/parallel interconnections.

Chapter 5 is dedicated to the investigation of a reconfigurable PV module design en-
hanced with a switching matrix that dynamically modifies the electrical interconnec-
tions between solar cells to maximise the power generated under partial shading. The
shading tolerance of the reconfigurable module concept is evaluated through simula-
tions and experiments.

Chapter 6 presents an analysis on the impact of reverse current-voltage characteris-
tics of solar cells on the electrical output of partially shaded PV modules. An approach
to improve the performance of reverse biased solar cells is explored and the potential
energy yield gain from using PV modules made with low breakdown voltage solar cells is
assessed.

Finally, the conclusions of this study are presented in in Chapter 7 together with rec-
ommendations for future research.

1.4. MAIN CONTRIBUTIONS TO THE FIELD
The research outlined in this dissertation makes a series of small but significant contri-
butions to the field of photovoltaics. The main highlights are summarised below:

• A calculation method for the direct estimation of the solar irradiation in urban
environments with reduced computational cost.

• A ray tracing simulation approach that enables the computation of spectral irradi-
ance in complex geometric scenarios with time-varying optical properties by de-
coupling the ray tracing calculations from the illuminations conditions and the
optical reflectivity of the surfaces in the scene.

• An extensive evaluation of the shading tolerance of various PV system and PV
module topologies in different urban shading scenarios.
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• An in-depth analysis of reconfigurable series-parallel PV modules as a means of
improving the shading tolerance of PV systems.

• A study of the role and impact of the reverse characteristics of solar cell on the
shading tolerance of PV modules.
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SIMPLIFIED IRRADIATION MODEL

FOR URBAN ENVIRONMENTS

This chapter is based on the following publication:

A. Calcabrini, H. Ziar, O. Isabella, M. Zeman, A simplified skyline-based method for
estimating the annual solar energy potential in urban environments., Nature Energy 4,
206 (2019).

2.1. INTRODUCTION
The declining cost of photovoltaic technology and the improvement in the aesthetics
of PV modules are contributing to the rapid expansion of photovoltaics in urban envi-
ronments. Beyond the traditional Building Added Photovoltaics (BAPV), today the PV
market is offering more alternatives for Building Integrated Photovoltaics (BIPV) [25].
In the near future, technological advances will make it possible to deploy PV almost on
any surface of the urban fabric [26]–[28]. In this context, simulation tools will become
increasingly important to ensure the energy gain and profitability of PV systems.

Over the last decades, multiple simulation tools have been developed to compute
the solar irradiation and the energy yield of PV systems in urban environments. Some of
these include In my backyard tool [29]; the PVsites project [30]; ray-tracing-based meth-
ods [31]–[33]; various GIS-based tools [34], [35]; among many others reported in a com-
prehensive review by Freitas et al. [36]. The vast majority of these tools calculate the
hourly irradiance incident on the plane of array (PoA) considering the sky luminosity
distribution, the module tilt and orientation, and the objects surrounding the target sur-
face [37]. Then, hourly irradiance values can be integrated to determine the annual solar
energy potential. For this reason, such methodologies for calculating the solar potential
are herein referred to as time-resolved approaches.

Time-resolved approaches are useful when the power generated by a PV system at

7
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every hour during a year is of interest. However, in some cases, only the annual energy
potential is of interest. For instance, when looking at the optimum locations to install a
distributed PV system in an urban planning framework, it might be necessary to estimate
its annual energy yield at a large number of locations. In this case, hourly irradiance lev-
els are merely intermediate calculations that are needed to compute the annual integral
and find the optimal locations. When the solar potential needs to be evaluated over large
areas, the repetitive calculations combined with the complex geometry of the landscape
make time-resolved approaches computationally extensive [38], [39].

In an effort to simplify the calculations and reduce the computation time, different
methodologies and indicators for solar potential in urban environments have been ex-
plored. For example, the work of Robinson [40] uses the sky view factor as an irradiation
indicator in locations with a high amount of diffuse radiation. Rodriguez et al. present in
[41] an urban modelling platform for estimating the solar potential using the 3D geom-
etry of buildings and the simple Hay and Davies sky model to reduce the computation
time [42]. More recently, Chatzipoulka et al. presented a study for vertical façades, where
the sky view factor is correlated with the global irradiation to facilitate the calculations
[43]. These approaches, although mostly applicable to cloudy climates, are useful to give
a quick estimation of the solar potential available in urban environments.

This chapter presents a model for the direct estimation of the solar energy potential
in urban areas, which implies a significant reduction in computation effort compared
to time-resolved models. The proposed model is based on the correlation between the
annual irradiation and two parameters that quantify the skyline profile: the sky view fac-
tor (SVF) and the sun coverage factor (SCF). The numerical coefficients correlating an-
nual irradiation and skyline profile, are valid within a climatic region and can be quickly
calculated for a specific module tilt and orientation using a time-resolved model and
synthetic skyline profiles. After the coefficients are computed, the problem of calculat-
ing the PoA irradiation at any real location is reduced to capturing the skyline profile.
The SVF and the SCF of the real skyline profile can be then computed and - with the
pre-calculated coefficients - it is possible to obtain a quick estimation of the annual irra-
diation.

In the following section the time-resolved approach employed to calculate the re-
quired correlation coefficients is explained. Subsequently, a detailed description of the
proposed model is presented. In the final section, the model is benchmarked against the
time-resolved approach and validated with actual PV system data.

2.2. TIME-RESOLVED SIMULATION APPROACHES
Most time-resolved approaches for calculating the annual irradiation and energy yield
of a PV module combine irradiance, thermal, and electrical models. These models con-
stitute a simulation framework, as the one depicted in Figure 2.1, which enables the cal-
culation of the instantaneous irradiance on the plane of array and the electric power
generated by the PV module.

Most irradiance models implemented in PV simulation software are transposition
models, which combine direct normal irradiance (DNI), diffuse horizontal irradiance
(DHI) and global horizontal irradiance (GHI) values to compute the global irradiance on
the plane of array.
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Figure 2.1: General block diagram of the simulation framework of time-resolved approaches for calculating
the annual irradiation on a surface and the PV system’s annual DC yield. The required inputs are clustered
in three groups. (a) Meteorological data, i.e., irradiance measurements, ambient and ground temperature,
wind speed and cloud cover. (b) Location specifications, including geographical coordinates and a 3D model
of the landscape and objects surrounding the PV module. (c) PV module data, which include mechanical,
dimensional, electrical, optical and thermal parameters of the PV module. The irradiance model uses the
location specifications and the meteorological data to calculate the amount of solar irradiance impinging on
the plane of array of the PV module. The thermal model allows to determine the operating temperature of the
PV module which, together with the computed irradiance, are the inputs to the electrical model to calculate
the instantaneous power generated by the PV module.

2.2.1. TRANSPOSITION MODEL
The transposition model employed in this chapter combines three irradiance compo-
nents to calculate the total (or global) plane of array irradiance (Gtot), namely the beam1

(Gbeam), the diffuse (Gdiff) and the reflected (Grefl) components.

Gtot =Gbeam +Gdiff +Grefl (2.1)

The beam component Gbeam is proportional to DNI [44] and can be expressed as:

Gbeam = DNI ·cos(AOI) (2.2)

where AOI is the angle between the solar vector and the normal to the surface of the PV
module [45].

The diffuse irradiance component Gdiff is calculated from DHI. In this chapter, the
simplified version of the Perez model [46] is used. The simplified Perez model divides
the diffuse irradiance into three sub-components, namely isotropic (Giso), circumsolar
(Gcir), and horizontal ribbon (Ghr), which respectively correspond to the terms in Equa-
tion (2.3):

Gdiff = DHI ·
(
(1−F1) ·SVF+F1 · a

b
+F2 · sin(θM)

)
(2.3)

1In transposition models, the beam component is also frequently referred to as direct component. Herein the
term "direct" is employed in contrast to "reflected", to refer to radiation that reaches the module without
interacting with any other surrounding surfaces.
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where F1 and F2 are the empirical coefficients corresponding to the circumsolar and
horizontal ribbon components, a and b are geometrical coefficients that depend on the
solar position, and SVF is the sky view factor.

For a tilted module mounted close to the ground, the reflected irradiance compo-
nent (also called the albedo component) is considered to be proportional to the albedo
coefficient of the ground surface αs :

Grefl = GHI ·αs · (1−SVF) (2.4)

By repeatedly solving Equation (2.1), the total irradiance on the PV module can be
calculated for every hour of the year. Irradiance values are then input into the thermal
and electrical models to compute the generated electric power.

EFFECT OF THE SKYLINE ON THE SOLAR IRRADIANCE COMPONENTS

The skyline profiles of the urban environment affect the irradiance components in differ-
ent ways. The calculation of the irradiance components at locations with raised skyline
profiles is herein modified according to the following assumptions:

• Gbeam: the beam component is distributed over the sun disk, yet in the simplified
Perez model the sun is assumed to be a point source centred at the sun disk [47].
Therefore, this component is zero when the centre of the sun disk is behind the
skyline profile.

• Gcir: the circumsolar component is distributed around the sun disk, but in the
Perez model it is also reduced to a point source centred at the sun disk. Con-
sequently, this component is zero when the centre of the sun disk is behind the
skyline profile.

• Ghr: when the objects that constitute the horizon profile are low and very distant
from the module, the horizontal ribbon component is only slightly affected. How-
ever, if the objects are close to the PoA like in most urban landscapes, the horizon-
tal ribbon effect is assumed to be negligible [48].

• Giso: the diffuse isotropic component is reduced proportionally to the sky view
factor.

• Grefl: the reflected component is proportional to the global horizontal irradiance
which is also affected by the skyline profile (SP). At locations with a raised skyline,
the global horizontal irradiance on the ground in front of the module, GHISP, can
be expressed as:

GHISP = DNI · sin(aS )+DHI ·
(
(1−F1) ·SVF+F1 · a

b

)
(2.5)

if the sun is in front of the module and above the skyline, or:

GHISP = DHI · ((1−F1) ·SVF) (2.6)

if the sun is behind the module or blocked by the skyline profile.
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SKY VIEW FACTOR CALCULATION

The sky view factor of a differential area element (dAM) is defined as the view factor
from the differential area element to the visible part of the sky, in other words, it is the
fraction of radiant flux emitted by the differential area dAM that is intercepted by the sky.
Following the mathematical definition of view factors, the SVF is defined as:

SVF =
Ï

sky

cos(θ1)

π
dΩ (2.7)

where θ1 is the angle between the normal to dAM and the vector that points to the dif-
ferential sky area element dΩ.

𝐴𝑀𝜃𝑀

𝑥

𝑦

𝑧

𝜃

𝑑𝐴𝑀

𝜑

Figure 2.2: Representation of the tilt and orientation of a differential area of a PV module in spherical coordi-
nates. The grey region represents the part of the sky behind the plane of array.

At free-horizon locations, the calculation of the sky view factor is simplified2. Its
expression can be derived from Equation (2.7) in spherical coordinates for a differential
area on a PV module with tilt θM and azimuth AM:

SVF = 1

π

Ï
sky

sin(θM) cos(AM)
sin(θM) sin(AM)

cos(θM)

T

·
sin(θ) cos(ϕ)

sin(θ) sin(ϕ)
cos(θ)

 · sin(θ) dϕ dθ (2.8)

where ϕ is the azimuth and θ is the zenith angle or colatitude represented in Figure 2.2.
The integration over the spherical wedge that corresponds to the visible part of the

sky can be simplified by assuming AM =90◦ and then rotating the differential module
area and the ground by 90◦ around the y axis using the right-hand rule:

SVF = 1

π

∫ π
2

0

∫ π
2

θM− π
2

 0 0 1
0 1 0
−1 0 0

 ·
 0

sin(θM)
cos(θM)

T

·
sin(θ) cos(ϕ)

sin(θ) sin(ϕ)
cos(θ)

 · sin(θ) dϕ dθ (2.9)

SVF = 1

π

∫ π
2

0

∫ π
2

θM− π
2

cos(θM)
sin(θM)

0

T

·
sin(θ) cos(ϕ)

sin(θ) sin(ϕ)
cos(θ)

 · sin(θ) dϕ dθ (2.10)

2Note that the frequent confusion present in the literature related to the expression of the SVF at free-horizon
locations [49], [50], stems from a misinterpretation of the its definition.
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The integral in Equation (2.10) can be easily solved to obtain the reduced expression
of the sky view factor at free-horizon locations:

SVF = 1+cos(θM)

2
(2.11)

Δ𝑎𝑠

Δ𝐴𝑠

𝑎𝑠
𝑖𝑗
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Figure 2.3: Sky view factor calculation. As and as represent the azimuth and altitude of a sky patch, respec-
tively. The sky view factor to the sky patch i j can be calculated using Equation (2.13)

At raised horizon locations, the sky view factor can be approximated considering an
equiangular discretisation of the sky dome illustrated in Figure 2.3, as the sum of the
view factors from dAM to each visible sky patch i j :

SVF =∑
i

∑
j

VFM→i j (2.12)

where the view factors V F M→i j can be calculated following the notation in Figure 2.3 as:

VFM→i j =
n̂M · n̂i j

π
cos ai j

s ∆As ∆as (2.13)

Sky patches that are behind the skyline profile or below a raised horizon are excluded
in the calculation of the SVF. Moreover, only positive view factors are considered in the
summation in Equation (2.12). Negative view factors correspond to sky patches that are
not visible to the module because they lie behind the plane of array defined by the tilt
and orientation of dAM (i.e., the grey region shown in Figure 2.2).

It should be noted that the sky view factor can be calculated at an infinite number of
points on the surface of a PV module. For simplicity, in this chapter a single point at the
centre of the PV module is considered. It is assumed that the sky view factor calculated
at this point is representative of the entire module.

IRRADIANCE MODEL VALIDATION

In order to evaluate the accuracy of the simplified Perez model with the modification of
the irradiance components, the irradiance on the modules of the e-Bike charging station
located in Delft (Figure 2.4a) was simulated and compared to measurements. The DNI
and DHI inputs for the transposition model were obtained from the CESAR observatory
in Cabauw [51], the Netherlands. The skyline profile at the location of this PV system was
captured using the Horicatcher tool (Figure 2.4a). Figure 2.4c presents a comparison
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Figure 2.4: Comparison between the measured and simulated PoA irradiance on the e-Bike charging station.
(a) Picture of the PV-powered e-Bike charging station in TU Delft campus. (b) Skyline picture captured with
the Horicatcher tool next to the solar e-bike charging station. (c) Processed skyline profile after removing the
part of the sky blocked by the e-Bike charging station. (d) Measured and simulated plane of array irradiance
on the e-Bike charging station.

between the simulated PoA irradiance and measurements taken on the PoA of the e-
Bike charging station with a thermopile pyranometer during 3 consecutive days. This
specific period of time was selected because the sky was mostly clear, making it possible
to employ the DNI and DHI values measured in Cabauw to estimate the performance of
the PV system located in Delft which is 38 km away from the CESAR observatory.

In Figure 2.4c, it can be noticed that both the measured and simulated irradiance
drop significantly around noon. The reason is the shading caused by the tall building
shown in Figure 2.4a located south of the e-Bike charging station.

Day
Measured
(Whm−2)

Simulated
(Whm−2)

MBE
(%)

RMSE
(Whm−2)

2017-02-13 2737 2541 +7.1 68.9
2017-02-14 2931 2598 +11.3 77.0
2017-02-15 2654 1954 +26.4 167.3

Table 2.1: Measured and simulated daily irradiation at the e-Bike charging station. The relative deviation and
the root mean squared error (RMSE) are given for comparison.

The measured and simulated daily irradiation are summarised in Table 2.1. The dif-
ferences between the measurements and the simulations can be attributed to several
factors:
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1. The simplified Perez model assumes that the beam and the circumsolar compo-
nents are concentrated in one point at the centre of the sun disk [47]. In reality,
these components are distributed on and around the sun disk, and when the sun
approaches an obstacle its radiance is gradually reduced before the sun falls com-
pletely behind the skyline profile [52]. For the same reasons, in reality the irra-
diance increases progressively when the Sun starts rising from behind the skyline
profile.

2. The point on the ground considered for the calculation of GHISP is right in front
of the PV modules. When the sun is blocked by the tall building, this point on the
ground is also shaded and thus Equation (2.6) is used. However, in reality parts
of the ground around the module are yet sunlit and the effective GHISP value is in
between the values from Equations 2.5 and 2.6. As a result, when the sun is behind
the building, the reflected irradiance on the PoA is underestimated.

3. The irradiance peaks in the morning are due to specular reflections on the win-
dows of one of the surrounding buildings. These peaks cannot be reproduced be-
cause transposition models implicitly assume that all reflective surfaces are ideal
diffuse (i.e. Lambertian) reflectors.

4. Finally, differences on the afternoon of the 15th of February are due to the dif-
ferences in cloud cover between Delft, where the sky was mostly clear during the
entire day, and Cabauw, where the measured DNI was affected by a stronger pres-
ence of clouds.

2.2.2. THERMAL-ELECTRICAL MODEL
After the calculation of the PoA irradiance, the module temperature needs to be deter-
mined. In this study, the fluid dynamic model proposed by Fuentes [53] is used to esti-
mate the temperature the module in steady-state conditions. The Fuentes model calcu-
lates the module temperature considering the global PoA irradiance, the wind speed, the
ambient and ground temperatures, the cloud cover and the mounting of the PV module.

The effective irradiance reaching the solar cell and the cell temperature are inputs to
the electrical model that determines the current and voltage generated by the PV mod-
ule. Even though single- and double-diode models [54] are the most precise approaches
for calculating the power output of PV generators, in this chapter the model described
in [55] was employed. The advantage of the chosen method lies in its simplicity and the
fact that all the required parameters can be easily obtained from commercial PV mod-
ule datasheets. The PV module efficiency ηM at given irradiance (Gtot) and temperature
(TM) is calculated according to [55]:

ηM = ηSTC
M · (1+β · (TM −T STC

M

)) ·(1+ ln

(
Gtot

GSTC

)γ)
(2.14)

where ηSTC
M is the efficiency of the module under standard test conditions, β is the mod-

ule’s power temperature coefficient, and γ is given by:

γ= Ns ·n ·kB ·TM

q ·V STC
OC

(2.15)
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where Ns is the number of series connected PV cells in the module, n the ideality factor
of the solar cell that represents different recombination processes [56], kB the Boltzmann
constant, q the elementary charge, and V STC

OC the open circuit voltage of the module un-
der STC.

2.3. SIMPLIFIED IRRADIATION MODEL
In order to avoid the repetitive calculations of the time-resolved approach, two indica-
tors to directly estimate the annual irradiation are proposed. In this section these indica-
tors and the mathematical expression of the proposed irradiation model are presented.
Furthermore, the model is applied to a specific PV system as an example, and it is shown
how to extend the model to estimate the yield of PV systems.

2.3.1. SOLAR IRRADIATION INDICATORS
The annual irradiation on a PV module depends on the local meteorological conditions,
which vary from one year to the next one. Thus, climate data is used to estimate the
average annual irradiation on a PV system3. From the results of time-resolved simula-
tions using climate data, it was determined that it is possible to approximate the annual
irradiation at a given location with two figures of merit that quantify the landscape sur-
rounding a PV module.

The first indicator used to quantify the landscape around a PV module is the already
mentioned sky view factor, which can be calculated from the skyline profile as explained
in Section 2.2.1. The reason for using this parameter is straightforward. The diffuse
isotropic and ground reflected components of the Perez model depend (almost) linearly
on the SVF [47].

However, the remaining irradiance components are not directly related to the value
of the sky view factor. In fact, it is easy to imagine a case where the beam and circumsolar
irradiation components cannot be estimated using the SVF [40]. For example, for a hor-
izontal PV module in the northern hemisphere, all the objects located to the north of the
PV module do not overlap with the sun path. These objects reduce the SVF, but they do
not affect the beam nor the diffuse circumsolar irradiance components which originate
from the centre of the sun disk [46]. Therefore, to estimate the irradiation contribution
of to these other two components, a different indicator is proposed: the sun coverage
factor. The SCF at a location with a raised horizon is defined as the ratio between the
time that the sun is behind the module or blocked by the skyline per year and the annual
sunshine duration at the same location with a clear horizon. This can be expressed as:

SCF =

∑
year

χsp (AS (t ), aS (t ))∑
year

χ f h(aS (t ))
(2.16)

where AS and aS are the time-dependent solar azimuth and elevation angles respec-
tively, and:

3While weather data describes the atmospheric conditions for a particular year, climate data is obtained by
evaluating weather conditions during several years. All the results presented in this chapter were obtained
using synthetic typical meteorological year data generated with Meteonorm.
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χsp (AS , aS ) =
{

1 0 < aS ≤ asp (AS )
0 otherwise

(2.17)

χ f h(aS ) =
{

1 aS > 0
0 otherwise

(2.18)

where and asp is the altitude of the skyline profile as a function of the azimuth angle A:

asp (A) , A ∈ [0◦,360◦) (2.19)

From its definition, it is evident that the SCF is not an irradiance-weighted param-
eter. This implies that blocking the sun one hour in the early morning contributes to
reducing the SCF in the same amount as blocking the sun one hour at noon. In some
cases, this simplification can result in a weak correlation with hourly irradiance values.
However, as shown in the following sections, the SCF demonstrates a strong correlation
with the annual irradiation while it can be rapidly calculated solely from the skyline pro-
file and annual sun path.

2.3.2. SKYLINE PROFILES
Ideally, a detailed 3D model of the objects surrounding the PV modules is required for
an accurate calculation of the yield of a PV system in a complex urban environment.
A full 3D description of the scene enables the accurate calculation of the irradiance on
the surfaces surrounding the PV modules by individually distinguishing their position,
orientation and reflective properties. In turn, this allows for an accurate calculation of
the reflected irradiance on the PV modules.

Synthetic skyline profile functions

asp0 = 0◦

aspAn = 9◦ ·n aspIn = 5◦+ 9◦·n−5◦
360◦ · A

aspBn = 9◦ ·n ·∑2
i=1Π

(
A−180◦·i+90◦

90◦
)

aspJn = aspIn ((A−90◦) mod 360◦))

aspCn = 9◦ ·n ·∑3
i=1Π

(
A−120◦·i+60◦

90◦
)

aspKn = aspIn ((A−180◦) mod 360◦))

aspDn = 9◦ ·n ·∑4
i=1Π

(
A−90◦·i+45◦

60◦
)

aspLn = aspIn ((A−270◦) mod 360◦))

aspEn = 9◦ ·n − 9◦·n−5◦
360◦ · A aspMn = 5◦+ |A−180◦|

20◦ ·n
aspFn = aspEn ((A−90◦) mod 360◦)) aspNn = aspMn ((A−90◦) mod 360◦))

aspGn = aspEn ((A−180◦) mod 360◦)) aspOn = aspMn ((A−180◦) mod 360◦))
aspHn = aspEn ((A−270◦) mod 360◦)) aspPn = aspMn ((A−270◦) mod 360◦))

Table 2.2: Synthetic skyline profile functions used to generate the regression coefficients for the annual irra-
diation and DC yield models. In the functions, A is the azimuth angle, mod is the modulo operation, Π is the
rectangle function and n ∈ 1,2,3,4,5,6,7,8,9,10.

Nonetheless, transpositions models approximate the 3D scene by using the skyline
profile to compute the irradiation on the PV modules. The skyline profile is a 2D pro-
jection of the surrounding landscape as seen from the point of interest on the surface of
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the PV module. The simplification of the surrounding geometry introduces errors in the
calculations which are considered acceptable at the level of detail discussed this chapter.

Synthetic skyline profiles were used to find the correlations between the indicators
and the annual irradiation. Each synthetic profile consists of a number of geometrical
shapes distributed along the horizon line. The advantage of using synthetic skylines lies
in the fact that the skyline shapes can be modified at will, so as to mimic a wide range of
different real urban landscapes. The 161 synthetic skyline profiles employed in this work
are listed in Table 2.2. Figure 2.5 shows some examples of the synthetic profiles used to
obtain the results presented in the following sections.
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Figure 2.5: Examples of synthetic skyline profiles: (a)–(d) Synthetic skyline profiles. These synthetic skylines
respectively correspond to the functions aspD5, aspO4, aspA1 and aspF5 listed in Table 2.2
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Figure 2.6: Real skyline profiles: (a)–(e) Skylines of the city of Delft, the Netherlands. (c) Locations in Delft
where the real skyline profiles were captured. (b),(d) Examples of the images obtained with the Horicatcher
tool at two different locations. (a),(e) Post-processed skyline profiles of the Horicatcher images.
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Additionally, the skyline profiles of 12 real locations in Delft were captured using the
Horicatcher tool [57] and post-processed to generate skyline profile functions. These
real skyline profiles were included in the simulations as control points to ensure that the
synthetic skyline profiles are representative of actual urban landscapes. The locations
in Delft where the skyline profiles were captured, as well as the images taken with the
Horicatcher tool and the post-process skyline profiles are presented in Figure 2.6.

2.3.3. SIMPLIFIED IRRADIATION MODEL
The irradiance on tilted surfaces was simulated considering each synthetic and real sky-
line profile to demonstrate how the annual irradiation components correlate with SVF
and SCF. As an example, the correlation coefficients calculated for the PV-powered e-
Bike charging station are given in Figure 2.7 for the case when the PV modules are tilted
51◦ and facing southwest.
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Figure 2.7: Example of the correlation between SVF, SCF and the irradiation components for the southwest-
facing e-Bike charging station tilted 51◦ in Delft, the Netherlands. (a) Correlation between SVF and the diffuse
isotropic plus albedo irradiation. (b) Correlation between SCF and the beam plus circumsolar irradiation.
Crosses and circles correspond to simulations with synthetic and reals skyline profiles, respectively. The solid
lines and the equations correspond to the polynomial regressions that best fits the results

In Figure 2.7a, the sum of the simulated isotropic diffuse and albedo components
(I SVF

Y ) is plotted against the sky view factor of the corresponding skyline profiles. The
maximum SVF value on the horizontal axis equals 0.81 which corresponds to the sky
view factor of a module tilted 51◦ in a free horizon location. The correlation is highly
linear because the diffuse isotropic component, which depends linearly on SVF, is gen-
erally much larger than the albedo component. Deviations from the linear fit are due to
quadratic relation between albedo component and the SVF when the beam component
is blocked as expressed in Equations 2.4 and 2.6.

In Figure 2.7b, the sum of the simulated beam and circumsolar components (I SCF
Y ) is

correlated with the sun coverage factor. From the minimum value in the horizontal axis,
it can be noticed that even when the horizon is free, the sun is behind the PoA 19 % of the
time because the PV modules are tilted 51◦. Besides, it can be observed that the annual
irradiation drops faster as SCF increases. This can be explained by realising that small
SCF values usually correspond to low skyline profiles that block the sun mostly during
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sunrise and/or sunset, when the PoA irradiance is much lower than at midday.
The total annual irradiation on a given surface (IY ) can be expressed as:

IY = I SC F
Y + I SV F

Y (2.20)

and I SVF
Y and I SCF

Y can be approximated with polynomial regressions:

I SCF
Y =

3∑
k=1

ck · (1−SCFk ) (2.21)

I SVF
Y = (c4 + c5 ·αs) ·SVF (2.22)

The coefficients c1, ...,c5 are obtained from the linear and cubic fittings shown in Fig-
ure 2.7 and are valid for a specific module tilt and orientation within a climatic region.
Furthermore, the ground albedo (αs) can be modified in Equation (2.22) to match the
local albedo.

There are two limit cases regarding the skyline profile that are worth mentioning.
When the sky view is completely obstructed SVF is 0 and SCF is 1. Under these con-
ditions, the estimated annual irradiation is always zero. On the other hand, when the
horizon is free, the maximum irradiation for a horizontal surface is given by:

IY (max) =
4∑

k=1
ck (2.23)

Table 2.3 presents the coefficients used for estimating the annual irradiation on the
e-Bike charging station for different module orientations in Delft. To explain the use
of these coefficients, consider the case of a south-facing PV system tilted 51◦ in a free
horizon location in Delft. It can be quickly determined from the sun path that SCF =
0.115 and SVF = 0.814. Assuming that the albedo of the bricks around the PV system in
Figure 2.7a is 0.2, the coefficients corresponding to a south-oriented surface in Table 2.3
can be substituted in Equations 2.21 and 2.22 to calculate the annual irradiation, which
yields 1082 kWhm−2.

AM c1 c2 c3 c4 c5

N = 0 -1147 1875 -801 411 144
NE = 45 -6353 9105 -3863 411 148
E = 90 -2261 4344 -1903 411 174

SE = 135 -895 2708 -1174 411 202
S = 180 -665 2553 -1143 411 211

SW = 225 -883 2687 -1173 411 199
W = 270 -2025 3980 -1747 411 174

NW = 315 -5960 8526 -3613 411 145

Table 2.3: Correlation coefficients for a 51◦ tilted surface in Delft, the Netherlands. The coefficients (expressed
in kWh yr-1) were calculated for eight main PV module orientations.
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2.3.4. SIMPLIFIED ENERGY YIELD MODEL
The average operative efficiency of the PV modules can be employed to estimate the
annual DC yield of a PV system from the annual irradiation on its PV modules. The
operative efficiency is defined as the actual conversion efficiency from solar irradiance
to electric power of a PV module in the field and it depends on the irradiance and the
module temperature among other factors. Operative efficiencies are typically lower than
standard test conditions (STC) efficiencies, since the module operating temperature is
usually higher than 25 ◦C. Despite the fact that the ambient temperature and the solar
irradiance, which affect the operative efficiency, vary significantly from month to month,
relative variations in the monthly performance ratios of a PV system are generally lower
than 10 % [58]. This suggests that the proposed irradiation model can be extended to
estimate the annual DC energy yield EY of a PV module resulting in:

EY = E SC F
Y +E SV F

Y (2.24)

where:

E SC F
Y =

3∑
k=1

dk · (1−SC F k ) (2.25)

E SV F
Y = (d4 +d5 ·αgnd) ·SVF (2.26)

The usefulness of a fast energy yield estimation model is self-evident. If correlation
coefficients for a specific PV system are calculated, for example, the e-Bike charging sta-
tion, it is possible to estimate how much electricity the system would generate at dif-
ferent locations in an urban environment. Then, it would be possible to use the digital
elevation model of urban areas to create energy potential maps and find all the places
where it is energetically and financially sound to install a certain PV system.

2.4. BENCHMARKING AND VALIDATION

2.4.1. BENCHMARK STUDY IN DIFFERENT CLIMATES
The estimations of the irradiation model were evaluated using synthetic skyline profiles
in cloudy and sunny climates by comparing results with the time-resolved irradiance
simulation approach. The annual irradiation on surfaces with different tilt angles (0◦,
45◦ and 90◦) was simulated by applying the time-resolved approach in two cities with
different climates: Delft, the Netherlands, where the annual global horizontal irradiation
is approximately 1 MWhm−2 and the mean annual cloud cover4 is 5.5 okta; and Antofa-
gasta in the Atacama Desert, Chile, with an annual irradiation close to 2 MWhm−2 and
3.4 okta average cloud cover.

The regression coefficients for the annual irradiation model were generated from the
time-resolved simulation results. Then, the annual irradiation for each synthetic skyline
profile was estimated using the proposed model and compared to the original results
of the time-resolved simulation. Figure 2.8 shows the deviations between the results.
The high values of the coefficient of determination (R > 0.97 for all cases) show a good

4The cloud cover is a good indicator of the proportion of diffuse and beam solar radiation in a certain region.
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Figure 2.8: Benchmark of the proposed annual irradiation model by comparison with the results of time-
resolved simulations in Delft and Antofagasta for different module tilt angles and orientations. For surfaces
tilted 45◦ and 90◦, the comparison was carried with 161 synthetic skylines and eight possible module orien-
tations. For horizontal surfaces (0◦ tilt), only 161 results are shown because the orientation of the surface is
irrelevant.
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performance of the proposed model in both locations. Moreover, from the analysis of
the results it was determined that in 85 % of the simulations the relative deviations from
the estimations are lower than 10 %, and the largest relative deviations correspond to
surfaces with low solar energy potential, which are also the least attractive ones for in-
stalling PV.

COMPUTATION TIME

The proposed irradiation model implies a significant improvement in terms of compu-
tational cost with respect to the time-resolved approach. The computation time of both
approaches was compared using serial implementations of the respective algorithms in
MATLAB on a computer with a dual-core Intel Core i7-5500U processor. In average, each
simulation to calculation the annual irradiation took 260 ms using the time-resolved ap-
proach and 14 ms using the proposed model.

It is important to emphasise that the computation time and the extent to which it can
be reduced strongly depend on how the algorithms are implemented and the specific
platform used for their execution. For example, both the time-resolved approach and
the proposed simplified irradiation approach present a high degree of parallelism, which
would help to significantly reduce the computation times.

The proposed approach is particularly relevant in the context of Geographic Infor-
mation Systems (GIS) and in the prospecting stages of a project, where it can facilitate
conducting solar energy potential assessment studies with existing GIS software over
large-scale urban areas by combining the proposed model with different methods for
obtaining the skyline from three-dimensional urban point clouds [59], [60]. For exam-
ple, considering the above-mentioned simulation times, the calculation of the potential
of a given PV system over a cadastre of 100 hectares with 1 m resolution using the time-
resolved approach would take approximately 3 days while with the proposed model it
could be done in less than 4 hours.

2.4.2. VALIDATION STUDY IN THE NETHERLANDS
The annual energy yield model was applied to estimate the yield of multiple PV systems
monitored by Solar Monkey in the Netherlands. Ten grid-connected PV systems with
the same tilt (θM = 35◦), PV modules (JA Solar JAM6-60-270BK) and inverters (SolarEdge
SE3500) were studied. The coefficients of the annual DC yield model were calculated
using climate data and the results were compared to the actual energy yield measured
between the years 2016 and 2017.

The coefficients for estimating the annual DC yield of the PV modules are presented
in Table 2.4. It is important to notice, that these coefficients are only valid for a particular
PV module model with a specific tilt angle. This limitation is a consequence of extending
the irradiation model to calculate the DC energy yield.

For every PV system, the irradiance indicators were calculated at the central point
of the PV array using skylines profiles generated from a LIDAR digital elevation model
[61]. With these values, the coefficients given in Table 2.4, and assuming an average
albedo of 0.2, the annual DC yield of the systems can be calculated. However, as only AC
yields were available for the monitored PV systems, it was necessary to estimate the AC
yield of the PV systems from the DC yield of the PV modules. The AC yield was calculated

https://solarmonkey.nl/


2.4. BENCHMARKING AND VALIDATION

2

23

AM d1 d2 d3 d4 d5

N = 0° -249 467 -186 106 21
NE = 45° -536 964 -421 106 21
E = 90° -319 746 -315 106 23

SE = 135° -187 630 -262 106 25
S = 180° -160 648 -283 106 26

SW = 225° -193 648 -274 106 25
W = 270° -311 736 -314 106 23

NW = 315° -506 913 -397 106 21

Table 2.4: Model coefficients (expressed in kWh yr-1) for estimating the DC yield of a JA Solar JAM6-60-270BK
PV module tilted 35◦ in the southern part of the Netherlands.

taking into account the European efficiency of the SE3500 solar inverter (97.6 %), and the
following system losses [62]: MPPT losses (accounting for 1 % absolute efficiency loss
at system level); module mismatch losses (1 % absolute), ohmic losses (3 % absolute);
availability of the system (1 % absolute); and soiling losses (1 % absolute). All factors
taken into account, the resulting DC to AC conversion efficiency was 90.6 %.

Location
Size

(kWp)
Azimuth

(°)
SVF
(-)

SCF
(-)

Meas. yield
(MWh yr-1)

Estim. yield
(MWh yr-1)

Error
(%)

U. Heuvelrug 4.86 11 (ESE) 0.76 0.38 4.22 4.01 -5.0
Culemborg 5.94 95 (E) 0.83 0.45 4.95 4.47 -9.8

Son en Breugel 7.29 161 (SSE) 0.86 0.29 6.63 6.81 2.7
Son en Breugel 2.70 171 (S) 0.78 0.15 2.65 2.71 2.3

Eindhoven 2.70 262 (W) 0.90 0.29 2.6 2.72 4.6
Eindhoven 3.51 91 (E) 0.89 0.44 2.27 2.16 -4.8
Laarbeek 11.07 228 (SW) 0.84 0.37 9.14 9.80 7.2

Gemert-Bakel 6.48 178 (S) 0.81 0.20 6.43 6.52 1.4
Venlo 3.24 231 (SW) 0.88 0.32 2.86 2.99 4.5

Emmen 5.94 231 (SW) 0.84 0.28 5.21 5.46 4.8

Table 2.5: Model validation in the Netherlands using 10 PV systems monitored during an entire year (2016-
2017). All the systems studied are tilted 35◦ and built with the same type of PV modules and inverters. The
error between the measured AC yield and the estimated annual AC yield is given in the last column.

In Table 2.5 the characteristics and results of the analysed PV systems are presented.
From the comparison between the measured and estimated AC yields, the average es-
timation error was 0.7 %, with the maximum error corresponding to the PV system in-
stalled in Culemborg (underestimated by 9.8 %). The energy yield of PV systems up to
5 kWp was estimated with higher accuracy, with the largest deviation being 4 % for the
system in Venlo. On the other hand, the yield of large systems was slightly overestimated.
This overestimation is most likely due to larger variations in the irradiation received by
the PV modules, i.e., in a larger system it is more probable that some modules are more
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shaded than others. In order to improve the estimation for large systems, the SVF and
SCF values could be calculated at different points in the array.

2.4.3. VALIDATION STUDY IN DIFFERENT CLIMATES
The model performance was also evaluated in different climates using PV systems from
the PVOutput online database [63]. PVOutput is a free online service that allows users to
configure their PV systems to automatically upload live monitored data.
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Figure 2.9: Model validation with PV systems from PVOutput. From left to right: image of the PV system,
reconstructed skyline profile and AC yield. In the bar plots, the bars represent measured values, the dashed
lines represent the average of the bars and the red solid line is the estimation of the proposed model. (a) PV
system in Paris, France. (b) PV systems in Washington, U.S.A. (c) PV system in Cagliari, Italy. (d) PV system in
Adelaide, Australia.

The four systems shown inFigure 2.9 were selected according to the following re-
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quirements:

• Monitoring time must be larger than 5 years.

• Data loss for any year must be lower than 1 %.

• The generated electrical energy must be consistent through time.

• The PV system must be visible on Google Earth.

• Photogrammetry data must be available to reconstruct the skyline profile.

• The PV module and inverter models must be identified.

The correlation coefficients for each of these systems were generated using climate
data generated with Meteonorm. The bar plots in Figure 2.9 show again a good agree-
ment between the estimated and measured yields. The largest deviation corresponds to
the system in Adelaide, which on average generated 7.9 % less energy than the estimated
by the proposed model. The AC yield bar graph corresponding to the system in Adelaide
shows a clear decreasing trend in time. This drop was partly due to changes the annual
irradiation, which decreased approximately 4 % from the year 2013 to the year 2017 [64],
but it could also be associated with the degradation of PV modules performance which
is not considered in the annual energy yield model.

The presented benchmarking and validation studies suggest that the estimation er-
ror of the proposed approach is lower than 10 %. It should be noted that such uncer-
tainty level might not acceptable for all kind of applications or phases of development of
a PV project. For example, significantly lower errors [65], [66] are expected to ensure the
profitability of commercial and utility scale PV projects.

Therefore, it is important to emphasise that the proposed approach is particularly
suitable for evaluating the best locations to install a PV system with a given orientation
in large geographical areas. Moreover, it can also be valuable to improve current solar-
based urban planning design methods which take into account the solar potential of a
building as a design parameter [67]–[69]. For instance, the application of the proposed
irradiation model could facilitate finding the optimum shape and distribution of build-
ings in a cadastre to maximise the combined solar energy potential of the entire group
of buildings.

2.5. CONCLUSIONS
In this chapter, a simplified model to estimate the annual irradiation and yield of PV
systems was presented. The model is specially advantageous when exploring the energy
potential of a PV system in a large number of locations, and hence it is particularly useful
for evaluating the best locations to install PV systems in urban environments.

The presented model is based on two indicators: the sky view factor and the sun
coverage factor, and it requires the generation of five correlation coefficients that depend
on the local climate. These coefficients are generated one time, and later used to directly
predict the irradiation and yield of a PV system in any place within a region with a similar
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climate. At each new site, the SVF and the SCF of the PV module must be determined,
and using the corresponding correlation coefficients the annual irradiation and yield can
be quickly calculated.

The main novelty in the irradiation model is the introduction of the sun coverage fac-
tor to estimate the beam and circumsolar irradiation. The SCF, can be easily calculated
knowing the sun path and the shape of the skyline profile. However, since the SCF is not
an irradiance-weighted parameter, higher deviations are obtained on surfaces with a low
solar potential, which are the least interesting for PV applications after all. The outcomes
of the presented benchmarking and validation studies suggest that the estimation error
of the proposed model is below 10 %.

Moreover, the irradiation model entails a significant reduction in the computational
requirements for calculating the yield of PV systems in complex urban environments
in comparison to time-resolved approaches. This improvement allows to quickly trans-
form digital elevation models into detailed solar energy potential maps which can help
architects, engineers and urban planners to build more sustainable cities.
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This chapter is based on the following publication:

A. Calcabrini, R. Cardose, D. Gribnau, B. Pavel, P. Manganiello, M. Zeman, O. Is-
abella, Time-varying, ray tracing irradiance simulation approach for photovoltaic sys-
tems in complex scenarios with decoupled geometry, optical properties and illumination
conditions, Progress in Photovoltaics 31, 134 (2023).

3.1. INTRODUCTION
The developments in the photovoltaic (PV) field over the last decades have fostered the
deployment of PV modules from utility-scale power plants to buildings [15], [25] to ve-
hicles [70], [71]. As a result, many PV systems are installed in landscapes with complex
geometries where PV modules are often subject to partial shading. To add to this, par-
tially shaded PV systems will become increasingly common since the integration of PV
in the urban environment will be of utmost importance for the development of net-zero-
energy districts and the achievement of the UN Sustainable Development Goals [72]. In
this context, accurate simulation models will become increasingly important to improve
the calculation the irradiance incident on the solar cells and, subsequently, the electrical
power generated by a PV system.

While Chapter 2 focused on finding the best locations to install PV in urban environ-
ments, this chapter examines in detail the characteristics of the solar radiation at a given
location. In this chapter a backward ray tracing model is proposed to compute the irradi-
ance on PV modules in scenarios with arbitrarily oriented diffuse and specular surfaces.

27



3

28 3. DETAILED IRRADIANCE MODELLING IN COMPLEX SCENARIOS

The main novelty in this approach is that it decouples ray tracing calculations from illu-
mination conditions and from the optical properties of the materials in the scene. As a
consequence, it enables the simulation of surfaces with time-varying optical properties
and the performance spectrally-resolved irradiance simulations.

3.2. IRRADIANCE MODELS
The selection of an adequate irradiance simulation model for a specific application de-
pends mainly on the size of the PV system and the complexity of the landscape surround-
ing the installation. Since the required computing power and computation time increase
with the accuracy of the models, there is not a single model that is most appropriate for
every application.

The most common irradiance simulation models for PV applications can be classi-
fied in three main groups summarised in Table 3.1: transposition models, view factor
models and ray tracing models.

Simple transposition
Beam component DNI ·cos(AOI)
Diffuse component [47], [73]–[75]
Reflected component [73], [76]

View factor (VF)
2D VF [77]–[79]
3D VF [80]–[83]

Ray tracing (RT)
Direct method

Forward RT [84], [85]
Backward RT [86], [87]

Daylight coefficients
Forward RT [88], [89]
Backward RT [90]–[92]

Table 3.1: Main irradiance simulation approaches and models used in the PV field to calculate the plane of
array irradiance and some of the most relevant contributions.

Transposition models, already introduced in Section 2.2, calculate the irradiance in-
cident on a PV module by adding the contributions of the beam, diffuse and ground
reflected sunlight components on the plane of array (PoA). The diffuse component can
be determined using one of several sky diffuse models that make different levels of ap-
proximations to describe the radiance distribution over the sky dome [47], [73], [74].
Transpositions models are the simplest and fastest approach to calculate the PoA irradi-
ance. For example, the irradiance impinging on each cell of a 72-cell PV module can be
simulated with 1-minute resolution for an entire year using the simplified Perez diffuse
sky model [47] in few seconds with a modern personal computer. The main limitation of
transposition models is the low accuracy in the calculation of the diffuse and reflected
irradiance components. In a simple landscape, the expected simulation error is typically
below 10 % [93]. However, errors can increase to about 15 % when the PV module is not
optimally oriented [94], [95]. Further limitations of these models are the underlying as-
sumptions that the ground is uniformly illuminated and its reflectivity is constant [76].
As a result, transposition models are mostly used to simulate the irradiance on monofa-
cial PV modules in relatively open landscapes such as large PV power plants or on rooftop
PV systems in areas with low building density.
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View factor models calculate the ground reflected irradiance component by com-
puting the view factors from the PV module to the shaded and unshaded areas on the
ground. This refinement in the calculations makes view factor models suitable for simu-
lating the irradiance on the rear side of modules in bifacial PV power plants. In addition,
view factor models can be classified in two main types. The first type, usually referred
to as 2D view factor models, assumes that rows of modules are infinitely long to sim-
plify the calculation of view factors [79]. 2D view factor models have been implemented
in commercial software packages [77] and errors lower than 16 % were reported in the
calculation of the rear side irradiance [78]. The second type of view factor models, usu-
ally referred to as 3D view factor models [80]–[83], considers that rows of PV modules
are finite in length, which allows the inclusion of edge effects in the simulations. Exper-
imental studies reported errors that range from 5 % to 15 % in the rear side irradiance
calculation [96], [97]. 3D view factor models are also quite fast because the view factors
are computed with closed-form formulas [98]. However, these formulas are not directly
applicable in geometrically complex scenarios with non-horizontal surfaces, such as ur-
ban environments. In these cases, the estimation of view factors can be achieved by
means of the ray casting method [99].

Ray tracing (RT) are the most general irradiance simulation models and enable the
simulation of surfaces with arbitrary orientations and bidirectional scattering distribu-
tion functions (BSDF) [100]. RT algorithms are classified into two main types. Forward
RT (FRT) algorithms calculate the irradiance on the PV module by tracing rays from the
light sources (i.e., the sun and the sky dome) to the PV module and its surroundings [84],
[88]. Frequently, FRT is not computationally efficient for simulating light propagation at
system-scale because most of the traced rays do not contribute to the irradiance on the
PV module. In contrast, backward RT (BRT) algorithms calculate the irradiance on the
PV module by following the path of rays from the PV module to the light sources, which
significantly reduces the number of rays needed to compute the incident irradiance. In
practice, BRT is mainly employed to solve the irradiance incident on the front (or back)
surface of a PV module and FRT is typically used in combination the transfer matrix
method to solve the reflection and absorption in the internal layers of the PV module and
the solar cells [101]–[104]. The software suite Radiance [105] is the most widely adopted
backward ray tracer in the field of photovoltaics [86], [87], [89], [92], [106].

In order to alleviate the computational time, RT can be employed to calculate day-
light coefficients [107], which are defined as the ratio between the irradiance incident
on a target surface to the radiance emitted by a specific sky sector. Daylight coefficients
are calculated to decouple the illumination conditions from the ray tracing solution of
a specific geometry [108]. RT models provide a practical method to calculate daylight
coefficients and to generate sensitivity maps [88] or daylight coefficient matrices [92].
These maps or matrices can be multiplied by the sky radiance distribution to calculate
the irradiance on the solar cells under different sky conditions without repeating the ray
tracing simulations.

Two main desirable features for irradiance models, that are not readily available in
current ray tracing models, are the ability to perform spectrally-resolved simulations and
to simulate surfaces with time-varying optical properties. Spectrally-resolved irradiance
simulations are important for bifacial PV systems [109]–[111] and will be essential in the
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near future to simulate the yield of tandem PV modules [112], [113]. Meanwhile, the abil-
ity to simulate time-varying optical properties can be useful to model the effects of rain
and snow on the surface reflectivity [114] and improve the calculation of the bifacial en-
ergy gain in large PV power plants [115]. Whereas the implementation of these features
in transposition and view factor models is rather simple, adding these simulation capa-
bilities to existing RT models entails a heavy computational burden. Since daylight coef-
ficients depend on the wavelength-specific optical properties of the surfaces composing
the scene, ray tracing simulations need be repeated to calculate daylight coefficients at
every wavelength and for every possible combination of optical properties.

3.3. BASIC RADIOMETRIC CONCEPTS
In order to explain the proposed simulation approach, first it is necessary to revisit and
refine the definition of some basic radiometric concepts introduced in Chapter 1.

The irradiance G on a differential area element of a solar cell dAc is generally de-
fined as the total incident radiant flux dΦ per unit area. When neglecting the radiant
flux transmitted through translucent materials, G can be divided into three basic com-
ponents depicted in Figure 3.1: (1) the beam irradiance (Gbeam) due to the radiant flux
coming from the sun disk; (2) the diffuse irradiance (Gdiff) due to the radiant flux coming
directly from the sky dome; and (3) the reflected irradiance (Grefl) due to the radiant flux
that bounces on the surface of objects in the scene before reaching the solar cell1:

dAc

dΩ

Sky patch

Reflector

r

b
i

nc

Solar cell

dΩ

Lr

Lsky

Sun

nr

DNI

Figure 3.1: Irradiance components incident on a differential area of a solar cell dAc. The beam component
originates in the sun, the diffuse component emanates from the sky dome and the reflected component comes
from surfaces around the solar cell.

Gtot = dΦ

dAc
=Gbeam +Gdiff +Grefl (3.1)

Assuming that the sun is a point source, the beam irradiance can be calculated using
Equation (3.2) from the direct normal irradiance (DNI), and the scalar product of the
normal vector to the solar cell nc and the vector that points from the centre of the solar
cell to the centre of the solar disk b:

Gbeam = DNI (b ·nc) (3.2)

1All the vectors in the equations of this article are unitary vectors.
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The diffuse irradiance can be determined by integrating the sky radiance Lsky inci-
dent from direction i over the visible part of the sky ΩV:

Gdiff =
∫
ΩV

Lsky(i) (i ·nc) dΩ=π
∫
ΩV

Lsky(i) dFc→s (3.3)

where dΩ is the solid angle of a differential sky sector (i.e., sky patch). The second inte-
gral in Equation (3.3) is expressed in terms of the view factor from the differential area of
the solar cell to a differential area element of the sky, which is defined as:

dFc→s = 1

π
(i ·nc) dΩ (3.4)

Likewise, the reflected irradiance can be calculated by integrating the reflected ra-
diance Lr incident from direction r over the spacial region around the solar cell that
projects onto reflective surfaces ΩB:

Grefl =
∫
ΩB

Lr(r) (r ·nc) dΩ (3.5)

The reflected radiance Lr is determined by the radiance incident on the reflector and
its optical properties described by the Bidirectional Reflectance Distribution Function
(BRDF). The BRDF of an opaque reflective surface with normal nr, is defined as the ra-
tio between the outgoing radiance dLr in direction r to the radiance incident Li from
direction i:

Lr(r) =
∫
ΩH

dLr(r) =
∫
ΩH

BRDF(i,r) Li(i) (i ·nr) dΩ (3.6)

where ΩH is the hemisphere in front of the reflective surface.
It must be noted that the incident radiance on each reflector Li depends on higher

order reflections. Since the radiance incident on the reflector (Li) must be the emitted
or reflected radiance at a point on another surface, Lr is defined in terms of itself [116].
Therefore, practical methods, such as ray tracing, are needed to limit the recursivity of
the problem and approximate the reflected irradiance on a solar cell.

3.4. THE PROPOSED SIMULATION APPROACH
The irradiance simulation approach described in this section is based on a determin-
istic backward ray tracer limited to two ray bounces, which enables the simulation of
Lambertian and specular reflectors. The novelty of the approach lies in the order in
which calculations are performed and the selection of results that are saved to reduce
the computation time. Next, the proposed ray tracing method is described and then the
evaluation of the irradiance using the ray tracing results is explained.

3.4.1. RAY TRACING
When surfaces in the scene have arbitrary shapes and orientations, it is not possible to
calculate view factors using closed-form formulas as in 3D view factor models and the
scene must be sampled by casting rays. In this section, the scene in Figure 3.2a is used
to illustrate the steps of the ray tracing algorithm in the proposed approach.
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Figure 3.2: Graphical representation of the proposed ray tracing approach. (a) Example of a solar cell sur-
rounded by two obstacles. (b) Spherical discretisation. (c) Hemispherical sampling. (d) Visible and blocked
sky patches. (e) Projection of the blocked patches on the surfaces intersected by the primary rays. (f ) Primary
and secondary rays.

First, a deterministic hemispherical sampling is performed by discretising an imag-
inary sphere centred at the solar cell as shown in Figure 3.2b. In Figure 3.2b an equian-
gular discretisation is applied, yet it is important to note that the method is not limited
to this specific discretisation. With the sky discretisation, the view factors from the solar
cell to each sky patch (dFc→s ) are determined by the position (s) and the solid angle of
the sky patch (dΩ) as expressed in Equation (3.4).

Next, primary rays are cast from the centre of the solar cell to the centroids of the sky
patches in front of the cell (Figure 3.2c). Intersections between the scene and the rays can
be solved by combining an appropriate data structure (e.g., octrees, kD-trees, etc.) with
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Figure 3.3: Skyline representation. (a) Sky view at the centre of the solar cell in Figure 3.2a, which is facing
North and tilted 30◦. (b) Corresponding shadow map. The angular resolution of this map was chosen only for
illustrative purposes. The typical resolution of shadow maps is 1◦ or higher.

efficient ray-surface intersection algorithms (e.g., Möller–Trumbore [117]). Rays that do
not intersect with surfaces in the scene correspond to sky patches that are visible from
the solar cell ("visible sky patch" in Figure 3.2d). For rays that intersect with surfaces
in the scene, the projections of the corresponding sky patches at the intersection points
are considered ("projection of blocked patch" in Figure 3.2d). It should be noted that the
view factor from the solar cell to each blocked sky patch (in Figure 3.2e) is equivalent to
the view factor from the solar cell to the corresponding projected patches. A list with all
the blocked rays and the indices of the corresponding intersected surfaces is stored in
memory after the primary ray tracing.

A second independent hemispherical sampling is performed with a higher angular
resolution from the centre of the solar cell to generate a shadow map. A shadow map is
a binary representation of the sky visibility from a given point in the scene and it will be
used to calculate the beam irradiance component. To generate shadow maps only rays
that point forward from the solar cell and to the sky need to be traced. An example of a
shadow map is shown in Figure 3.3, where the zeros correspond to sky patches blocked
by the objects on the scene and ones to visible sky patches. The resulting shadow map
is stored in memory. Shadow maps are binary arrays and require very limited storage
space despite the high angular resolution. Approximately, 1000 shadow maps with an
angular resolution of 1◦ occupy only 3 MB.

Then, for each intersection point between a primary ray and the scene (i.e., for every
primary intersection point), the simulation develops differently depending on the type
of intersected surface. If the intersected surface is an ideal specular reflector, a single sec-
ondary ray is cast from the primary intersection point. The direction of the secondary
ray is given by the specular reflection of the primary ray on the intersected surface. If
the secondary ray does not intersect with the scene, the index of the pointed sky patch
is associated with the specular reflector patch and stored in memory, otherwise, it is ne-
glected. Otherwise, if the surface intersected by the primary ray is a Lambertian reflector,
a secondary hemispherical sampling is performed from the primary intersection point
(e.g., P1 in Figure 3.2f). Again, some of the rays cast during the secondary hemispherical
sampling will reach the sky and some will intersect with surfaces in the scene at sec-
ondary intersection points (e.g., P2 in Figure 3.2f). The results of each of the secondary
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hemispherical samplings are stored in memory, same as in the case of the primary sam-
pling. A shadow map is also generated and stored at every primary intersection point on
a Lambertian reflector.

Finally, at each secondary intersection point (e.g., P2 in Figure 3.2f), the proposed ap-
proach only calculates the beam and diffuse irradiance contributions. For this purpose,
a third-order hemispherical sampling is performed to generate shadow maps at every
secondary intersection point. The shadow map, the secondary intersection point and
the normal to the intersected surface are also stored in memory. To reduce the number
of hemispherical samplings, new shadow maps are only calculated when a new intersec-
tion point is further than a specific user-defined distance from all previously calculated
and stored intersection points2.

The described ray tracer only distinguishes between specular and diffuse reflectors.
Therefore, the results of the hemispherical samplings and the shadow maps stored in
memory are independent from the sky radiance and the reflectivity of the surfaces in the
3D model. Once the ray tracing calculations are completed, the irradiance is calculated
as explained in the following section.

3.4.2. IRRADIANCE COMPONENTS EVALUATION
The beam irradiance incident on the solar cell is calculated by multiplying Equation (3.2)
and the shading factor (SF). The shading factor is the time-dependent binary function
defined in Equation (3.7) that indicates when the sun is blocked by the surroundings and
it can be easily determined using shadow maps as look-up tables.

SF(t ) =
{

1 if the sun is visible,

0 if the sun is blocked,
(3.7)

The discrete form of Equation (3.3) is employed to calculate the diffuse component
of the irradiance incident on the solar cell considering the view factors from the cell to
the unobstructed sky patches. In this chapter, the diffuse sky radiance (Lsky) in Equa-
tion (3.3) is calculated using Perez all-weather sky radiance distribution model [52].

The irradiance contribution of specular reflectors is calculated considering that the
BRDF is a Dirac delta function. Then, the irradiance contribution of an ideal specular
patch with normal nr and solid angle dΩr intersected by a primary ray with direction r1

can be expressed as:

dGrefl = Lsky(p)FR(p,nr) (r1 ·nc)dΩr1

=πLsky(p)FR(p,nr)dFc→r 1
(3.8)

where p is the specular reflection of r1 about nr, and FR is the Fresnel factor which also
depends on the refractive indices of the reflective material (n) and the air (nair).

In the case of Lambertian reflectors with normal nr and solid angle dΩr1, the contri-
bution to the irradiance on the solar cell is calculated as:

dGrefl = ρ1

π
Ghemi(r1) (r1 ·nc)dΩr1 = ρ1 Ghemi(r1) dFc→r 1 (3.9)

2For the results presented in this chapter, this distance was set to 0.2 m
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where ρ1 and Ghemi(r1) are the reflectivity and the irradiance of the primary Lambertian
reflector intersected by r1, respectively. The irradiance Ghemi(r1) consists of three com-
ponents: (1) the beam irradiance; (2) the diffuse irradiance; and (3) the reflected irra-
diance by secondary reflectors (i.e., surfaces intercepted by secondary rays). The first
two components can be determined using Equation (3.2) and Equation (3.3) consider-
ing the position of each primary reflector instead of the position of the solar cell. The
third component is calculated recursively using Equation (3.9) also from the positions
of the primary reflectors. To limit the recursivity of the problem, the irradiance incident
on secondary reflectors (Ghemi(r2)) is calculated considering only the sky beam and sky
diffuse irradiance according to Equation (3.10).

Ghemi(r2) = DNI (b ·n2) SF+P z (DHI,SVF) (3.10)

where n2 is the normal vector to the secondary reflector and P z is the simplified Perez
diffuse irradiance model3 according to which the diffuse irradiance is calculated as the
sum of the circumsolar, horizon band and isotropic background contributions [47]. For
each secondary reflector, the corresponding shading factor (SF) and sky view factor (SVF)
can be calculated from the shadow maps stored in memory.

It should be noted that an intrinsic bias arises in this approach since it is limited to
two ray reflections. This means that, even for an ideal simulation where the number of
rays tends to infinity, the simulated irradiance on a specific sensor might differ from the
actual irradiance received by the sensor. Assuming a perfect description of the optical
properties of the materials in the scene and a perfect description of the sky radiance dis-
tribution, the proposed approach should result in an underestimation of the irradiance
incident on the sensor. It is also worth noting, that this bias is implicitly present and
even larger in view factor models (both 2D and 3D) because most methods described
in the literature are equivalent to a ray tracing model limited to a single ray bounce.
To compensate for this bias in view factor models, the most common practice consists
in overestimating the irradiance incident on the ground by considering that unshaded
sectors receive the global horizontal irradiance (GHI) and shaded sectors receive only
the diffuse horizontal irradiance (DHI) [80], [81], [83], [96]. The overestimation of irra-
diance approximately compensates the bias introduced by the limitations of the view
factor models. It is possible to apply a similar workaround to the proposed approach by
adding a third term to Equation (3.10) to approximate the reflected light on secondary
reflectors considering the local albedo α:

Ghemi(r2) = DNI (b ·n2) SF+P z (DHI,SVF)+αGHI (1−SVF) (3.11)

The irradiance incident on the solar cell can be quickly recalculated using the ray
tracing results if the reflectivity of a surface changes. This allows the efficient simulation
of surfaces with time-varying reflectivity values by considering ρ(t ) in Equation (3.9).

Furthermore, all the presented equations can be expressed as a function of wave-
length and later integrated over the relevant spectral range to quickly perform spec-
trally resolved irradiance simulations. While several studies propose spectral sky models
[118]–[123], more research is needed to develop a generalised model that can accurately

3Refer to Equation (2.3) for the full expression of this term.
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describe the spectral sky radiance in the presence of clouds. In this thesis, to demon-
strate the ability of the proposed approach to perform spectral simulations, the solar
spectrum was modelled combining DNI and DHI spectra generated with the SMARTS
[124]–[126] and the SBDART models [127]. DNI and DHI spectra were originally gener-
ated for solar azimuth angles ranging from 0◦ to 89◦ in steps of 1◦, and then interpolated
to calculate the spectral distribution of the beam and diffuse components for different
solar altitude angles. SBDART was used to generate spectra for 3 different sky condi-
tions (clear, cloudy and overcast) and a DNI-based sky classifier was used to identify the
sky condition at each time. By contrast, SMARTS can only generate spectra for clear sky
conditions, thus it is expected to differ significantly from actual spectra measured under
partially cloudy and overcast skies. The values of the parameters used to generate the
spectra with SMARTS and SBDART are listed in Table 3.2.

SMARTS SBDART

Parameter Value Parameter Clear Cloudy Overcast

Surf. Pressure 1013.25 mb nf 1 1 1
Altitude 0 km iast 0 0 0

Atmosphere U.S. Std Atm 1976 wlinf 0.28 0.28 0.28
Water vapor From atm. and alt. wlsup 4 4 4

Ozone Def. ref. atm. wlinc 0.001 0.001 0.001
CO2 370 ppvm sza 01:29.5 01:29.5 01:29.5

Ext. Spectrum Gueymard 2002 isalb 6 6 6
Aerosol model Urban S&F iadtm 6 6 6

Turbidity 0.084 uw 1.42 1.42 1.42
Albedo Light soil uo3 0.324 0.324 0.324

Spectral range 280 - 4000 nm iaer 1 1 1
Circumsolar Rad. aperture 2.9 tbaer 0.084 0.084 0.084

zcloud n/a 2 2.0 -6.0
tcloud n/a 1 60.0 60.0

nre n/a 10 20.0 20.0
zout 0,1 0,1 0,1
iout 1 1 1

Table 3.2: Parameters used for the generation of spectral DNI and DHI datasets with SMARTS and SBDART.

Another relevant characteristic of the proposed approach is that it allows for the di-
rect inclusion of the incidence angle modifier (IAM) and transmissivity of the PV mod-
ule front and rear layers [128]. Since the direction of all the irradiance contributions is
known, the angular effects can be easily included by adding a multiplicative factor in
Equations 3.2, 3.3 and 3.5. In opposition to most irradiance models that use an effective
angle of incidence [129], with the proposed approach the optical losses associated the
diffuse and reflected components can be more accurately calculated.
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3.4.3. SKY CLASSIFICATION
A sky classifier algorithm is needed to select right the DHI and DNI spectra generated
with SBDART according to the prevailing sky conditions. The algorithm in Figure 3.4 is
proposed to distinguish the sky condition at each simulated time instant.

In essence the algorithm identifies and counts fluctuations in the DNI time series to
classify the types of sky. A two-step approach is used to count dips in the daily DNI time
series and select one out of three sky conditions (clear, cloudy or overcast) at each time
instant. As a first step, the predominant sky condition during the entire day is identified
by defining thresholds for a minimum daily average DNI and a maximum number of DNI
dips per day. The threshold values used in this work are specified in Figure 3.4 and are
valid only when using DNI data with minutely resolution. Subsequently to the general
day type classification, the daily DNI time series is further evaluated by applying a 40 min
moving window to identify variations in cloud cover throughout the day.

It should be noted that the described sky classifier relies on the availability of DNI
data with high temporal resolution, ideally with a sampling time of 10 minutes or less. If
only hourly DNI data is available, a different algorithm should be implemented to deter-
mine the prevailing sky type. For instance, the sky brightness parameter used by Perez
[52] could be employed to classify the sky without requiring additional weather mea-
surements such as cloud cover measurements or all-sky images.
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Figure 3.4: Simple DNI-based sky classifier algorithm. The function dipCnt calculates the number of dips in a
time series. DNIT (t ) indicates an interval of the DNI time series with length T and centred at instant t .

3.5. IRRADIANCE SIMULATIONS WITH Radiance
Radiance is a highly flexible and optimised lighting simulation tool that has been con-
tinuously improved and validated over the last three decades [116]. There are several
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programs that form part of this software suite. The program rtrace was used to trace
the rays through the scene, calculate the irradiance on the solar cells and benchmark
the results. Therefore, it is relevant to highlight the similarities and differences between
Radiance and the proposed approach.

In order to perform a ray tracing simulation with rtrace, the illumination conditions
(i.e., DNI, DHI and the solar position) must be specified to generate a description of the
light sources with the program gendaylit. In Radiance, direct and diffuse light sources
are sampled separately [116]. The sun is considered a directional point light source and
it is sampled with a single deterministic ray. The sky dome is considered an extended
diffuse light source described by Perez model [52] and it is sampled stochastically. The
stochastic sampling approach, can reduce noise and artefacts in image rendering more
efficiently than the proposed deterministic sampling [130].

Unlike the proposed approach, Radiance is not limited to 2 ray bounces nor to sim-
ulate ideally diffuse and specular reflectors. The calculation of diffuse interreflections in
Radiance can be controlled with a user-defined parameter that sets the maximum num-
ber of ray bounces. Moreover, the user can define arbitrary BSDF functions to simulate
translucent and reflective materials.

In addition, ray tracing calculations are accelerated using the irradiance caching al-
gorithm [131] that significantly reduces the number of points where higher order hemi-
spherical samplings need to be performed. Irradiance caching is based on the assump-
tion that diffuse illumination varies slowly over the scene, and hence it is not always
necessary to initiate a new hemispherical sampling at each intersection point between
a sampling ray and the scene. Under certain conditions, the irradiance at the new sam-
pling point can be interpolated from cached values using irradiance gradients. The user
can control the radius of validity of the gradient-based interpolation with different input
parameters.

The most relevant parameters when performing a simulation with rtrace are the
following:

• Ambient divisions (ad): it indicates the number of primary rays used for hemi-
spherical sampling.

• Ambient super-samples (as): it indicates the number of additional sample rays
used in ambient divisions that present high variance.

• Ambient bounces (ab): it limits the maximum number of ray bounces allowed in
the calculation of interreflections.

• Ambient accuracy (aa): there is an associated error that is estimated for each point
where the irradiance is interpolated using irradiance gradients. If the interpolation
error is larger than the ambient accuracy parameter, interpolation cannot be used
and a new hemispherical sampling is initiated.

• Ambient resolution (ar): it determines the minimum distance between ambient
sampling points. When the distance between two sampling points is smaller than
the maximum scene dimension multiplied by aa and divided by ar, the new am-
bient value is interpolated from the irradiance gradient independently of the error
associated with the interpolation.
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A major difference between rtrace and the proposed approach is the computation
time. When the program rtrace is used to simulate the irradiance on a sensor point,
the density of sampling rays is adapted according to the scene brightness to refine the
sampling in regions with larger irradiance gradients. Hence, the ray tracing simulations
must be repeated at every time step and sky condition4. Hence, the total computation
time increases linearly with the number of simulated time instants. On the contrary,
the total computation time with the proposed approach is almost independent of the
number of simulated instants.

Another important aspect is that the proposed approach can easily handle dozens of
spectral bands. However, Radiance is limited to only three independent channels (R, G
and B) to calculate spectral irradiance. These channels can be used to perform spectral
simulations using 3 arbitrary spectral bands, not necessarily in the visible spectrum. As
a result, when using Radiance, ray tracing simulations must be repeated to evaluate the
spectral irradiance with more bands.

3.6. COMPUTATIONAL COMPLEXITY
The total computation time of ray tracing irradiance models is mainly determined by the
total number of cast rays.

In Radiance, the irradiance caching algorithm limits the geometric growth of the
number of samplings required to solve diffuse interreflections. Assuming that in aver-
age, the irradiance caching algorithm reduces the number of sampling required at each
higher level by 50 % [116], the total number of rays that are traced in one rtrace execu-
tion with ab = 2 is approximately equal to:

R1 = r + r 2

2
+ r 3

8
(3.12)

where r is the original number of sampling rays (i.e., primary rays). The irradiance
caching algorithm is particularly effective to evaluate the irradiance on multiple test
points, thus R1 is assumed to be independent of the number of evaluated test points.
Nevertheless, since rtrace must be executed once per simulated time instant, the to-
tal number of traced rays and thus the total computation time increase linearly with the
number of simulated time steps.

By contrast, the total number of rays that are traced with the proposed approach is
independent of the number of simulated time steps, and it equals to the sum of the pri-
mary rays, secondary rays and the rays needed to generate the shadow maps. Therefore,
the total number of rays needed to evaluate p test points with the proposed approach is:

R2 = p (r + r 2 + rm + r r 2
m)+m rm (3.13)

where r is the number of rays cast in each primary and secondary samplings, rm is the
number of rays cast to create each shadow map, and m is the number of shadow maps to
solve the irradiance at secondary intersection points. For shadow maps with an angular
resolution of 1◦, rm = 360×90. Since shadow maps at secondary intersection points are

4Alternatively, the program rfluxmtx in Radiance, can be used to calculate daylight coefficients [132], but this
program was not used for this study.
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cached, typically less than 10000 shadow maps are enough to calculate the irradiance on
all secondary intersection points.
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Figure 3.5: Required number of rays for a typical simulation of a 72-cell PV module. The number of required
rays is approximated using Equations 3.12 and 3.13 where r = 900, rm = 32400, p = 288 and m = 10000.

Figure 3.5 shows a comparison between the total number of rays required by rtrace
(Radiance) and the proposed approach for simulating a PV module with 72 solar cells
and 4 test points per cell. The figure shows that the ray tracing calculations with the
proposed approach take about the same time as 100 rtrace executions. In other words,
the proposed approach is faster than using rtrace when simulating more than 100 time
steps.

It should be noted that, for irradiance simulations in scenes with invariant optical
properties, the daylight coefficient method is relatively faster compared to the proposed
approach. As daylight coefficients can be calculated applying a stochastic and adap-
tive hemispherical sampling method, less rays need to be traced compared to the de-
terministic hemispherical sampling in the proposed approach to achieve a similar level
of accuracy. On the other hand, when performing spectrally resolved irradiance simu-
lations, the computation time of the daylight coefficient method increases linearly with
the number of spectral bands and is significantly higher than that of the proposed ap-
proach.

3.7. EXPERIMENTAL VALIDATION

3.7.1. MEASUREMENT SETUP

The irradiance model described in Section 3.4, was implemented and validated using
measurements taken at the PVMD monitoring station shown in Figure 3.6a located in
Delft, the Netherlands.

At the monitoring station, a Kipp & Zonen SOLYS2 sun tracker equipped with a SMP
21 pyranometer and a SHP1 pyrheliometer was used to measure the diffuse horizontal
irradiance (DHI) and the direct normal irradiance (DNI), respectively. The three irradi-
ance sensors indicated in Figure 3.6b were used to validate the model: a monocrystalline
ISET sensor (IKS Photovoltaik) facing south and tilted 30◦ (S1); a SMP10 thermopile pyra-
nometer (Kipp & Zonen) facing 65◦ east of north and tilted 90◦ (S2); and a MS-700 spec-
troradiometer (EKO Instruments) mounted horizontally (S3).
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Figure 3.6: PVMD monitoring station. (a) Photograph. (b) Ray traced rendering of the CAD model.

The 3D model of the monitoring station shown in Figure 3.6b was created to simulate
the irradiance at the position of sensors S1, S2 and S3. The 3D model was built combin-
ing information from floor plans, Lidar data and in-situ measurements. The accuracy
of the 3D model was evaluated by comparing photographs taken with an Horicatcher
device with raster images generated from the 3D model. The relative difference in the
sky view factor between the photographs and the raster images was below 2 % for the 10
positions evaluated. Rasterised images generated with the implemented ray tracer from
the perspective of the three sensors are shown in Figure 3.7.
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Figure 3.7: Field of view images generated with the implemented ray tracer. The black regions represent the
hemisphere behind the PoA. (a) View from reference cell S1 tilted 31◦ facing south. (b) View from pyranometer
S2 tilted 90◦ facing 65◦ east of north. (c) View from spectroradiometer S3 installed horizontally.

All the surfaces in the 3D model were defined as either ideal specular or Lamber-
tian reflectors. Samples of the most relevant surfaces in the scene were characterised
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Figure 3.8: Spectral reflectivity of the surfaces in the scene. The weighted average reflectivity of each material
considering the AM1.5G solar spectrum is indicated in the legend in between parentheses.

using a LAMBDA 1050 spectrophotometer. The spectral reflectance of the surrounding
vegetation and the concrete was retrieved from the ECOSTRESS Spectral Library [133],
[134]. The spectral and average reflectivity of all the materials in the scene is presented
in Figure 3.8.

3.7.2. SIMULATION PARAMETERS
The irradiance calculated with the proposed approach was compared to measurements
and to simulations performed with Radiance. The selection of the input parameters for
rtrace is crucial to obtain accurate results and reasonable computation times. Con-
sidering the size and the level of detail of the scene the following values were chosen:
ad = 1024, as = 64, ab = 2, aa = 0.1, ar = 1024.
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Figure 3.9: Effect of the ambient bounces (ab) parameter on the simulated irradiance on sensor S2 with Radi-
ance. The simulation with ab = 0 only calculates the beam irradiance incident on the sensor.

The effect of the ambient bounces (ab) in the simulated irradiance on sensor S2 is
shown in Figure 3.9 using minutely DNI and DHI measurements of a clear sky day as
inputs to the Perez model. As already explained, higher ab improves the accuracy of the
simulation. However, doubling the value of ab approximately doubles the computation
time. Due to the highly reflective white wall (ρ = 0.74) in front of the sensor, it is clear in
Figure 3.9 that more than one ambient bounce is required to obtain reasonable results.
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The normalised5 mean bias errors (nMBE) and root square errors (nRMSE) obtained for
different ab values are summarised in Table 3.3. As expected, results converge when the
number of ambient bounces is increased. In this scenario, the most accurate simulation
(ab = 4) overestimates the daily irradiation by 2 % as indicated by the nMBE value in
Table 3.3. Results show that in this case more than 3 ambient bounces do not contribute
to improve the simulation accuracy, yet it significantly increases the total computation
time. For the simulations presented in the following section the ab parameter was set
to 2, since this ab value offered the most reasonable compromise between accuracy and
computation time.

ab nMBE (%) nMAE (%) nRMSE (%)

0 58.0 58.0 65.1
1 12.3 12.4 14.5
2 0.3 4.1 5.6
3 -2.0 3.9 6.3
4 -2.1 4.0 6.3

Table 3.3: Normalised mean bias error, mean absolute error and root mean square error corresponding to
Figure 3.9. Errors are normalised by the mean of the measured data and negative nMBE values indicate that
the simulation overestimates the computed irradiation.

To make a fair comparison between the proposed approach and Radiance, the num-
ber of primary rays in both models must be similar. The simulation results of the pro-
posed approach presented in the following sections were obtained using an equiangular
discretisation (Figure 3.2b) with 60 azimuthal and 30 polar divisions. Hence, when hemi-
spherical sampling is performed, 900 rays are cast with the proposed approach com-
pared to the ad value of 1024 typically employed in Radiance.

When using the proposed approach, the results of the ray tracing calculations for
each of the simulated sensors were stored in memory to accelerate the irradiance cal-
culations. Ray tracing results include the indices of the primary and secondary rays that
intersect with the scene, the normal vectors and optical properties of the intersected sur-
faces, and shadow maps. Considering that the simulation results with 900 primary rays
occupied only 5 MB on average per each evaluated test point, the ray tracing results of a
72-cell PV module with 4 test points per cell in a similar complex scenario would occupy
less than 1.5 GB of storage space.

3.7.3. IRRADIATION SIMULATIONS
The irradiance incident on sensors S1 and S2 was simulated using minutely DNI and DHI
measurements taken between August 2020 and February 2021. A comparison between
the proposed approach and Radiance was carried out considering the average reflectiv-
ity values for the surfaces listed in Figure 3.8.

The incidence angle modifier (IAM) of reference cell S1 was modelled according to
the physical model presented in [135] since manufacturer data was not available. In the
proposed approach, the calculation of the IAM for the radiance incident on the solar

5Errors are normalised by the mean irradiance value.
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cell from each direction is straightforward, as explained in Section 3.4.2. On the other
hand, rtrace does not output the angular distribution of the incident radiance. Hence,
to improve the simulation of the IAM effect, the diffuse and reflected components were
separated from the beam component by performing simulations with 0 and 2 ambient
bounces. Then, the angle of incidence of the beam component was calculated as in
Equation (3.2), and the effective angle of incidence of the reflected and diffuse compo-
nents (56.8◦) was calculated according to [129].

In Figure 3.10 the irradiance simulated with the proposed approach is compared to
the measurements of sensors S1 and S2 during days with clear and overcast sky condi-
tions. The simulated global irradiance was decomposed into its three components. The
reflected irradiance component on sensor S1 was almost negligible due to the low tilt
of the sensor. Contrarily, the reflected component had a significant contribution to the
global irradiance received by sensor S2, which was oriented vertically and in close prox-
imity to a highly reflective white wall. This effect is more evident during the afternoon of
the clear sky day (August 21, 2020), when the sun was behind the sensor and the white
wall was directly illuminated.
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Figure 3.10: Simulated and measured irradiance on sensor S1 and S2. (a) Irradiance on sensor S1 under a clear
sky (21 Aug. 2020). (b) Irradiance on sensor S1 under an overcast sky (26 Aug. 2020). (c) Irradiance on sensor
S2 under a clear sky (21 Aug. 2020). (d) Irradiance on sensor S2 under an overcast sky (26 Aug. 2020)

The simulated weekly irradiation with proposed approach was compared to Radi-
ance and against the measurements in Figure 3.11. The irradiation was calculated by
integrating the minutely irradiance over an entire week after filtering out the outliers
(0.2 % of the data points). Both models match well with the measurements throughout
the entire period. The relative mean bias error in the daily irradiation simulated with the
proposed approach was 0.6 % and 0.2 % for sensors S1 and S2, respectively.

The normalised errors calculated based on minutely measurements are presented in



3.7. EXPERIMENTAL VALIDATION

3

45

(a) (b)

RadianceMeasured Proposed approach

W
e
e
k

ly
 i

r
r
a

d
ia

ti
o
n

 (
k

W
h

 m
-2

)

0 2 4 6 8 10 12 14 16 18 20 22

Weeks since 19th Aug 2020

0

5

10

15

20

25

30

35

0 2 4 6 8 10 12 14 16 18 20 22

Weeks since 19th Aug 2020

0

5

10

15

W
e
e
k

ly
 i

r
r
a

d
ia

ti
o
n

 (
k

W
h

 m
-2

)

Figure 3.11: Comparison between the measured and simulated weekly irradiation on reference cell S1 (a) and
pyranometer S2 (b).

Table 3.4. The error of the simulated irradiance on sensor S1 was more lower with the
proposed approach than with Radiance, likely due to the approximation of the effective
angle of incidence of the diffuse irradiance component. Despite the fact that reference
cells tend to underestimate the measured irradiance in cloudy skies and low solar alti-
tudes as a result of the spectral response of silicon [136], the simulated irradiances on
reference cell S1 presents a lower nMAE compared to pyranometer S2. The reason being
that sensor S1 received much less reflected irradiance than sensor S2.

Proposed approach Radiance

Sensor S1 S2 S1 S2
nMBE (%) 0.1 -0.1 1.4 3.4
nMAE (%) 7.7 8.1 7.2 7.6

nRMSE (%) 21.1 12.7 21.5 12.9

Table 3.4: Normalised mean bias error, mean absolute error and root mean square error of the simulated irra-
diance on sensors S1 and S2 between August 19, 2020 and February 5, 2021. Values are normalised by the mean
of the measured data and negative nMBE values indicate that the simulation overestimates the irradiance.

It can also be noticed, especially in Figure 3.11b, that the proposed approach tends
to yield higher values than Radiance. In part, this is because the proposed approach
considers the contribution of the reflected irradiance on secondary reflectors expressed
in Equation (3.11). If this contribution is neglected and Equation (3.10) is used instead,
the nMBE of the proposed approach at sensor S2 is almost twice as high. On the other
hand, the high nRMSE of sensor S1 is explained by the large response time difference
between the reference cell S1 (τ95% < 100ms) and the thermopile sensors that measure
DNI and DHI (τ95% < 2s). Especially during partially cloudy days when illumination
conditions were varying quickly, the difference in response time caused an increased
RMSE.
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3.7.4. SPECTRAL SIMULATIONS
To demonstrate the ability of the proposed approach to perform spectrally resolved sim-
ulations, the measured and simulated irradiance at the position of spectroradiometer S3
are compared in Figure 3.12 during an entire day.
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Figure 3.12: Spectral irradiance simulations with the proposed approach. (a) Integrated measured and simu-
lated spectral irradiance on sensor S3. The green arrows indicate the instants at which the spectra are com-
pared. The yellow dashed line indicates which SBDART spectra was chosen at each instant according to the
simple sky classifier in Section 3.4.3. (b,c,d) Spectra and sky images at 8:00 a.m., 1:00 p.m. and 3:30 p.m., re-
spectively.

The spectral irradiance was simulated with 5 nm resolution between 300 nm and
2500 nm, using DNI and DHI measurements to scale the spectra generated with SMARTS
and SBDART. The time resolution for the spectral simulations was 30 s. Using the pre-
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calculated ray tracing solution at the position of S3, it took approximately 3 min to eval-
uate the spectral irradiance for an entire day.

The irradiance in Figure 3.12a was integrated between 350 nm and 1050 nm, which is
the valid measurement range of S3. It should be noticed, that this wavelength range
concentrates approximately 77.5 % of the power in the AM1.5G spectrum and covers
the most significant part of the spectral responsivity of any PV module on the market.
The sky camera pictures in Figure 3.12, show that during the morning it was rainy and
the sky was overcast. Towards the afternoon the clouds dispersed and the sky became
clear. Overall, the simulated integral irradiance was in good agreement with the mea-
surements. The largest deviations from the measurements occurred when the sun was
covered by clouds.

In particular, the comparison between the measurements and the simulations using
SMARTS spectra as input (Figure 3.12b) shows a significant spectral mismatch in the
morning. This mismatch was expected since clouds cause a red-shift in the spectrum
[118] and SMARTS can only be used to generate spectra for clear sky days. As clouds
disappeared in Figure 3.12d and Figure 3.12e, the spectral match improved for the same
reasons.

As expected, the results of the simulations in the presence of clouds using SBDART
spectra as input are in better agreement with the measurements than the results ob-
tained with SMARTS input spectra. However, the spectral mismatch at 8 a.m. illustrates
the challenge of generalising cloudy and overcast spectra. Spectral matching in the pres-
ence of clouds could be improved by defining new sky types and using additional inputs
to the sky classifier algorithm to identify each sky type.

These results show that the proposed approach is able to perform simulations with
high spectral and temporal resolution. Nevertheless, it is also evident the importance of
using a proper sky model to describe the effect of clouds.

3.8. CONCLUSIONS
In this chapter, a simulation approach for the accurate computation of the irradiance in-
cident on PV systems in geometrically complex scenes was introduced. The approach is
based on a backward ray tracer limited to two ray bounces, which only considers ideally
diffuse and specular reflectors to simplify the calculation of interreflections.

The presented method can be considered an extension of the daylight coefficient
method for it allows the decoupling of the solution of the ray tracing problem from both
the reflectivity of the surfaces in the scene and the illumination conditions. This leads to
a significant reduction in computation time in comparison to conventional ray tracing
simulation approaches. The highly time-consuming ray tracing calculations only need
to be performed once, and the results are stored in memory to quickly evaluate the irra-
diance profile on the module under different illumination conditions.

The proposed approach facilitates the simulation of spectral irradiance with high
resolution (over 100 spectral bands), which otherwise implies very long computation
times, even with the daylight coefficient method. Furthermore, the capability to distin-
guish between different types of reflectors instead of using a single albedo value, can im-
prove the calculation accuracy on PV modules that receive a high proportion of reflected
light. By enabling the calculation of the spectral irradiance and including surfaces with
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time-varying optical properties in the 3D model, the proposed approach is particularly
well-suited to the simulation of bifacial and tandem PV systems.

The accuracy of the proposed approach was evaluated using different types of irra-
diance sensors installed at the PVMD monitoring station, in the Netherlands. From the
comparison of the simulations to measurements taken with a pyranometer and a ref-
erence cell, it was determined that the relative mean bias and mean absolute errors in
irradiation over a period of 6 months were lower than 0.1 % and 8.1 %, respectively. In
addition, a comparison with Radiance limited to two ambient bounces, suggests that
the optical performance of the proposed approach is slightly better and the computa-
tion time can be significantly reduced when performing annual irradiance simulations
with minutely resolution.

Finally, spectral simulations were performed using pre-generated beam and diffuse
spectra as inputs, and compared to measurements taken with a spectroradiometer. Re-
sults indicate that even though the proposed approach is capable of quickly computing
the incident irradiance with high spectral and temporal resolution, in some cases the
simulated spectrum can significantly differ from the measurements. While under clear
sky conditions, there is a good agreement between measurements and simulations, in
the presence of clouds there is a larger mismatch. These results put in evidence the
need for more sophisticated spectral sky models to reproduce the atmospheric condi-
tions with greater accuracy and properly account for the effect of cloud cover in irradi-
ance simulations.
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SHADING TOLERANT PV MODULE

TOPOLOGIES

This chapter is based on the following publication:

A. Calcabrini, R. Weegink, P. Manganiello, M. Zeman, O. Isabella, Simulation study of
the electrical yield of various PV module topologies in partially shaded urban scenarios,
Solar Energy 225, 726 (2021).

The deployment of photovoltaic (PV) systems in urban environments has the poten-
tial to supply a significant share of the urban energy demand and to make a positive im-
pact on different aspects of urban sustainability [137]. Nevertheless, while utility-scale
PV power generation continues to break price records [138], the average levelised cost of
electricity (LCOE) of residential solar PV still remains three times higher [139]–[141]. The
large disparity in LCOE is mainly caused by (i) the scale difference between utility and
residential PV systems, (ii) the fact that high end components are more frequently used
in residential installations, and (iii) the characteristics of the solar potential in urban
landscapes, which is uneven and ever-changing due to surrounding buildings, trees and
other structures [142]. In this context, the development of shade resilient PV modules
can contribute to increase the energy performance and reduce the payback time of ur-
ban PV systems. The following chapters are dedicated to evaluating different approaches
to improve the performance of partially shaded PV systems.

4.1. INTRODUCTION
Crystalline silicon (c-Si) is the dominant photovoltaic module technology in the market.
Many different c-Si modules are readily available, which differ in cell technology, num-
ber of cells, encapsulation, frame design, etc. Despite these differences, the electrical
interconnections between the cells in most commercial PV modules is a common de-
nominator: most PV modules have all their solar cells connected in series to limit the

49
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output current of the PV module and thereby minimise resistive losses.
Typically, PV modules include bypass diodes to prevent hot-spots [143]–[145] and

limit the effect of shading on the module’s output power. Conventional c-Si modules
depicted in Figure 4.1a consist of 60 (or 72) series-connected solar cells arranged in 3
sub-strings, where each sub-string is a group of 20 (or 24) series-connected cells under
the same bypass diode. The way in which diodes are connected to the solar cells is most
effective in the case of row-to-row shading in large PV power plants, when proper instal-
lation ensures that the shadow is parallel to the longer edge of the module. However, in
the urban environment, chimneys, dormers, trees, and other objects usually cast time-
and shape-varying shadows on the modules, which result in a poor electrical perfor-
mance of the PV system.

(b)(a)

+-

+-

Figure 4.1: Most common c-Si PV module topologies. (a) Conventional topology. (b) Half-cell (or twin) topol-
ogy.

During clear sky days, the irradiance on the unshaded solar cells in a module can be
one order of magnitude higher than the irradiance on the shaded solar cells. When there
is irradiance mismatch between cells, conventional modules perform poorly because
the breakdown voltage of typical front-back contacted c-Si solar cells is between −10 V
and −30 V [146]–[148]. As a consequence, when a cell in a sub-string is shaded, it can
be driven into reverse bias operation and limit the current flow. Depending on the op-
erating current of the PV module, one shaded cell can cause the inversion of the voltage
across the entire sub-string. In this situation, the bypass diode conducts the additional
electrical current generated by the unshaded sub-strings in the module mitigating the
irradiance mismatch loss. Nonetheless, the use of bypass diodes also has its downsides:
the output power of a conventional PV module can drop by more than 30 % even when
less than 1 % of the area of a PV module is shaded [149].

The most straightforward alternative to improve the electrical yield of partially shaded
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PV systems consists in using module level power electronics (MLPE). MLPE devices, in-
cluding micro-inverters [150]–[152] and DC power optimisers [153], [154], can indepen-
dently maximise the output power of every PV module in the system. Although MLPE
devices have some limitations, such as current decoupling [155] in power optimisers
and higher system’s costs compared to string inverters, these devices contribute to im-
prove the system’s reliability [156] and increase the electrical yield of partially shaded
PV systems [149], [157]. Taking it to the next level, power electronics can also be imple-
mented at sub-module, this is the case of full power processing sub-module integrated
converters (FPP subMICs) [158]–[160] and differential power processing (DPP) subMICs
[161]–[163]. Sub-module-level power converters are a promising approach to boost the
shading tolerance of PV modules at the expense of higher cost and complexity.

To increase the energy yield of partially shaded PV systems even further, the design
of the PV module must be modified. For example, the shading resilience of an individ-
ual solar module can be improved by adding more bypass diodes. In [164] the authors
explain how the shading tolerance of a series-connected PV module can be enhanced by
increasing the number of bypass diodes and replacing conventional bypass diodes with
active bypass elements (e.g., smart bypass diodes). Furthermore, a recent study, shows
that PV modules manufactured with one bypass diode per cell can deliver 80 % more
power than a conventional PV module when a row of cells is shaded [165]. However, it
is yet unclear how much additional electrical energy PV modules with multiple bypass
diodes can generate annually compared to conventional modules in realistic scenarios.
In practice, a fair evaluation is complex since it requires the monitoring of different PV
module topologies in various shading scenarios for long periods of time.

A different approach for increasing the shading tolerance of PV modules consists
in connecting solar cells in parallel. While the relation between the maximum power
point current and the illumination level is almost linear, the relation between the max-
imum power point voltage and the incident irradiance is logarithmic [166]. As a result,
parallel connections of solar cells are more shading tolerant than series connections.
The most common configurations with parallel connections are series-parallel (SP) and
total-cross-tied (TCT) modules. An example of an SP module is the Tessera module,
which consists of 15 parallel-connected building blocks, each block made of 64 series-
connected sub-cells grouped in 4 units, each unit protected by a bypass diode [167].
Series-parallel connections are also present in half-cut cell modules (illustrated in Fig-
ure 4.1b), which perform better than conventional PV modules under partial shading
conditions mainly when shadows are parallel to the short edge of the module [168], [169].
Total-cross-tied configurations present similar advantages to SP topologies and are also
gaining more interest [170].

Previous research on the evaluation of shading tolerance of PV modules [164], [171]–
[175] focuses either on the performance of a single (or few) innovative PV module topolo-
gies and/or on the evaluation of the power increase in specific shading cases (e.g. row
shading, corner shading) at specific time instants and for short time periods (few days at
most). The main reason for such a limited analysis is the excessive computational time
needed for a thorough and fair comparison.

In this chapter, a simple methodology is presented for comparing shading tolerant
PV module topologies in terms of annual DC yield gain (or loss) in realistic shading sce-
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narios. Yearlong comparison represents a huge advantage, since it takes into account
the probability of occurrence of different shading patterns during an entire year.

4.2. STUDY CASES

4.2.1. SHADING SCENARIOS
Two rooftops were chosen to carry out this simulation study. These "shading scenar-
ios", reconstructed using photogrammetry data from actual buildings, are shown in Fig-
ure 4.2. On the red rooftops in Figures 4.2a and 4.2d, a 156-mm-spaced squared grid
was generated to compute the irradiance on each cell. In turn, the squared cells on the
rooftop were grouped to define modules with 72 cells (organised in a 6-by-12 layout).
Furthermore, on each rooftop two scenarios were considered in which modules were
either mounted in landscape or portrait orientation.

(d)

N

(b) (c)

(e) (f)

(a)

N

Figure 4.2: Simulated PV rooftops. (a) Rooftop 1 (RT1): The roof is tiled 57◦ facing 214◦ east of north. (b) PV
array with 25 modules mounted in landscape on RT1. The green and the red arrows indicate the least and most
partially shaded PV modules in the array in Rotterdam, respectively. (c) PV array with 26 modules mounted in
portrait on RT1. (d) Rooftop 2 (RT2): The roof is tilted 30◦ and facing 100◦ east of north. (e) PV array with 42
modules mounted in landscape on RT2. (f ) PV array with 44 modules mounted in portrait on RT2.

The shadows on each rooftop have different characteristics. Rooftop 1 (RT1) is fac-
ing southwest and shading is mainly caused by two chimneys. Due to the short distance
from the rooftop to the chimneys, shadows are relatively small and move slowly on the
PV array. The shadow’s edges are sharp and during clear sky days there is a large irra-
diance difference between the shaded and unshaded sectors of the roof. On the other
hand, Rooftop 2 (RT2) is facing east and shadows are mostly caused by the tall build-
ing in front of the rooftop, which is about 30 m away. In this case, shadows, which occur
during the morning, move faster on the rooftop and the shadow’s edges are more diffuse.
Also, the irradiance difference between shaded and unshaded parts of the rooftop is less
pronounced than in the case of RT1.

Furthermore, it was considered that these shading scenarios can be found in three
different cities, for which 10-minute resolution climate data was generated with Me-
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City Latitude (◦) Irradiation (MWhm−2) Cloud cover (okta)

Rotterdam 51.9 1.02 5.6
San Francisco 37.2 1.71 3.3

Bogotá 4.6 1.57 5.9

Table 4.1: Climatic parameters for each of the 3 locations analysed. Irradiation values correspond to the annual
global horizontal irradiation and cloud cover values are the average annual cloud cover during daytime.

teonorm [176]. All the locations considered are in the northern hemisphere but the avail-
able solar resources in each place differ significantly as shown in Table 4.1.

4.2.2. MODULE TOPOLOGIES
As mentioned in Section 4.2.1, PV modules made of 72 cells organised in a 6-by-12 layout
were considered in this study. Contiguous cells can be grouped together to form differ-
ent module layouts. In this analysis, the 24 module layouts shown in Figure 4.3 were
evaluated. Furthermore, two different types of electrical interconnections were evalu-
ated for each PV module layout: (1) modules with bypass diodes (BPD), in which all cells
are connected in series forming groups and each group has its own bypass diode; and (2)
series-parallel modules (SP), in which cells within a group are connected in series and
all groups are connected in parallel. This amounts to 48 different PV module topologies.

DCBA

1

2

3

4

5

6

Figure 4.3: Analysed module layouts. Each layout is identified by a letter (column) and a number (row). Each
layout consists of a matrix of 6 by 12 solar cells and dashed lines separate different groups of cells in the module.

Module layouts were named after the layout defined in Figure 4.3 and the type of
electrical interconnection (BPD or SP). For instance, B6-BPD is the topology of a con-
ventional 72-cell c-Si PV module with 3 bypass diodes; A1-BPD is equivalent to the Smart
Hot-Spot Free module by AE Solar [177]; and B3-SP is similar1 to the Tessera module

1The Tessera module is actually made of 60 cells, where each cell is cut into 16 sub-cells and then connected
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[178].
In addition to the 48 module topologies already mentioned, the performance of 144-

half-cut cells PV modules (HC) was also evaluated. The topology of a half-cut cell PV
module can be described as a series-parallel-series module with bypass diodes and it
should not be confused with B5-BPD where all groups of cells are connected in series,
nor with B5-SP where all groups of cells are connected in parallel with each other.

4.3. SIMULATION FRAMEWORK
In this chapter, the DC energy yield of a PV array was simulated with a framework that
combines 3 models as shown in Figure 4.4: (1) an optical model to determine the photo-
generated current of each solar cell in the module; (2) a thermal model to calculate the
temperature of each solar cell; and (3) an electrical model to generate the I-V curve of the
module and obtain the power delivered at the maximum power point. High accuracy of
the simulation can be ensured by using experimentally validated models.

Optical model

I-V curve

Electrical model

3D model

Solar position 

and irradiance

Weather data

Cell temperature

Photogenerated current

Thermal model

Figure 4.4: Block diagram of the modelling framework used to simulate the I-V curve of solar cells.

The optical model used in this work is the forward ray-tracing model proposed in
[88]. To determine the irradiance incident on the cells, first, a 3D model of the PV mod-
ules and its surroundings was created. For simplicity, it was assumed that all the surfaces
surrounding the PV modules are ideal diffuse reflectors with an albedo of 0.15. Then,
sensitivity maps for each cell on the rooftop were generated using a ray-tracing engine.
Lastly, the sensitivity maps, which quantify the fraction of the radiance emitted by each
sky sector and received by the solar cell [88], were multiplied with sky maps generated
with Perez model [52] to calculate the irradiance and the photo-generated current of
each solar cell at every time instant.

Once the irradiance was determined, the Faiman model was used to calculate the
cell temperature [179]. Only for the temperature calculation, it was assumed that each
cell is operated at its maximum power point, which allows for decoupling the thermal

in series losses forming 15 series-parallel groups of cells. Hence, the Tessera module and configuration B3-SP
are not exactly the same.
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and electrical models. From the sunny side, it was also considered that module lam-
ination is glass/foil and that the back side of the module is thermally insulated. The
thermal constants for the Faiman model used in this work (U0 = 14.4Wm−2 K−1 and
U1 = 0.034Wm−3 s−1 K−1) were derived from the empirical coefficients reported in [180].

Knowing the cell temperature and the photo-generated current, the I-V character-
istics of solar cells were simulated using the 2-diode electrical equivalent model [181]–
[183]. It was considered that both the series and parallel resistances are temperature
independent, and the diode’s saturation current varies with the cell temperature as de-
scribed in [184]. Finally, the I-V curves of the cells were added together to calculate the
I-V curve of the entire PV module. In this last step, the losses in the interconnecting tabs
were modelled as an additional resistance connected in series to each solar cell, and the
losses in the bypass diodes [185] were calculated considering their I-V characteristics at
25 ◦C.

4.4. I-V CURVE APPROXIMATION
To assess the performance of the 49 different module topologies for the case studies pre-
sented in Section 4.2, the I-V curves of 137 PV modules using 3 climate data sets needs be
simulated. Considering that it takes about 6 minutes to simulate the annual I-V curves
of a single module with a 10-minute time step (on a PC with a 4-core Intel Xeon E5-1620
CPU with 16 GB of RAM), the simulation of all possible combinations using the highly
accurate simulation framework presented above would take about 3 months. In order to
reduce the computational time and perform a fair and reliable relative comparison be-
tween PV module topologies, the simulation framework presented above was adapted.
Specifically, the two-diode electrical model was replaced with a squared approximation
for the simulations presented in this chapter2.

4.4.1. THE SQUARED APPROXIMATION
Essentially, the proposed approximation considers that the fill factor of the cell is 100 %,
and hence the maximum power point of the solar cell is determined by the short-circuit
current and the open-circuit voltage. The short-circuit current of the solar cell at any
given irradiance G and cell temperature T , depends on the temperature difference from
Standard Test Conditions (STC) conditions ∆T and the temperature coefficient of the
short-circuit current α according to [186]:

Isc(G ,T ) = Isc0
G

G0
(1+α∆T ) . (4.1)

On the other hand, the open-circuit voltage at any given irradiance and temperature
is defined similarly as in [180] :

Voc(G ,T ) =Voc0 +δ ln

(
G

G0

)
+β∆T , (4.2)

2It should be noted that the square approximation is only applicable to the results and analysis presented in
this chapter. In Chapters 5 and 6, the I-V curves of the PV cells and modules were simulated using the 2-diode
model.
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where β is the temperature coefficient of the open-circuit voltage, and two minor sim-
plifications on the original model were considered. First, the parameter δ was taken as
the product between the thermal voltage at STC and the ideality factor of the solar cell.
And second, the slight variations in the number of photo-generated carriers at different
temperatures was neglected in the ratio between G and G0.

Following the squared approximation of the I-V of a solar cell, when Ns solar cells
are connected in series, the short-circuit current of the string is equal to the short-circuit
current of the least illuminated cell and the open circuit voltage can be calculated as:

Voc-s = Ns Voc0 +δ ln

(
Ns∏

i=1

Gi

G0

)
+β

Ns∑
i=1
∆Ti (4.3)

Likewise, when Np cells are connected in parallel, the voltage is limited by the least
illuminated solar cell and the short-circuit current is given by:

Isc-p = Isc0

G0

(
Np∑
i=1

Gi +α
Np∑
i=1

Gi ∆Ti

)
(4.4)

Equations 4.3 and 4.4 can be combined to calculate the squared approximation of
the I-V curve of any PV module topology. Despite the squared approximation result-
ing in an evident overestimation of the annual yield, it reduces the simulation time by
at least two orders of magnitude, depending on the computer hardware. In the follow-
ing section, the suitability of the squared approximation to make a relative comparison
between different topologies is discussed.

4.4.2. VALIDITY OF THE SQUARED APPROXIMATION
The difference between the squared approximation and the actual I-V curve of a solar
module is smaller for PV modules with higher fill factors. Considering that the fill factor
of modern commercially available c-Si PV modules is close to 80 %, the deviations be-
tween the squared approximation and the 2-diode model for different module topolo-
gies were analysed.

The simulation results presented in this chapter were obtained assuming the c-Si so-
lar cell parameters measured in [187]. The external parameters and the temperature co-
efficients of the simulated solar cells used in the squared approximation are summarised
in Table 4.2.

η0 F F0 Isc0 Voc0 α β δ

(%) (%) (A) (V) (1/K) (mV/K) (mV)

19.48 79.5 9.345 0.638 0.0005 -1.9 27.2

Table 4.2: External parameters and temperature coefficients of the simulated solar cells.

A comparison between the DC yield obtained using the 2-diode equivalent model
and the squared approximation for different module layouts is presented in Figure 4.5a
for BPD topologies and in Figure 4.5b for SP topologies. The results correspond to the



4.4. I-V CURVE APPROXIMATION

4

57

Squared approximation2-diode model 

Module layout (SP)

R
e
la

ti
v
e
 D

C
 y

ie
ld

 g
a

in
 v

s 
B

6
-S

P
 (

-)

(b)

H
C

Module layout (BPD)

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

R
e
la

ti
v
e
 D

C
 y

ie
ld

 g
a

in
 v

s 
B

6
-B

D
P

 (
-)

(a)

A
1

A
2

A
3

A
4

A
5

A
6

B
1

B
2

B
3

B
4

B
5

B
6

C
1

C
2

C
3

C
4

C
5

C
6

D
1

D
2

D
3

D
4

D
5

D
6

A
1

A
2

A
3

A
4

A
5

A
6

B
1

B
2

B
3

B
4

B
5

B
6

C
1

C
2

C
3

C
4

C
5

C
6

D
1

D
2

D
3

D
4

D
5

D
6

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

Figure 4.5: Relative DC yield gain relative to module layout B6 for the most shaded PV module on RT1 in
Rotterdam. (a) Comparison between BPD topologies and layout B6-BPD. The plot also shows a comparison
between the half-cell module (HC) and topology B6-BPD. (b) Comparison between SP topologies and layout
B6-SP.

most shaded module in the array in Figure 4.3b using climate data for Rotterdam. This
module is subject to partial shading about 50 % of the time in the year. Blue circles in
Figure 4.5 refer to simulations performed with the 2-diode electrical model, whereas or-
ange squares refer to simulations performed using the squared approximation. In this
case, results indicate that most module topologies would perform significantly better
than the conventional topology. For example, the plot in Figure 4.5a shows that, ac-
cording to the 2-diode model, the annual DC yield of the most shaded module can be
boosted almost by 45 % when using modules with one bypass diode per cell (A1-BPD)
compared to a conventional module (B6-BPD). It can also be noticed that, since shad-
ows on the analysed position on the roof mostly move from left to right on the surface of
the solar module, module D4-BPD, which also has 3 bypass diodes, and the half-cut cell
module (HC) can deliver about 25 % more energy than B6-BPD, which exemplifies the
importance of the mounting orientation. The relative gain calculated with the squared
approximation correlates well with the results from the 2-diode model. Deviations are
larger for the best-performing module topologies, yet the maximum deviation (module
A1-SP) is only 11.3 % in Figure 4.5b.

Figure 4.6 gives a better picture of the deviations between the squared approxima-
tion and the 2-diode model. Since the squared approximation is only intended to make
relative comparisons between topologies, ideally, the deviation for all the BPD and SP
layouts should be the same but not necessarily zero. In Figure 4.6, layout D6 left aside3,
the dispersion of deviations between BPD topologies is roughly 5 % (from A1-BPD to
C6-BPD) and between the SP topologies is about 9 % (from A1-SP to C6-SP). It should
be noted that the deviations in the SP case are larger than in the BPD case because the

3Both modules D6-BPD and D6-SP have all their solar cells connected in series (with no bypass diodes) and in
practice partial shading would cause hot-spots and permanent damage of the PV module, hence this is not a
configuration of interest.
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Figure 4.6: Relative deviation between the squared approximation and the 2-diode equivalent model in the
worst-case scenario (the most shaded PV module on RT1 in Rotterdam).

difference between the squared approximation and the actual I-V curve of a partially
shaded module increases with the number of parallel-connected solar cells.

It is important to mention, that plots in Figures 4.5 and 4.6 were generated consid-
ering the worst-case scenario, i.e. the most shaded PV module on the array. If instead
the least shaded PV module in the array in Figure 4.2b is considered, which is shaded
only 6 % of the year in Rotterdam, deviations range between 21.2 % and 21.7 % for BPD
layouts and between 22.3 % and 24.9 % for the SP layouts. This means that the maximum
difference between the squared approximation and the 2-diode model is only 0.5 % and
2.6 % for the BPD and SP layouts, respectively. Consequently, if the yield increase of
entire PV systems in Figure 4.2 is evaluated, the deviations introduced by the squared
approximation are expected to be between those of the most and least shaded modules.

4.5. RESULTS AND DISCUSSION
The squared approximation was applied to compare different PV systems and module
topologies based on the case studies presented in the previous section.

4.5.1. STRING INVERTERS VS MLPE
The energy yield of PV systems with string inverters was compared to PV systems with
MLPE (i.e., micro-inverters or power optimisers) to quantify the benefits of performing
MPPT at module level. For the PV systems with a string inverter, a typical inverter with 3
independent string inputs was considered. The yellow dashed lines in Figure 4.2 indicate
which modules are connected in series forming the 3 strings in each of the analysed
PV installations. Furthermore, it was considered that each PV module has at least one
bypass diode and that the string inverter can independently maximise the power of each
string. On the other hand, the energy yield of the PV systems with MLPE was calculated
considering that the power output of each PV module is independently maximised by
a dedicated converter. For the sake of generality, it was assumed that the conversion
efficiency of both type of converters was 100 %.

The energy yield increase obtained in Rotterdam when replacing the string inverter
by MLPE is shown in Figure 4.7 for the layout family B (refer to Figure 4.3). Results in-
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Figure 4.7: Relative energy yield gain in Rotterdam, the Netherlands, when replacing a string inverter by mod-
ule level power electronics in the installations in Figure 4.2. Layouts on the horizontal axis are spaced according
to the corresponding number of bypass diodes or parallel groups of cells.

dicate a significant energy yield boost when using MLPE, especially for the installations
on the most shaded rooftop (RT1). It can also be noticed that, for the same installation,
the gain is always higher for SP topologies compared to BPD topologies because a par-
tially shaded string of modules with parallel interconnections presents higher current
mismatch losses than a string of modules with bypass diodes. Moreover, the clear de-
creasing trends in the BPD curves suggest that more shading tolerant PV modules (i.e.,
modules with more bypass diodes) can reduce the energy yield gap between systems
with string inverters and systems with MLPE. In essence, increasing the number of by-
pass diodes per module is an effective approach to increase the shading tolerance of a PV
system with a string inverter. On the other hand, the absence of a clear decreasing trend
in the SP curves, suggests that MLPE is crucial to benefit from the improved shading
tolerance offered by series-parallel module topologies.

4.5.2. PV SYSTEMS WITH MLPE
When PV modules are connected in series forming a string, the shading tolerance of the
PV system is strongly constrained by the current mismatch between modules, regardless
of the PV module topology. Instead, in PV systems with MLPE the shading tolerance
of the PV system is mainly limited by the shading tolerance of the PV module topology.
Thus, PV systems with MLPE were further analysed to evaluate the potential of different
module topologies.

Figure 4.8 presents a comparison of the annual DC yield gain obtained with different
BPD module layouts in landscape orientation in different shading scenarios and loca-
tions. It can be noticed from the results in Figure 4.8 that the conventional PV module
(B6-BPD) is one of the poorest performing module topologies when a system is affected
by partial shading. In particular, when shading objects are close to the PV modules as in
RT1, increasing the number of bypass diodes can significantly increase the yield of a PV
system, even at locations close to the Equator like Bogotá. In contrast, when shading is
caused by large distant objects as in RT2, shadows are generally larger than the dimen-
sions of a PV module, hence solar modules are rarely partially shaded. In such cases,
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Figure 4.8: Annual DC yield comparison for various BPD topologies. Results correspond to the case when
modules are mounted in landscape orientation. The vertical axis in the plot indicates the energy yield increase
with respect to the systems with B6-BPD modules.

MLPE provide sufficient shade resilience to the PV systems and using different module
topologies can only marginally increase the annual DC yield.

A clear tendency can be identified in the plots in Figure 4.8: the electrical perfor-
mance of the system rapidly improves when adding bypass diodes but the trend flattens
out around 12 diodes. For example, in RT1 in Rotterdam, 3 out of 4 topologies with 12
bypass diodes can boost the annual yield by 10 % compared to the conventional PV mod-
ule, whereas a system with modules with 72 diodes (one per cell) can only produce 4 %
additional energy. The reason why the trends start to flatten out around 12 BPDs is that
all layouts with more than 12 groups of cells have at least two horizontal and two vertical
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divisions (see Figure 4.3) which already provides them with high shading tolerance re-
gardless the shape and direction of the shadows. In other words, for the analysed layouts
and shading scenarios, increasing the granularity to more than 12 groups contributes
only to a slight improvement in the system performance.
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Figure 4.9: Annual DC yield comparison for various SP topologies. Results correspond to the case when mod-
ules are mounted in landscape orientation. The vertical axis in the plot indicates the energy yield increase with
respect to the systems with B6-BPD modules.

It is worth mentioning, that the results in Figure 4.8 were obtained considering ideal
bypass diodes (i.e., zero forward voltage drop). This approximation is highly accurate for
modules with active bypass diodes [185]. However, adding too many bypass diodes can
become disadvantageous when the forward voltage of the diodes is comparable to the
voltage of the solar cell at the maximum power point. Losses in bypass diodes could be
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easily included in the proposed approximation by modifying Equation (4.3).
Similar conclusions as for the case of landscape mounting can be drawn from the

simulation results of systems with modules mounted in portrait. The main difference
is that, in opposition to the landscape mounting case, A and D are the best and worst
performing layout families, respectively. The reason is that shadows on the rooftops
progress from left to right and in certain layouts bypass diodes are activated progres-
sively, minimising the number of solar cells that are bypassed when the module is par-
tially shaded. From another standpoint, layouts B and C are the best options when the
shading direction is unknown.

A comparison of SP topologies is presented in Figure 4.9. Whereas the general trends
are similar to those in Figure 4.8, series-parallel modules in scenario RT1 can boost the
gain about 10 % more than modules with series-connected cells and bypass diodes. The
trends in Figure 4.9 also flatten out for modules with more than 12 groups connected in
parallel for the same reason as in Figure 4.8. In this case, more parallel-connected groups
imply modules with lower output voltage and higher output current. While this could be
problematic for the design of power converters, in practice, series-parallel modules can
be built following the approach of the Tessera module [167], where each cell is cut into
smaller sub-cells to reduce the string’s current and increase its voltage.

Finally, the yield of systems with half-cut cell modules was also simulated. The DC
yield gains compared to the conventional module are summarised in Table 4.3. Results
indicate that, in terms of shading tolerance, half-cut cells already represent a significant
improvement with respect to conventional modules, yet there is still room for improve-
ment.

RT1
portrait

(%)

RT1
landscape

(%)

RT2
portrait

(%)

RT2
landscape

(%)

Rotterdam 7.4 10.2 0.83 0.71
San Francisco 6.8 10.0 0.87 0.90

Bogotá 6.3 6.1 0.55 0.58

Table 4.3: Relative DC yield gain of PV systems with half-cut cell modules compared to PV systems with con-
ventional modules (B6-BPD).

Certainly, improving the shading tolerance has an impact on the cost of PV modules.
On the one hand, more bypass elements per module, especially active bypass elements
with low voltage drops, imply higher material costs and introduce more peaks in the
P-V curve, which might require the implementation of advanced maximum power point
tracking techniques in power converters. On the other hand, the design of series-parallel
modules might require cutting the solar cells into smaller pieces and design of dedicated
power converters able to operate in different voltage and current ranges. The proce-
dure proposed in this chapter allows us to find the (Pareto) optimal module granularity,
meaning a point in which increasing the number of groups (thus the granularity) could
lead to only a slight improvement of the performance while significantly increasing the
complexity, and likely the cost, of the PV module. The trends presented in Figures 4.8
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and 4.9 can allow PV module manufacturers to make more thorough cost-benefit anal-
yses of different module topologies. Moreover, the proposed methodology can be used
to simulate PV module topologies that differ from the ones presented in this chapter.
Therefore, the same analysis can be replicated for any PV module topology of interest.
Finally, a quick comparison between different module topologies is beneficial also for PV
system designers to choose among available PV modules, and PV module manufacturers
dealing with the design/need of custom, installation-specific, PV modules.

4.6. CONCLUSIONS
Shading tolerant PV modules are essential to increase the yield of urban PV systems and
maximise the usable surface area for PV in urban environments, where partial shading
is ubiquitous.

In this chapter, a method was introduced to compare the annual DC yield of PV sys-
tems with different PV module topologies, which enables quick sub-hourly electrical
simulations of PV systems by reducing the simulation time required by the equivalent
electrical model by two order of magnitude. This method allowed us to evaluate 49 dif-
ferent module topologies, including some that are already commercially available, in
different shading scenarios and climates.

The comparison between different PV system architectures indicated that when par-
tial shading is caused by objects that are far from the PV modules, module-level power
electronics are sufficient to provide high shading tolerance to a PV system. However,
when shading is caused by nearby objects, the module topology plays a determinant
role in the electrical performance of the PV system.

The simulation results of module topologies in systems with module-level power
electronics suggested that PV modules with one bypass element per cell can deliver be-
tween 8 % and 15 % more energy than a conventional module depending on the loca-
tion, given that the voltage drop on the bypass element is sufficiently low. Series-parallel
topologies can improve the performance even more, increasing the yield up to 25 %. In
addition, it was estimated that half-cut cell modules, which are becoming increasingly
popular, allow partially shaded urban PV system to generate between 6 % and 10 % more
energy in a year than conventional PV modules. Finally, the evaluation of the annual DC
yield gain as a function of the number of bypass elements and groups of parallel strings
in a PV module topology resulted in clear trends that can be valuable to PV module
manufacturers when performing cost-benefit analyses of new shade resilient PV mod-
ule topologies.
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A SERIES-PARALLEL

RECONFIGURABLE PV MODULE

This chapter is based on the following publications:

A. Calcabrini, M. Muttillo, R. Weegink, P. Manganiello, M. Zeman, O. Isabella, A fully
reconfigurable series-parallel photovoltaic module for higher energy yields in urban envi-
ronments, Renewable Energy 179, 1 (2021).

A. Calcabrini, M. Muttillo, M. Zeman, P. Manganiello, O. Isabella, Experimental eval-
uation of the electrical performance of a fully reconfigurable series-parallel PV module,
Nature Communications, (Under review).

5.1. INTRODUCTION
As discussed in the previous chapter, under partial shading conditions parallel intercon-
nections between solar cells help to reduce irradiance mismatch losses. However, under
uniform illumination parallel connected strings generate high currents which cause high
resistive and power conversion losses. To leverage the advantages offered by both types
of interconnections, the concept of reconfigurable PV generators can be utilised to adapt
the electrical topology of the system according to the illumination conditions. By mod-
ifying the interconnections between individual solar cells within a module or between
modules, reconfigurable PV generators can optimise the electrical performance of the
system under varying illumination conditions.

This chapter presents a reconfigurable PV module designed to improve the energy
yield of PV systems when partial shading cannot be avoided. Moreover, a reconfigu-
ration strategy is proposed to dynamically resolve the interconnections in the module
according to the prevailing illumination conditions. Subsequently, the electrical perfor-
mance of the proposed reconfigurable is simulated and compared to that of PV modules
with the same cell layout but different electrical interconnections. Finally, a full-scale
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prototype of the reconfigurable PV module is presented and its performance is evalu-
ated under different shading scenarios in the field.

5.2. RECONFIGURABLE PV GENERATORS
A reconfigurable PV generator is a photovoltaic system that can dynamically adjust its
electrical interconnections to reconfigure the arrangement of solar cells or modules in
response to changes in the illumination levels or shading patterns [188], [189]. This en-
ables the system to maximise the output power in situations where the illumination dis-
tribution on the system is uneven.

Reconfigurable PV generators require a switching matrix that enables the system
to alternate between series connections (to minimise resistive and power conversion
losses under uniform illumination conditions) and parallel connections (to minimise
mismatch losses under partial shading). The switching matrix is controlled by an algo-
rithm that dynamically adapts the system configuration according to the illumination
conditions.

Most of the literature on reconfigurable PV generators is focused on reconfiguration
at array level for commercial or utility scale systems. Reconfigurable PV arrays are usu-
ally based on total-cross-tie (TCT) [190]–[192] and series-parallel (SP) [193], [194] archi-
tectures. However, in urban environments, where the nature of shading is much more
complex, reconfiguration needs to be implemented at sub-module level to minimise ir-
radiance mismatch losses [195], [196].

The implementation of a reconfigurable PV module involves the development of a re-
configuration matrix and a suitable power converter. Naturally, this implies higher costs
compared to a module with fixed interconnections. However, reconfigurable PV mod-
ules aim to compensate the higher costs by boosting the energy yield and mitigating
module ageing and degradation effects, e.g., by disconnecting faulty cells in the module.
For example, the reconfigurable module design presented in [196] could deliver 5 % to
10 % more energy than a conventional PV module with 3 bypass diodes, according to a
simulation study considering different degrees of shading and constant power conver-
sion efficiencies. The additional cost of a reconfigurable PV module and its power con-
verter is roughly estimated between €16 and €20 [196]. Considering the current prices
of conventional PV modules and module-level power converters, this means that a re-
configurable module could cost around 6 % to 8 % more than a conventional module.
However, the electrical performance of reconfigurable PV modules should also be com-
pared with shade tolerant fixed module topologies under realistic conditions to make a
more equitable evaluation of their potential.

5.3. THE SERIES-PARALLEL RECONFIGURABLE PV MODULE
The general schematic of the reconfigurable PV topology proposed and investigated in
this chapter is presented in Figure 5.1. It is considered that one module consists of b
blocks of cells, where each block consists of c solar cells connected in series, resulting in
a total of b · c cells per module.

The switches in Figure 5.1b constitute a switching matrix that connects the blocks in
series and (then) in parallel to obtain different series-parallel module configurations.
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Figure 5.1: Reconfigurable series-parallel PV module. (a) One block of c solar cells connected in series. (b)
Generic diagram of a fully reconfigurable series-parallel PV module with b blocks.

Any reconfigurable module can adopt a number of different electrical configurations.
The configurations of interest (COI) are defined as the subset of all possible electrical
configurations which can result in different I-V curves. In a fully reconfigurable series-
parallel PV module with b blocks of cells, the number of configurations of interest is
given by:

COI = ∑
(s,p)

b!

p ! (s!)p , b, s, p ∈N∧ s ·p = b (5.1)

where s stands for the number of blocks connected in series forming a string and p rep-
resents the number of strings connected in parallel. Thus, (s, p) are all possible sorted
pairs of natural numbers which, when multiplied together equal the number of blocks,
b. For example, a reconfigurable module with 4 blocks has 5 configurations of interest
because the pair (s, p) can adopt 3 different values (1,4), (2,2) and (4,1). It is worth noting
that Equation (5.1) is also valid for fully reconfigurable total-cross-tied topologies [190].

A straightforward way to improve the shading tolerance of a reconfigurable module
is by increasing the number of blocks [196]. However, the number of switches required
to build a fully reconfigurable series-parallel module increases quadratically with the
number of blocks:

#switches = b (b +3)

2
(5.2)

Equation (5.2) imposes cost and complexity limitations to the design of the switching
matrix. Other practical limitations on the design of a reconfigurable PV module to be
considered are: (1) the maximum drain-to-source voltage that the switches can tolerate;
(2) the maximum allowable continuous drain current of each switch; (3) the maximum
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number of solar cells per block, which is in turn limited by the reverse characteristics of
the solar cells. Aiming to build a reconfigurable PV module prototype with commercially
available components, the proposed module design consists of 96 solar cells, grouped in
6 blocks as shown in Figure 5.2.

Block A

Block D

Block B

Block E

Block C

Block F

Figure 5.2: Layout of the studied reconfigurable module. The module is organised in 6 blocks (b = 6), indicated
in different shades of blue) of 4 by 4 solar cells connected in series. The positive and negative terminals of each
block are connected to the inputs of the switching matrix in Figure 5.1b.

According to Equation (5.1), a reconfigurable PV module with 6 blocks can adopt 27
different configurations: (1) one configuration where all blocks are connected in parallel
(s1p6); (2) fifteen configurations where three duplets of series-connected blocks are con-
nected in parallel (s2p3); (3) ten configurations where two triplets of series-connected
blocks are connected in parallel (s3p2); and (4) one configuration where all the blocks
are connected in series (s6p1). All possible configurations are illustrated in Figure 5.3.

The switching matrix for the proposed module with 6 blocks has 27 switches. In the
general schematic presented in Figure 5.1b, all the switches that connect the blocks to
the positive and negative terminals can be implemented with a single MOSFET. How-
ever, the remaining switches must be bidirectional to prevent shorting blocks of cells
through the MOSFET’s body diodes.

5.3.1. RECONFIGURATION ALGORITHM

Several algorithms have been proposed to control switching matrices [197] in reconfig-
urable PV modules and arrays. Some algorithms require periodical I-V curve tracings of
each block of cells [198]. Yet in some cases, it is possible to control the switching ma-
trix using only current measurements from each block of cells. For most c-Si solar cells
technologies, the short-circuit current of each block can be considered approximately
proportional to the irradiance incident on the least illuminated solar cell in the block.
Temperature and voltage measurements can eventually be used, on a second level, to
improve the robustness of the algorithm [199].

In this work, a simple algorithm based only on current measurements is proposed.
The algorithm requires a current sensor to be connected in series to each block of cells
in Figure 5.1a to measure the short-circuit current of each block and estimate the ir-
radiance incident on each block of cells. Current measurements can be dynamically
processed by the algorithm that decides which is the optimal module configuration and
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Figure 5.3: Configurations of interest of the proposed PV module with 6 reconfigurable blocks. Numbers rep-
resent blocks that are connected in series with each other. Configuration 1 is also referred to as s1p6 or all-
parallel. Configurations 2 to 16 are the 15 possible s2p3 configurations. Configurations 17 to 26 are the 10
possible s3p2 configurations. Configuration 27 is also referred to as s6p1 or all-series.

which switches need to be closed. In essence, the algorithm aims to connect equally
illuminated blocks of cells in series, for which it compares the measured short-circuit
currents with three predefined threshold constants that are used to determine the opti-
mal module configuration.

The proposed algorithm is depicted in Figure 5.4. It begins by measuring the short-
circuit current of all six blocks of cells (IA to IF). Then, these currents are sorted in de-
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START
Measure blocks’ Isc

{IA, IB, IC, ID, IE, IF}

Calculate dx-y

Sort blocks’ Isc

{I1, I2, I3, I4, I5, I6}

d1-6 < T1

max(d1-3 , d4-6) 

< T2

max(d1-2 , d3,4 , d5,6) 

< T3

Choose s1p6

Choose s6p1

Choose best s3p2

Choose best s2p3

T

T

T

F

F

F

Figure 5.4: Block diagram of the proposed reconfiguration algorithm. In every iteration of the algorithm, the
currents of the blocks (named from A to F) are sorted in descending order and then renamed from 1 to 6. Ac-
cording to the notation convention, I1 represents the highest measured current while I6 represents the lowest
measured current.

scending order and renamed from I1 to I6 to calculate six relative differences between
the sorted currents, namely d1−6, d1−3, d4−6, d1−2, d3−4 and d5−6, where:

dx−y =
Ix − Iy

Ix
(5.3)

Next, d1−6 is compared to a first threshold value T1. If the maximum irradiance de-
viation between all the blocks (d1−6) is lower than T1, it means that all blocks are sim-
ilarly illuminated; thus, all the blocks are are connected in series (configuration s6p1).
Otherwise, the largest difference between the sorted triplets of currents (d1−3 and d4−6)
is compared to threshold T2. If both d1−3 and d4−6 are smaller than T2, the best s3p2
configuration is chosen. It is considered that the best s3p2 configuration (among the
10 possible) is determined by the order of the sorted currents. For instance, if the or-
der of the sorted currents is {IB,IC,IE,IF,IA,ID}, then the best s3p2 configuration has one
string formed by groups B , C and E connected in parallel to a second string formed by
F , A and D . If a solution is not yet found, the algorithm checks if the largest difference
between the sorted duplets of currents (d1−2, d3−4 and d5−6) is smaller than threshold
T3 and, if so, it chooses the best s2p3 configuration (also determined by the order of
the sorted currents). Finally, if all differences are larger than the established thresholds,
configuration s1p6 is chosen and all groups are connected in parallel. In this study, the
threshold values were decided based on an optimisation process which considers the
electrical characteristics of the solar cells. However, these thresholds could also be ad-
justed considering the efficiency of the power converter to favour the operation of the
reconfigurable PV module in specific voltage and current ranges.
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The proposed algorithm is adaptable to reconfigurable modules with different num-
bers of blocks. For example, for a module with 8 blocks, 4 sets of configurations would
be possible (1 × s1p8, 105 × s2p4, 35 × s4p2 and 1 × s8p1). In this case, the algorithm
would require 3 threshold values and the calculation of 7 relative differences (d1−8, d1−4,
d4−8, d1−2, d3−4, d5−6 and d7−8).

It is worth noting that short-circuit measurements represent only a single point of the
I-V curves of each block and thus, even when current measurements are free of noise, the
proposed algorithm cannot always ensure that the chosen configuration is actually the
best one. Additionally, the proposed algorithm relies on the assumption that the cur-
rent at the maximum power point of a block of cells is affected by shading in the same
proportion as its short-circuit current. This is an acceptable assumption as long as the
number of series-connected cells per block is relatively small and the breakdown voltage
of the solar cells is sufficiently large. However, as discussed in detail in Chapter 6, if the
number of series-connected cells per block is large enough to build up a voltage that can
force the current to flow through a single reverse biased cell, the short-circuit current
of the block may be reduced in a much smaller proportion that the current at the max-
imum power point. Consequently, the proposed algorithm may not be appropriate for
certain module topologies or solar cell technologies. More specifically, a reconfiguration
algorithm based solely on current measurements may prove insufficient for commercial
module topologies that consist of 3 sub-modules with 24 series-connected solar cells,
and for PV modules with low-breakdown voltage solar cells.

It is also evident that the performance of the reconfigurable module depends on the
values of the thresholds T1, T2 and T3. Higher threshold values increase the tendency
of the algorithm to avoid the all-parallel configuration, which leads to lower output cur-
rents. At the same time, higher threshold values imply a lower shading tolerance. This
trade-off brings out the importance of the choice of threshold values for the algorithm.

Furthermore, there are two additional practical aspects that should be considered
when selecting the threshold values. First, threshold values must be larger than the rel-
ative measurement error of the current sensors. Second, in the case of reconfigurable
PV modules with bypass diodes, the threshold values should be smaller than the relative
difference between the maximum power point current and the short-circuit current of
the solar cell to avoid choosing configurations with more than one maximum in the P-V
curve.

In its simplest version, the interval between reconfiguration events in the algorithm
is fixed and typically ranges between 1 and 5 minutes. As a result, the expected variations
in the power output of a reconfigurable PV module in timescales shorter than 1 minute
(e.g. due to rapid changes in irradiance expected during a partially cloudy day) are the
same as for PV modules with fixed interconnections.

A synchronous (i.e. scheduled) reconfiguration algorithm induces unnecessary op-
erational disruptions in the power converter, especially during prolonged periods of uni-
form illumination conditions. To reduce the frequency of interruptions, it is possible
to employ a shade detection algorithm that triggers reconfiguration events when devi-
ations in the operating state of the module or block are detected. For instance, shade
detection algorithms may be implemented through either the utilisation of current and
voltage sensors within the reconfiguration board [200], or by processing the current and
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voltage measurements taken by the Maximum Power Point Tracking (MPPT) algorithm
within the power converter [201].

In addition, it is important to point out that, under specific circumstances, a fixed
time interval between reconfiguration events could potentially cause hot-spots. For ex-
ample, if the reconfigurable module is being operated in the all-series and a single cell is
totally shaded, the shaded cell could be forced to dissipate a large amount of power until
the next reconfiguration event. This problem can be avoided by adding a bypass diode
in parallel to each reconfigurable block. Alternatively, the algorithm can be modified to
constantly monitor the operating voltage of each block of cells, and generate a hardware
interrupt if the voltage of one of the blocks suddenly drops. In turn, the interrupt service
routine would trigger a new reconfiguration event which would find a module configu-
ration where the shaded cell is not reversed biased.

5.4. ENERGY YIELD SIMULATION
The additional complexity and cost of a reconfigurable PV module topology compared
to fixed module topologies could be justified if the energy yield of the reconfigurable PV
module is significantly higher. In this section, the potential of a reconfigurable module
is assessed by comparing its annual DC yield to that of two fixed module topologies.

5.4.1. SIMULATION FRAMEWORK

The energy yields were compared with a simulation framework comprising three widely
validated models: (1) an irradiance model to determine the irradiance incident on the
solar cells; (2) a thermal model to determine the cell temperature, and (3) an electrical
model to calculate the PV module’s I-V curve.

The irradiance on each cell was simulated using Radiance constrained to 2 ambient
bounces as explained in Chapter 3. For simplicity, it was assumed that all the surfaces
surrounding the PV modules were Lambertian reflectors with an average reflectivity of
0.15.

The cell temperature was calculated with the Faiman model [179] considering that
the modules were mounted close to a rooftop. The irradiance and wind parameters of
Faiman model used in this work (u0 = 14.4Wm−2 K−1 and u1 = 34mWm−3 s−1 K−1) were
derived from the empirical coefficients reported in [180] for close roof mount. For sim-
plicity, the Faiman model was decoupled from the electrical model by assuming (only for
the thermal calculation) that each cell was operated at its maximum power point (MPP).

The cell temperature and irradiance were combined to calculate the I-V character-
istics of a solar cell using the 2-diode electrical equivalent model [181]–[183]. It was as-
sumed that both the series (Rs) and parallel (Rp) resistances in the 2-diode model are
temperature independent, and that the saturation current of the diodes varies with the
cell temperature as described in [184].

The simulations were conducted considering 5-inch commercially available solar
cells with a maximum power of 2.72 W under Standard Test Conditions (STC). The cor-
responding 2-diode model parameters given in Table 5.1, were fitted using STC and dark
I-V curves measurements following the approach described in [202]. Finally, the I-V
curves of the cells were combined together to calculate the I-V curves of the PV mod-
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ule. In this step, the following electrical losses were included: (1) the equivalent resis-
tance of tabbing wires (2 mΩ) calculated according to [203]; (2) the resistance of the in-
terconnecting tabs (2 mΩ) calculated considering the length and cross-section of the rib-
bons; (3) conduction losses in the switches calculated assuming a constant channel re-
sistance (2.1 mΩ for the onsemi NVMFS6H800N power MOSFET); (4) conduction losses
in bypass diodes calculated using the diode’s I-V characteristics at 25 ◦C (for the onsemi
80SQ045N rectifier). In practice, bidirectional switches were be implemented with two
back-to-back MOSFET, and hence, it was considered that the resistance of the bidirec-
tional switches was twice as high as that of the unidirectional switches.

Iph0 n1 Is1 n2 Is2 Rs Rp αIsc

(A) (-) (pA) (-) (µA) (mΩ) (Ω) (%/K)

5.67 1 108.9 2 5.645 2.80 20.1 +0.024

Table 5.1: Solar cell parameters at STC for the double diode model. The parameters are presented in the fol-
lowing order: photogenerated current, ideality factor and saturation current of the first and second diodes,
respectively, series resistance, shunt resistance and short-circuit current temperature coefficient.

The shading scenario used for this study is shown in Figure 5.5. Results were analysed
for the three highlighted module positions. On each of these positions, the energy yield
of the proposed reconfigurable module (6REC) was simulated and compared against
two module topologies with fixed cell interconnections, namely (1) a module with all
6 blocks connected in series and one bypass diode in parallel to each block (6BPD), and
(2) a module with all 6 blocks connected in parallel (6SP). It was assumed each module
was connected to an ideal power converter with MPPT capability was connected to the
output of the PV modules.

1
2

3

Figure 5.5: Simulated PV array. The roof is tilted 57◦ facing 214◦ east of north. The analysed PV modules are
highlighted in different colours. The red module (1) is the most shaded PV module while the green module (3)
is the least shaded one.

5.4.2. RESULTS
The above-mentioned models were combined to simulate the I-V curves of the differ-
ent PV modules using 1-minute resolution Meteonorm climate data [176] for the city of
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Utrecht, the Netherlands.
In average, in Utrecht, 35 % of the time the PV modules only receive diffuse radiation.

During the periods of time with no beam irradiance, the reconfigurable PV module is
expected to operate mostly in the s6p1 configuration since the irradiance distribution
on the PV module surface is rather uniform. Moreover, simulations results indicate that
module positions 1, 2 and 3 in Figure 5.5 are exposed to highly uneven1 illumination
during 32 %, 14 % and 7 % of the daytime hours, respectively. Therefore, the DC yield
differences between the 6REC and the 6BPD module are expected to be larger at position
1. At position 3, where the module is barely affected by partial shading, all three module
topologies are expected to perform similarly, but REC and 6BPD are expected to generate
lower currents than 6SP.
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Figure 5.6: Simulation results at rooftop position 1 on April 11th at (a) 11:10 a.m., (b) 11:30 a.m. and (c) 12:20
p.m. The configuration chosen by the algorithm at each time is indicated next to the corresponding I-V and
P-V curves.

Examples of the simulated I-V and P-V curves are shown in Figure 5.6 for the three
types of modules at the most shaded position on the rooftop. In Figures 5.6a and 5.6b,
the reconfigurable module adopted the all-series (#27) and all-parallel (#1) configura-
tions, respectively. In Figure 5.6c, blocks C and F were unshaded and hence, the recon-
figurable module adopted configuration #4, where these blocks are connected in series
(refer to Figure 5.3).

The DC yield simulation results are summarised in Table 5.2. The yield of the 6BPD

1In this context, highly uneven illumination means that the irradiance incident on the least illuminated cell in
the PV module is at least 50 % lower than the irradiance incident on the most illuminated cell.
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module was calculated assuming two cases: (1) an ideal MPPT algorithm that can al-
ways find the absolute MPP (6BPD ideal) and (2) a more realistic MPPT algorithm that
performs an I-V scans every 5 minutes and might temporarily get stuck in local maxima.
The significantly lower performance of the more realistic 6BPD module compared to the
ideal case, illustrates the challenge of distinguishing between the true MPP and the local
peaks in the P-V curves of modules with many bypass diodes. In Table 5.2, the yield of
the 6REC module was also calculated considering two strategies to control the switching
matrix: (1) an ideal reconfiguration algorithm that always finds the actual best configu-
ration (6REC ideal) and (2) the proposed reconfiguration algorithm (6REC algorithm). In
both cases, reconfiguration events were triggered at every minute.

Yield (Wh/Wp) Position 1 Position 2 Position 3

6BPD 384.80 622.91 776.67
ideal (ref.) (ref.) (ref.)

6BPD 364.84 615.97 773.98
5-min scan (-5.2%) (-1.1%) (-0.3%)

6SP
435.06 648.24 787.32

(+13.1%) (+4.1%) (+1.4%)

6REC 434.13 646.45 784.91
ideal (+12.8%) (+3.8%) (+1.1%)

6REC 433.74 645.97 784.68
algorithm (+12.7%) (+3.7%) (+1.0%)

Table 5.2: Annual specific DC yield comparison of the analysed PV module topologies in different positions on
the rooftop shown in Figure 5.5 using typical meteorological year data from Utrecht, the Netherlands.

Energy yield results indicate that the reconfigurable module (6REC) with the pro-
posed algorithm and the fixed series-parallel module (6SP) performed better than the
module with 6 bypass diodes (6BPD) in all the cases. In particular, in the case of the most
partially shaded rooftop position, the difference between the 6REC and 6BPD modules
is 12.7 %. It is worth mentioning that, although shadows are shorter in summer com-
pared to winter, the energy yield difference between the 6SP and the 6BPD modules and
between the 6REC and the 6BPD modules is larger in summer months as shown in Fig-
ure 5.7. The reason is because at the simulated location there are more clear sky days in
summer than in winter months, hence modules are more frequently partially shaded.

Table 5.3 shows that the energy yield gains calculated using the same shading sce-
nario and climate data of Barcelona are similar gains to those obtained for the city of
Utrecht. Once more, in Barcelona the shadows cast by the chimneys are even smaller
but there are many more clear sky days compared to Utrecht.

It is relevant to point out that that in all cases, the 6SP module achieved marginally
higher yields than the 6REC module despite the expected higher resistive losses at module-
level. Nevertheless, the 6SP module delivers power at significantly higher currents than
the 6REC module as shown by the histograms in Figure 5.8. While the 6SP module de-



5

76 5. A SERIES-PARALLEL RECONFIGURABLE PV MODULE

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
0

5

10

15

20

D
C

 y
ie

ld
 (

k
W

h
)

6BPD
6SP
6REC

Figure 5.7: Monthly yield comparisons of the analysed module topologies on rooftop position 1 in Utrecht. It is
assumed that the 6BPD module is always operated at the true MPP and that the switching matrix of the 6REC
module is controlled by the proposed algorithm.

Yield (Wh/Wp) Position 1 Position 2 Position 3

6BPD 611.32 960.18 1216.93
ideal (ref.) (ref.) (ref.)

6BPD 592.28 950.77 1214.56
5-min scan (-3.1%) (-1.0%) (-0.2%)

6SP
690.67 1003.65 1230.73

(+13.0%) (+4.5%) (+1.1%)

6REC 688.84 1000.25 1226.18
ideal (+12.7%) (+4.2%) (+0.8%)

6REC 688.37 999.76 1225.89
algorithm (+12.6%) (+4.1%) (+0.7%)

Table 5.3: Annual DC yield comparison of the analysed PV module topologies in different positions on the
rooftop shown in Figure 5.5 using typical meteorological year data from Barcelona, Spain.

livered currents up to 34 A, the current generated by the 6REC module at the least (Fig-
ure 5.8a) and most (Figure 5.8b) shaded rooftop positions rarely exceeded 20 A. These
observations suggest that a DC-DC converter for the 6REC module would have lower in-
put current requirements and could achieve higher conversion efficiencies than a con-
verter for the 6SP module.

As stated before, the module configuration chosen by the algorithm can sometimes
differ from the actual best configuration. Based on the design of the reconfigurable
module, the characteristic of the cells and considering the trade-offs discussed in Sec-
tion 5.3.1, a Pareto optimal solution was found with threshold coefficients T1 = 3%,
T2 = 5% and T3 = 8%. Figure 5.9 shows the effect of the threshold values on the annual
DC yield of the PV module. As expected, lower threshold values favour the all-parallel
configuration and imply a higher shading tolerance. With the mentioned threshold val-
ues, the match between the algorithm’s choice and the actual best configurations varies
from 51 % at module position 1, to 20 % at positions 2, to 13 % at position 3. Even so,
from the results in Table 5.2 that correspond to the 6REC modules, it can be concluded
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Figure 5.8: DC current distribution of the analysed module topologies in Utrecht. Histograms of the DC energy
generated by the analysed module topologies as a function of the module’s output current for the most (a) and
the least (b) shaded positions on the rooftop. It is assumed that the 6BPD module is always operated at its MPP
and that the switching matrix of the 6REC module is controlled with the proposed algorithm.

that, for all the analysed cases, with the proposed reconfiguration algorithm the module
could deliver over 99.9 % of the total maximum energy that could be obtained with an
ideal reconfiguration algorithm.
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Figure 5.9: Annual energy yield of the PV module on rooftop position 1 in Figure 5.5 for different threshold
values. (a) Effect of T1 on the annual specific yield considering T2 = T3 = 0%. (b) Effect of T2 and T3 on the
annual specific yield considering T1 = 3%. The circles indicate the yield obtained with the chosen threshold
values.

Finally, it must be reminded that in reality there are sources of partial shading that
were not considered in the simulations, such as soiling, vegetation and bird droppings.
Some of these shading sources can have a random effect on the irradiance distribution
over the surface of the PV module. Random shading can have a disproportionate impact
on the output power of modules with fixed interconnections because each block of cells
is generally limited by the least illuminated cell. In these cases, the ability of a reconfig-
urable module to group together blocks of cells that are affected in a similar way would
help to reduce the negative effects of random shading.
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5.5. INDOOR EXPERIMENTAL VALIDATION
In order to validate the results presented in this chapter, a prototype of a reconfigurable
module was built and tested using a A+A+A+ flash simulator. The prototype shown in
Figure 5.13a consists of 6 reconfigurable blocks, each made of 16 series-connected 5-
inch mono-crystalline Si solar cells with the parameters listed in Table 5.1.

Figure 5.10: Experimental setup. (a) Prototype of the reconfigurable module with 6 blocks, each with 16 solar
cells (module dimensions are 120 cm by 180 cm). (b) Prototype of the reconfiguration matrix board. (c) Recon-
figurable PV module on an EternalSunSpire A+A+A+ Xenon Single Long Pulse flash simulator.

5.5.1. EVALUATION OF MODULE CONFIGURATIONS
The reconfiguration board shown in Figure 5.13b was designed to control the operation
of the module. Although the details of the design of the electronic circuit of the switching
matrix are out of the scope of this dissertation, it is important to mention that the board
includes a microcontroller where the proposed algorithm was implemented and that the
switches were implemented with the transistors referred in Section 5.4.1.

The board and the modules were tested at EternalSunSpire’s facilities using the flasher
setup shown in Figure 5.10c. From an initial characterisation at STC, it was determined
that the 6 reconfigurable blocks of cells had a mismatch lower than 1 % in Pmpp, Isc and
Voc. Later, the blocks were connected to the inputs of the reconfiguration board and the
output of the board to the electronic load of the flash tester setup. The I-V curves of the
27 module configurations were measured and simulated for the 3 shading experiments
shown in Figure 5.11.

In shading experiment A, in Figure 5.11a, two blocks of cells were partially shaded
with a 30 % translucent foil. It was found that configurations #4, #7 and #14 (refer to
Figure 5.3) were the best performing. These three configurations are all the s2p3 config-
urations in which the two shaded blocks are connected in series.

Figure 5.12 shows the measured and simulated I-V curves of 4 different configura-
tions during experiment A. Results show good agreement between the measured and
the simulated maximum power of each configuration. In some of the I-V curves, steps
in the I-V curve are visible owing to the bypass diodes that were connected in parallel to
each block of cells as a protective measure. Nevertheless, it is worth pointing out that
the presented reconfigurable module can be safely operated without any bypass diodes
given that the reconfiguration algorithm is robust enough to avoid hot-spots. Moreover,

https://eternalsunspire.com/
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Figure 5.11: Measured and simulated maximum power of the reconfigurable PV module. The figure shows the
irradiance distribution on the module as well as the simulated and measured maximum power for each of the
27 module configurations for three different shading experiments.

the addition of bypass diodes in these experiments did not affect the maximum power
delivered by the optimal configuration (e.g., configuration #4 in Figure 5.12). This was
further evaluated by comparing simulations of a reconfigurable module with and with-
out bypass diodes. The comparison revealed a negligible difference in the annual yield
(below 0.05 %) and confirmed that in over 99 % of the cases all bypass diodes were reverse
biased at the MPP of the best module configuration.

In experiment B, corner shading was evaluated by covering 3 blocks of cells with a
60 % translucent fabric as illustrated in Figure 5.11b. In this case, both measurements
and simulations indicate that the best configuration is #18 (s3p2), where blocks C, E and
F are connected in series. Lastly, in experiment C, blocks D and E were shaded with a
16 % translucent foil and block F was shaded with a 30 % translucent foil, which resulted
in configuration #17 (s3p2) being the best performing one.
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Figure 5.12: Measured and simulated I-V curves of configurations 1, 4, 17, and 27 in shading experiment A.

Despite the small mismatch between the electrical characteristics of the blocks of
cells and other possible sources of error, such as small temperature differences and the
non-uniformity of the shading objects, it was determined that the maximum mean ab-
solute error in the simulated maximum power point for all the configurations was 4.0 %
for shading case A, 2.7 % for shading case B and 4.4 % for shading case C. These small
errors reflect the high accuracy of the simulation model described in Section 5.4.1.

5.5.2. EVALUATION OF THE RECONFIGURATION ALGORITHM

The performance of the algorithm was also evaluated for the three shading experiments
in Figure 5.11. Table 5.4 presents the measured short-circuit current of blocks A to F,
and compares the configuration chosen by the algorithm using the measured currents
as inputs to the actual best configuration from measured I-V curves. Only in experiment
B the algorithm’s choice matched the actual best configuration. In experiments A and
C the algorithm choose a sub-optimal configuration. On the one hand, in experiment
A, configurations 4 and 14 are equivalent, and therefore the power loss was negligible.
On the other hand, in experiment C the discrepancy in power was larger because the
algorithm choose configuration #1 (s6p1) instead of the best performing configuration
#17 (s3p2). Although the relative power loss can still be considered low (only 1.3 %), it
must be noted that configuration #17 delivers lower currents than configuration #1 and
it would allow a higher DC-DC conversion efficiency.

Experiment C clearly exemplifies one of the situations where the algorithm found a
suboptimal configuration. In this case, increasing the value of T2 would force the al-
gorithm to choose the right configuration, yet it would be possible to find a different
shading experiment in which a higher value of T2 would have the opposite effect. It is
therefore concluded that the proposed algorithm cannot avoid these situations using
only short-circuit current measurement and the use of complementary sensors, such as
voltmeters across each block of cells, could help to improve the algorithm’s performance.
At the same time, voltage measurements could be used to immediately identify when a
single block of cells is reversed biased. Thus, the addition of voltage measurements to the
reconfiguration algorithm can also ensure the safe operation of a reconfigurable module
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without any bypass diodes.

Exp. A Exp. B Exp. C

I A (A) 5.81 5.81 5.79
IB (A) 5.82 5.82 5.83
IC (A) 5.79 3.61 5.80
ID (A) 1.73 5.78 0.97
IE (A) 1.70 3.58 0.92
IF (A) 5.73 3.49 1.77

Algorithm’s choice Config. 4 Config. 18 Config. 1
Actual best choice Config. 14 Config. 18 Config. 17
Relative power loss -0.1% 0% -1.3%

Table 5.4: Algorithm performance for the 3 shading experiments analysed.

It is important to consider that, in practice, the output of the switching matrix would
be momentarily disconnected from the power converter during each reconfiguration
event. This is needed to short-circuit the blocks and measure the short circuit current of
each blocks. With the experimental prototype it was determined that the total time re-
quired to measure the short-circuit of each of the 6 blocks and run the algorithm is below
150 ms. Then, assuming minutely reconfiguration events, the annual loss in the energy
yield due to reconfiguration events would be limited to 0.25 %. Furthermore, additional
simulation were performed to analyse the effect of the reconfiguration frequency. For the
presented shading scenario, results suggested that the reconfiguration interval could be
increased up to 5 minutes with a minimal impact on the DC energy yield. In particular,
for the 6REC algorithm module in Table 5.2, the annual yield at rooftop position 1 would
drop from 433.74 Wh/Wp to 432.89 Wh/Wp if reconfiguration events occurred every 5
minutes instead of minutely. Under slowly changing shading conditions, it is probably
desirable to increase the time between reconfiguration events as it could smooth the op-
eration of the power converter with a limited impact on the shading tolerance of the PV
module.

5.6. OUTDOOR EXPERIMENTAL VALIDATION
After the initial indoor tests, the reconfigurable module was installed outdoors on the
rack as shown in Figure 5.13a at the PVMD monitoring station in Delft. The performance
of the PV module was monitored during 4 months using different shading profiles be-
tween May and August 2021.

Two PV modules were compared during the outdoor experiments: the reconfigurable
PV module (6REC) and a reference PV module with static interconnections (6BPD). Both
modules were laminated using commercial 5-inch mono c-Si solar cells from the same
batch. In the reference module, the blocks were (statically) connected in series as shown
in Figure 5.14a. Instead, in the reconfigurable module depicted in Figure 5.14b, the
blocks of cells were connected to a switching matrix as illustrated in Figure 5.15.

The temperature of the modules was measured using T-type thermocouples attached



5

82 5. A SERIES-PARALLEL RECONFIGURABLE PV MODULE

1

2

3

4

5

(a) (b)

6BPD 6REC

Figure 5.13: (a) Experimental setup at the PVMD monitoring station in Delft, the Netherlands. (b) Reconfigu-
ration and sensing circuitry. (1) Power supply. (2) Switching matrix. (3) Driver circuit. (4) Microcontroller. (5)
Temperature data logger.
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Figure 5.14: Compared PV module topologies. (a) Reference PV module with 96 solar cells connected in series
and 6 bypass diodes. (b) Reconfigurable PV module with 6 blocks of series-connected cells. The positive and
negative terminals of each block are connected to the switching matrix. Despite not being needed for the
operation of the module, bypass diodes were included as an additional protection measure.

to the backsheet of the PV modules and thermally insulated from the air with XPS foam
at the positions indicated with green crosses in Figure 5.14.

The electrical performance of the reference PV module was monitored using an LPVO
MP1010F-1 MPPT tracking unit [204], which measured the I-V curve of the reference PV
module at every minute and kept the PV module at its maximum power point in between
I-V sweeps.

The electronics required to operate and monitor the reconfigurable PV module were
installed in the electrical box shown in Figure 5.13b, which was mounted on the rear
side of the rack. A microcontroller unit, where the reconfiguration algorithm explained
in Section 5.3.1 was implemented, controlled the state of the MOSFETs in the switching
matrix through a driver circuit. In this prototype, all the devices were powered with an
external power supply. Nevertheless, the power consumption of the switching matrix
is minimal and eventually it can be (self) powered with the solar cells in the PV mod-
ule. The electrical performance of the reconfigurable PV module was measured using a
BK8616 (B&K PRECISION) electronic DC load which was connected to the output of the
switching matrix.
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Figure 5.15: Switching matrix schematic. The current and voltage sensors were used for the reconfiguration
algorithm and to measure the I-V curves of the individual blocks.

In addition, resistive voltage dividers and Hall-effect current sensors (Allegro ACS722)
were included in the switching matrix to measure the voltage and current of each indi-
vidual block as shown in Figure 5.15). The measurements were digitised using a 12-bit
ADC and processed by an ARM core microcontroller embedded in the switching matrix.
The accuracy of the current sensors (±3 %) defines a lower bound for the value of the
threshold constants in the reconfiguration algorithm (T1 = 3%, T2 = 5% and T3 = 8%).
Moreover, the current sensors introduce an additional resistance (0.65 mΩ) in the path
of the current of each block, which represents a 1.45 % increase in the cell’s equivalent
series resistance presented in Table 5.1 and an additional 0.4 % power loss at STC.

Only the current sensors were required for the operation of the reconfiguration al-
gorithm. The voltage sensors were added to enable the measurement of block-level I-V
curves, which were then processed to emulate the different operating conditions dis-
cussed later in Section 5.7.

The procedure implemented to measure the reconfigurable module is illustrated in
Figure 5.16. Reconfiguration was performed on a minutely basis. Before each reconfig-
uration event, all the blocks in the reconfigurable PV module were connected in paral-
lel to measure the I-V curves of each block using the current and voltage sensors inte-
grated in the switching matrix. After this, the reconfiguration algorithm was executed
by the microcontroller in the switching matrix, which then acted upon the MOSFETs to
set the optimal module configuration. Next, the I-V curve of the reconfigurable module
was measured with the BK8616 electronic load, and finally the module was kept at its
maximum power point for 1 (until the next reconfiguration event) minute using a per-
turb and observe (P&O) maximum power tracking algorithm implemented through the
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Figure 5.16: Measurement procedure for the reconfigurable PV module. The procedure was executed every 1
minute. The voltage sweeps to obtain the I-V curves are performed by the electronic DC load which is operated
in constant voltage mode.

BK8616 electronic load. It is worth noting that under normal operation, it would not
be necessary to measure the I-V curves of each block of cells because the reconfigura-
tion algorithm only uses the short-circuit currents of the blocks to find the best module
configuration.

The four shading experiments illustrated in Figure 5.17 were conducting throughout
the four-month-long monitoring campaign. During experiment 0, the modules were
unshaded. Besides, during experiments 1 to 3, the PV modules were shaded by objects
fixed on the mounting rack and placed symmetrically on the sides of each module. The
goal of these experiments was to evaluate the performance of the module when shading
different numbers of groups of cells at the same time.

5.6.1. RECONFIGURABLE PV MODULE PERFORMANCE

The power generated by the reconfigurable and the reference PV modules was compared
using the maximum power point (MPP) calculated from the I-V curves measured with
the BK8616 electronic load and the LPVO MP1010F-1 MPPT tracking unit, respectively.
As an example, the power delivered during a clear sky day by both PV modules during
experiment 1 is presented in Figure 5.18a. The power time series show that, when the
PV modules were partially shaded (i.e., in the morning and the afternoon) the recon-
figurable PV outperformed the reference module. During these intervals, the voltage
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Experiment 0 Experiment 1

Experiment 2 Experiment 3

Figure 5.17: 3D models of the shading experiments. In all four experiments the PV modules were tilted 30◦.
During experiments 0 and 1 the modules were facing south. During experiments 2 and 3 the modules were
facing southeast.

time series in Figure 5.18b reveals the progressive activation of the bypass diodes in the
reference module and also how the reconfigurable PV module switched between config-
urations throughout the day to minimise current mismatch losses.

Figure 5.18a also shows that at noon, when the sun was in the south and the modules
were unshaded, the reference PV module generated more power than the reconfigurable
PV module. From Figure 5.18b it evident that both modules had the same electrical con-
figuration at noon since the reconfigurable module was operated in the all-series (s6p1)
mode. The voltage and power loss in the reconfigurable module under uniform illumi-
nation is a direct consequence of the resistive losses in the MOSFETs and the PCB traces
in the switching matrix, which amount to an equivalent increase of 7.9% in the series
resistance of the solar cells.

The DC energy delivered by the PV modules during each of the experiments is sum-
marised in Table 5.5. On the one hand, the reconfigurable PV module generated about
2% less energy than the reference module in the absence of shading due to the additional
resistive losses in the switching matrix. On the other hand, under partial shading (i.e.,
during experiments 1, 2 and 3), the reconfigurable PV module generated between 4.8%
and 13.7% more energy than the reference module. The yield difference was larger for
the experiments when the PV modules were more often subject to partially shading (in-
dicated in the "Shading" column in Table 5.5). Moreover, the yield difference between
the reconfigurable and reference PV modules was also determined by the number of
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Figure 5.18: Comparison of the electrical output of the reference (6BPD) and reconfigurable (6REC) PV mod-
ules in a clear sky day during experiment 1. (a) Maximum power time series. (b) MPP voltage time series. The
voltage levels on the red curve can be directly associated to different types of configurations.

Length
(days)

Shading
(%)

DC yield
6BPD (kWh)

DC yield
6REC (kWh)

DC yield
diff. (%)

Experiment 0 13 0 16.8 16.5 -1.9%
Experiment 1 35 34 32.5 37.0 13.7%
Experiment 2 27 24 22.8 23.9 4.8%
Experiment 3 24 30 18.0 19.9 10.3%

Table 5.5: DC energy yield of each experiment. The DC yield difference was calculated as the relative deviation
of the DC yield of the 6REC module from the DC yield of the 6BPD module.

blocks that were shaded at the same time. From the positions of the shading objects in
Figure 5.17, it can be seen that in experiment 2, most of the time only one of the top
blocks of cells was shaded. This shading pattern was effectively mitigated by the 6BPD
module, where the shaded block was bypassed and one only sixth of the total module
power was lost. Consequently, the DC yield difference between the 6BPD and 6REC
modules in experiment 2 was significantly lower than in experiments 1 and 3, when more
than one block of cells were often shaded at the same time.

In addition, the pie charts in Figure 5.19 show the percentage of the energy delivered
by the different configurations of the 6REC module during each of the shading exper-
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Figure 5.19: Energy yield share by configuration. While the s6p1 and the s1p6 represent only one configuration
each, the pie sections corresponding to the s3p2 and s2p3 represent multiple possible configurations with
similar electrical characteristics.

iments. As expected, during experiment 0, the reconfigurable PV module was mostly
operated in the s6p1 (all-series) configuration because the module was uniformly illu-
minated. During experiments 1 to 3, the algorithm frequently chose configurations with
parallel interconnections to reduce current mismatch caused by the partial shading. In
particular, it is evident that the s1p6 (all-parallel) configuration contributed with a sig-
nificant share to the total generated electricity in all three experiments when the module
was partially shaded. As discussed before, the s1p6 configuration implies low output
voltages and high output currents that entail a burden on the design and performance
of the power converter for the reconfigurable PV module.

5.7. LIMITING THE ELECTRICAL OPERATING RANGE

The results from the outdoor monitoring campaign show that in the absence of shading,
the 6REC module was mostly operated in the s6p1 configuration and delivered approxi-
mately the same current as the 6BPD module. Instead, when there was partial shading,
the reconfigurable PV module tended to deliver higher currents because the algorithm
chose configurations with different combinations of blocks connected in parallel.

The electrical operating ranges of the 6BPD and 6REC modules are compared in Fig-
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Figure 5.20: Operating point of the PV modules during the shading experiments 1, 2 and 3. (a) Current and
voltage delivered by the PV module with 6 bypass diodes (6BPD). (b) Current and voltage delivered by the
reconfigurable PV module (6REC). The colour bar indicates how much energy was delivered at the different
operating points.

ure 5.20, where it is illustrated how much energy was delivered at each voltage and cur-
rent level during the experiments when the PV modules were partially shaded. In Fig-
ure 5.20b, it can be noticed that the 6REC module generated up to 40.8 A, about 6 times
more than the maximum current of 7.2 A of the 6BPD module in Figure 5.20a. In ad-
dition, the output voltage of the 6BPD module ranged from 13.3 V to 57.9 V, while the
output voltage of the 6REC module range from 5.6 V to 52.3 V.

It is pertinent to observe that the high current differences between the 6REC and
6BPD modules measured during the experiments were unexpected based on the simu-
lation results presented in Figure 5.8a. Nonetheless, there are several factors that could
explain these differences. First, it must be noted that the simulated rooftop in Figure 5.5
was tilted 57◦. Instead, the tilt during the experiments was 30◦, which resulted in higher
PoA irradiances. Second, the shadows cast by the chimneys in the simulated rooftop
were larger compared to the shadows in the experiments, which resulted in more fre-
quent shading patterns where two or more blocks of cells were shaded at the same time.
And third, measurement noise in the short-circuit currents used as input to the reconfig-
uration algorithm might have promoted the choice of the all-parallel configuration more
often than necessary.

As a result of the extended operating range, a power converter for a reconfigurable
PV module would be larger, less efficient and/or more expensive than a power converter
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for conventional PV module. Although the design of a suitable power converter for a re-
configurable PV module is beyond the scope of this work, one way to reduce the burden
on the design of the power converter is by adapting the operation of the reconfiguration
algorithm. In particular, one straightforward approach to ease the design of the power
converter consists in limiting the electrical output range of the reconfigurable module.
This can be achieved by setting the threshold T3 to infinite (refer to Figure 5.4) to avoid
configuration s1p6, which delivers the highest currents and lowest voltages. If configura-
tion s1p6 is removed, the reconfiguration algorithm chooses the best s2p3 configuration,
and it is evident that the reconfigurable module becomes less shading tolerant. The en-
ergy loss resulting from the modification of the reconfiguration algorithm was evaluated
using the measured I-V curves.

Even though the best s2p3 configuration was not measured, it can be calculated us-
ing the I-V curves of the blocks measured with the current and voltage sensors integrated
in the switching matrix. The I-V curve of the different module configurations were recre-
ated by interpolating and adding the measured voltages (in the case of series connec-
tions) or currents (in the case of parallel connections) of each of the six blocks of cells in
the reconfigurable module.

Figure 5.21 depicts the operating range of the reconfigurable PV module for the pre-
sented shading scenarios after modifying the algorithm to avoid configuration s1p6.
While the 6REC module with the original algorithm generated in average 10.2 % more
energy than the 6BPD module (only considering shading experiments 1 to 3), the energy
yield of the 6REC module with the modified algorithm would be 6.4 % higher than the
6BPD module. In return, the maximum output current the reconfigurable PV module
would be reduced to 20.2 A and the output voltage would range from 10.7 V to 52.3 V.
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Figure 5.21: Operating point of the 6REC PV module during the shading experiments 1 to 3 after modifying the
reconfiguration algorithm to avoid the s1p6 (all-parallel) configuration. The colour bar indicates how much
energy was delivered at the different operating points.

It is clear that there is a significant average yield loss (3.8 %) due to the lower shading
tolerance of the 6REC module when the s1p6 configuration is precluded. At the same
time, by reducing the output of the PV module to approximately 20 A, Joule losses in ca-
bles and conversion losses in the power electronics would also be significantly reduced.
In order to verify whether it is beneficial to avoid configuration s1p6, the complexity of
the design and efficiency of power converters for both versions of the reconfigurable
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module should be carefully investigated and further system-level analyses should be
performed.

5.8. A WORD ON RELIABILITY
Reliability is one of the most critical aspects of the design of a PV module. Any prospec-
tive solution to improve the performance of PV systems should not compromise the per-
formance at 25- to 30-year end-of-life offered by commercially available PV modules.
While the analysis of the reliability of the reconfiguration matrix is out of the scope of
this work and requires in depth consideration, some basic observations are needed.

The reliability of commercially available PV modules is strongly influenced, among
other factors, by bypass diodes. Their failure can have far-reaching consequences, sig-
nificantly affecting both performance and safety. There are two primary modes in which
bypass diodes can fail, each with its own implications [205].

Firstly, the short-circuit mode of failure is relatively common and directly impacts
the performance of PV modules. In modules equipped with three bypass diodes, the
failure of just one diode due to a short-circuit condition causes an output power loss of
approximately one-third. This kind of failure can be attributed to various factors, includ-
ing incorrect specification or selection of bypass diodes and high voltage events.

Conversely, the open-circuit mode of failure, under normal circumstances does not
affect directly the PV module’s power but introduces safety concerns. When a bypass
diode fails in an open-circuit condition, it can pose a risk when shading occurs. When
solar cells are not protected by a bypass diodes, they can be subjected to high reverse
bias, potentially leading to cell breakdown, overheating, and, in the most severe cases, a
fire hazard.

There are multiple mechanisms that contribute to bypass diode degradation and fail-
ure, encompassing phenomena such as arcing, electrostatic discharge, thermal runaway,
high-temperature forward bias operation, high-temperature reverse bias operation, and
thermal cycling [206]. These mechanisms illustrate the intricate interactions between
environmental and operational factors that can impact the reliability of bypass diodes.

Effective thermal management and proper diode selection are crucial to ensure reli-
ability across a range of environmental conditions. For example, the junction box, which
typically houses the bypass diodes, experiences temperature increases corresponding to
rising ambient temperatures. On sunny summer days, both the module surface and the
junction box can reach temperatures over 70 ◦C. Under these conditions, the leakage
current of the diodes can increase up to 35 times, which leads to a proportional increase
in the power dissipated in the diodes when the PV module is under uniform illumination
[207].

The proposed switching matrix introduces several new reliability challenges. To be-
gin, its implementation requires many more semiconductor devices compared to the
typical three bypass diodes found in commercially available photovoltaic modules and
to PV modules with sub-module power converters. Moreover, from a reliability perspec-
tive, many of the components in this switching matrix are considered series elements.
For instance, the correct operation of the switching matrix relies on the simultaneous
proper operation of the MOSFETs, their associated driver circuit and all the current sen-
sors. Furthermore, certain MOSFETs will endure more frequent usage than others, re-
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sulting in an acceleration of wear and a decrease in the reliability of these specific com-
ponents.

As a consequence, a higher failure rate of the switching matrix is expected in com-
parison to conventional PV modules featuring bypass diodes and fixed interconnections.
Nevertheless, it must be noted that the switching matrix exhibits a certain degree of re-
silience against specific failure modes. For instance, MOSFETs are prone to failing in
short-circuit conditions due to gate oxide degradation. In the event that one MOSFET
fails and transitions into a short-circuit state, the reconfiguration matrix can continue to
operate safely, albeit with a reduced number of feasible configurations and higher con-
duction losses.

In addition, in the proposed reconfigurable module, where bypass diodes could be
omitted, the reliability of the system becomes heavily contingent on the accuracy of the
current sensors and the reconfiguration algorithm’s ability to quickly detect shading con-
ditions to prevent an excessive reverse bias and power dissipation in the shaded solar
cells.

Certainly, undertaking a thorough evaluation of the reliability of the proposed recon-
figurable modules will be crucial in future work to guarantee that its lifetime is consistent
with those of modern commercially available PV modules.

5.9. CONCLUSIONS
In this chapter, reconfigurable PV generators were investigated as a means of maximis-
ing the yield of partially shaded PV systems. In particular, an instance of a series-parallel
reconfigurable PV module was proposed and analysed. The reconfigurable module con-
sists with 96 solar cells arranged in 6 reconfigurable blocks and a reconfiguration algo-
rithm to control its switching matrix. The rest of the chapter was dedicated to evaluating
the performance of this design.

First, 3 shading tolerant PV module topologies were simulated and compared un-
der different shading scenarios to calculate the potential energy yield that could be ob-
tained with the proposed reconfigurable module. Simulation results indicate that when
a PV module is partially shaded about 30 % of the time, the reconfigurable PV module
topology can deliver up to 12.7 % more energy than a shade tolerant PV module topol-
ogy with 6 bypass diodes. Moreover, it was calculated that a module with 6 strings of cells
connected in parallel would perform marginally better than the reconfigurable module
in terms of annual DC yield but it would deliver much higher electrical currents, which
implies a lower DC-DC conversion efficiency. Simulations also allowed us to determine
that the proposed reconfiguration algorithm based only on short-circuit current mea-
surements can in theory achieve an energy efficiency over 99.9 %.

Later, a prototype of the proposed PV module and the reconfiguration matrix was
built and tested. First, the measured electrical performance of all module configura-
tions was evaluated indoors with a flash tester and three shading cases and resulted in
an excellent match with the simulation results. Subsequently, an outdoor measurement
campaign was conducted to assess the performance of the reconfigurable series-parallel
PV module. As a reference for comparison, a PV module with six bypass diodes and
static interconnections was monitored simultaneously with the reconfigurable module.
Measurements indicate that in the absence of shading the reconfigurable PV module
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performed 1.9 % worse than the reference module due to the additional resistive losses
introduced by the switching matrix. Instead, when the PV modules were subject to par-
tial shading, the reconfigurable PV module delivered in average 10.2 % more energy. In
particular, the difference between the energy yield of both modules was larger for shad-
ing scenarios where two or more blocks of cells were often shaded at the same time.

During the outdoor shading experiments about 40 % of the energy was delivered by
the configuration in which all six blocks of cells are connected in parallel. Although the
all-parallel is the most shading tolerant among the 27 possible configurations, it is also
the one that generates the highest currents and thus may lead to the highest losses at
system level. To avoid high currents, the performance of a hypothetical reconfigurable
PV module where the all-parallel configuration is precluded was evaluated. This mea-
sure effectively limits the maximum current and the minimum voltage generated by the
reconfigurable PV module, which implies a simpler design of the power converter and
reduced the Joule losses in cables. However, it was found avoiding the all-parallel con-
figuration would reduce the yield of reconfigurable module in 3.8 %. It was concluded
that further research on the efficiency and complexity of power converters is needed to
determine whether it is beneficial to include the all-parallel configuration.

In the future, asynchronous algorithms together with other sensed parameters at the
level of PV module can be exploited to improve the performance of reconfigurable mod-
ules. Most interestingly, an approach based on machine learning could be implemented
for facilitating an AI engine which optimally controls the reconfiguration. Finally, the
presence of a microcontroller in the envisioned smart junction box can also be used to
tokenise and trade energy packets in the future digital energy market.
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PV MODULES WITH LOW

BREAKDOWN VOLTAGE SOLAR CELLS

This chapter is based on the following publication:

A. Calcabrini, P. P. Moya, B. Huang, V. Kambhampati, M. Muttillo, M. Zeman, P. Man-
ganiello, O. Isabella, Low breakdown voltage solar cells for shading tolerant photovoltaic
modules, Cell Reports Physical Science 3, 12 (2022).

6.1. INTRODUCTION
One critical factor that determines the shading tolerance of a PV module is the reverse
current-voltage (I-V) characteristics of its solar cells. Most crystalline Si (c-Si) solar cells
technologies present a breakdown voltage1 (BDV) between 10 V and 30 V [208], [209].
Owing to the large BDV, shaded solar cells restrict the current flow and the power output
of the entire string of cells. Moreover, when a shaded cell is driven into reverse bias
operation, it dissipates large amounts of power, which can lead to the formation of hot-
spots [210] and permanent damage in the PV module. The most common approaches to
mitigate these negative effects and improve the shading tolerance of PV modules consist
in adding bypass diodes and connecting strings of solar cells in parallel [211].

Bypass diodes have been used for decades in the PV industry [143], [145] to limit the
output power loss, as well as the power dissipated in reverse biased solar cells. Most c-Si
PV modules in the market include 3 bypass diodes that help to reduce (yet do not elimi-
nate) the occurrence of hot-spots [212]. Eventually, the addition of one bypass diode per
cell [165] can virtually reduce the BDV of the solar cells below 0.5 V.

1Breakdown voltages are usually expressed with negative values since the breakdown region is in the second
quadrant of current-voltage plane. However, for the sake of clarity, in this chapter the breakdown voltage is
always refer to by its absolute value.
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Parallel interconnections, on the other hand, improve the shading tolerance of PV
modules [213] by avoiding the current mismatch issue. However, connecting solar cells
in parallel can lead to high electrical currents and Joule losses at system level. As a coun-
termeasure, PV modules with parallel interconnections are usually made with cut cells
to reduce the total module current [167], [214]. The most prominent example of com-
mercial PV modules with parallel interconnections are half-cut solar cell modules [168],
[169], [173].

These approaches that were explored in the preceding chapters are effective ways
to improve the shading tolerance of PV modules [215], yet they imply a more complex
module manufacturing process. Aiming to simplify the module manufacture and re-
duce costs, it was proposed to integrate bypass diodes directly in the structure of the
solar cell. While the implementation of integrated bypass diodes in front-back contact
(FBC) [171], [216]–[218] and metal wrap through (MWT) [219] solar cells requires addi-
tional fabrication steps and may reduce the active area of the device or introduce new
thermal management challenges, developments in interdigitated back contact (IBC) so-
lar cells offer new possibilities for the integration of bypass diodes [220]. In this case,
the junctions that naturally form between the back surface field (BSF) and the emitter
regions on the rear side of an IBC solar cell can be used to bypass the solar cell when it is
reverse biased.

A few research groups and companies have already manufactured IBC solar cells with
BDVs as low as 3 V [221]–[224]. However, until now research on IBC structures has been
primarily focused on increasing the cell conversion efficiency to maximise the energy
yield of PV modules. This chapter explains that improving the reverse characteristics of
IBC solar cells can be a promising approach to boost the performance of PV modules
by increasing their shading tolerance and limiting the operating temperature of shaded
solar cells. First, the breakdown characteristics of realistic IBC solar cells endowed with
carrier-selective passivating contacts and presenting contiguous p+ and n+ regions is
studied through detailed device-level simulations. Then, system-level performance sim-
ulations are presented to quantify the effect of the breakdown voltage of a solar cell on
the annual energy yield and the operating temperature of partially shaded PV modules.
Finally, the findings of a four-month-long monitoring campaign are summarised, which
compared the energy yield of two PV modules made with solar cells having different
breakdown characteristics.

6.2. LOW BREAKDOWN VOLTAGE IBC SOLAR CELLS
Even though the fabrication process of IBC solar cells is generally more complex than
that of most FBC technologies, IBC devices allow for higher conversion efficiencies by
eliminating the optical losses caused by the front metallic grid [225]–[227]. For this rea-
son, IBC technology is expected to become one of the next technological improvements
(together with passivating contacts) to be implemented in commercial c-Si cells to con-
tinue improving their efficiency.

This chapter focuses on the effects of the breakdown voltage on the annual energy
yield of PV modules considering the IBC structure with poly-Si/SiOx contacts shown in
Figure 6.1a. This is the so-called tunnelling oxide passivating contact (TOPCon) tech-
nology. Typically, in IBC solar cells based on TOPCon technology [228], [229], the emit-



6.3. BREAKDOWN VOLTAGE SIMULATIONS

6

95

ter and the back surface field (BSF) regions are physically isolated to prevent shunting
due to the diffusion of dopant atoms into the c-Si base during the thermal processing
steps [230]. However, it was experimentally demonstrated that it is possible to design
highly efficient TOPCon IBC cells with contiguous BSF and emitter regions, where the
p+ and n+ fingers are separated by a compensated poly-Si region [231], thus forming a
p-i-n junction.

n c-Si base
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p+ emitter n+ BSF

-- -+

(a)

Contacts

n c-Si base

i:a-Si n+ a-Si

gap

p+ a-Si

SiOx

ARC

(c)

+
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p+ poly-Si n+ poly-Si

gap
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Mirror

Figure 6.1: Solar cell structure. (a) Analysed TOPCon IBC solar cell structure. (b) Close-up view of the region
between the back surface field (BSF) and the emitter before crystallisation. (c) Distribution of dopants after
crystallisation as simulated in TCAD Sentaurus. The vertical dimension of the figure is stretched to also visu-
alise the penetration of dopant atoms in the c-Si base. The dashed rectangle highlights the portion of the gap
investigated in Figure 6.2.

Despite the diffusion and mixing of dopant atoms in the emitter and BSF regions dur-
ing cell processing steps, the recombination of charge carriers in the above-mentioned
p-i-n junction is strongly limited when the solar cell is forward biased [232]. Instead,
when the cell is reverse biased, the p-i-n junctions facilitate the recombination of the
electrons injected at the negative terminal with holes in the emitter. In addition to the
avalanche breakdown mechanism, the high doping level in the polysilicon gap region
also enables the tunnelling of carriers at low bias voltages. Herein, the influence of this
p-i-n junction on the forward and reverse I-V characteristics of a solar cell and the energy
yield of PV modules is analysed through detailed simulations.

6.3. BREAKDOWN VOLTAGE SIMULATIONS
Under low-level injection and forward bias conditions, 1-D models can accurately sim-
ulate the performance of IBC solar cells [233]. However, for the IBC structure in Fig-
ure 6.1a, a 2-D model was required to simulate the horizontal movement of carriers be-
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tween the BSF and the emitter [232]. The electrical simulations of solar cells in this work
were performed using a 2-D finite element model in TCAD Sentaurus which simultane-
ously solves Poisson’s equation and the charge carrier transport equations. This model
has been validated with respect to homojunction, heterojunction and TOPCon IBC c-Si
solar cells [234]–[237].

In order to achieve cells with different breakdown voltages, simulations were per-
formed considering different widths for the originally intrinsic gap region between the
emitter and the BSF illustrated in Figure 6.1b. It was considered that during the thermal
processing steps in the fabrication of an IBC solar cell, the dopant atoms in the BSF and
the emitter diffuse towards the i:poly-Si region and the c-Si base. While the SiOx layer
hinders the diffusion of dopant atoms into the c-Si base, dopant atoms can diffuse in the
lateral direction rather easily as depicted in Figures 6.1c and 6.2a.

The gap width was varied in the simulated cell structures from 15µm down to 6µm
maintaining the shape of the doping profiles, i.e., the standard deviation of the Gaussian
functions that define the doping concentration was kept constant.
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Figure 6.2: (a) Doping profile inside the poly-Si region marked with dashed lines in Figure 6.1. The vertical
dashed lines indicate the gap between the p+ and n+ fingers before crystallisation. The vertical grey solid line
indicates the position at which the doping profiles meet and polysilicon is compensated. (b) Band diagrams
along the polysilicon region of the IBC cell in dark at short-circuit and reverse bias conditions considering the
doping profiles shown in sub-figure a. The dashed line represents the Fermi level in short-circuit conditions.
In reverse bias, the electrons (filled dots) injected through the negative terminal of the cell recombine through
tunnelling with holes (empty dots) in the p+ side.

Solar cell simulations were adapted from previous works on numerical simulation of
IBC devices [236] to include the transport of carriers between the BSF and the emitter.
In particular, the band-to-band tunnelling effect in this region was simulated using self-
consistent tunnelling models.

As previously mentioned, there are two main transport mechanisms that contribute
to the breakdown voltage: avalanche and tunnelling. Between these two transport mech-
anisms, tunnelling is generally dominant when the breakdown voltage is lower than
about four times the band gap (approximately 4.5 V in Si) [238]. In addition, the temper-
ature coefficient of the breakdown voltage of all the simulated cells was positive, which
also indicates that band-to-band tunnelling dominates over avalanche [223].

The simulated band diagrams in dark along the poly-Si region in Figure 6.2b show
that as the solar cell is driven into the reverse bias operating region, the tunnelling bar-
rier reduces allowing electrons injected by the external circuit into the n+ region to re-
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combine with holes in the p+ region.
In this study, the width of the gap between the BSF and the emitter was reduced to

shorten the tunnelling distance and obtain cells with lower breakdown voltages. How-
ever, it must be noted that the breakdown voltage is controlled by the doping profile
in the space domain, which is also influenced by cell fabrication steps that define the
shape of the doping tails in Figure 6.2a. Therefore, alternative approaches to fabricate
a polysilicon region with similar characteristics to those discussed in this chapter could
also result in cells with low breakdown voltages.

The simulation results of solar cells with different gaps are summarised in Figure 6.3.
Two important trends were identified as the gap between the BSF and the emitter was
reduced. A smaller gap implied a shorter tunnelling distance in reverse bias, which in
turn led to a lower (absolute) breakdown voltage as shown in Figure 6.3a. At the same
time, reducing the (originally) i:poly-Si gap resulted in a higher overlap between heavily
doped regions at the bottom of the c-Si base due to vertical diffusion of dopant atoms
through the SiOx layer. This overlap led to a higher recombination, hence a reduction in
the open-circuit voltage (Figure 6.3b) and the efficiency (Figure 6.3c) of the solar cell.
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Figure 6.3: External parameters of the simulated solar cells. (a) Breakdown voltage of the IBC solar cells in dark
at 2 A. (b) Open-circuit voltage and short-circuit current of IBC cells with different gap widths at standard test
conditions. (c) Efficiency and fill factor of IBC cells with different gap widths at standard test conditions.

As the breakdown voltage is reduced, the power dissipated in reverse biased cells is
also decreased. On top of that, the dissipated power in IBC cells can be more uniformly
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distributed over the area of the solar cell due to the interdigitated structure of the BSF
and emitter regions. The combination of these two factors helps to lower the probabil-
ity of occurrence of hot-spots (in comparison to front-back contact solar cells) and can
allow low BDV IBC cells to be safely self-bypassed.

The inclusion of bypass diodes in PV modules with low BDV solar cells can provide
additional protection against hot-spots if the number of series-connected cells under
one bypass diode (Ns) satisfies2:

Ns ≤ 1+ |VR|−VBPD

VF
(6.1)

where VF and VR are respectively the voltage of one cell in forward and reverse bias at a
given current level, and VBPD is the forward voltage of the bypass diode [239]. Neverthe-
less, bypass diodes can still help to improve the shading tolerance of the PV module even
if Equation (6.1) is not satisfied, when more than one cell in a sub-string is shaded.

6.4. ANNUAL ENERGY YIELD SIMULATIONS
In the PV industry, the prevailing metric for evaluating the cost-effectiveness of solar
modules has long been price per watt (PPW). While convenient, this metric has limita-
tions that hinder a comprehensive assessment of solar cell technologies. For instance,
PPW fails to account for essential factors like shading resilience and thermal coefficients,
which are determinant for the module’s energy yield performance. While the Levelised
Cost of Electricity (LCOE) offers a more holistic approach to cost assessment, estimating
the actual electrical energy generated by a PV system remains a challenging task.

The trends in efficiency and breakdown voltage in Figure 6.3 have opposing effects on
the energy yield of solar modules. Higher efficiencies lead to a higher power in forward
bias, whereas lower BDVs minimise losses in reverse bias. Each pair of efficiency-BDV
values results in a certain energy yield that depends on the actual installation and op-
erating conditions of the PV modules. To quantify this, the performance of PV modules
in real-world operating conditions was simulated using an advanced optical-thermal-
electric simulation framework, which enables the accurate computation of the temper-
ature and the electric power generated (or dissipated) by each solar cell in a PV module.

6.4.1. SIMULATION FRAMEWORK
Numerical simulations were performed using a state-of-the-art framework described by
the flowchart in Figure 6.4.

The irradiance incident on the surface of the PV modules was calculated using Radi-
ance and detailed CAD models of the PV installations following the approach described
in Chapter 3. In order to improve the accuracy of the results, the spectral distribution
of the beam, diffuse and reflected irradiance components were approximated using SB-
DART [127] and sky classifier introduced in Section 3.4.3.

The absorbed irradiance and generation rate of charge carriers inside the solar cell
(i.e., the optical generation profiles) were calculated using GenPro4 [104]. The effect

2This condition is derived from the worst case scenario for hot-spots, i.e., when single cell in a sub-string is
shaded.
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Figure 6.4: Energy yield simulation framework. The inputs and outputs of the framework are highlighted in
blue and green, respectively.

of temperature on the refractive index of the c-Si bulk was modelled according to [240]
and parasitic light absorption in the c-Si base (e.g., due to free carrier absorption) was
neglected. The resulting optical generation profiles at different irradiance and temper-
ature conditions were then imported into TCAD Sentaurus to simulate the I-V curves of
the solar cell in forward and reverse bias.

The diffusion of dopant atoms in the gap region was modelled In TCAD Sentaurus
according to the profile in Figure 6.2a, which was fitted from measurements on high ef-
ficiency IBC devices [231]. Next, the I-V curves of the solar cells were simulated under a
wide range of temperature and illumination conditions with 5 ◦C and 100 Wm−2 resolu-
tion. Then, I-V curves simulated with TCAD Sentaurus were interpolated to increase the
resolution of the cell’s I-V dataset to 1 ◦C and 2 Wm−2 by applying cubic Hermite splines.

Afterwards, the I-V curves of the PV module were computed by adding together the
voltage (in series connections) or the current (in parallel connections) of the I-V curves
of the solar cells in the I-V dataset generated with TCAD Sentaurus (or measured in the
case of the experimental setup) and the I-V curves of the bypass diodes. Joule losses in
tabbing and bus wires were modelled as an increase in the series resistance of the solar
cells. Joule losses in wires and connectors were applied to the final PV module I-V curve.

After calculating the I-V curves of the PV modules, the operating point was deter-
mined assuming that each module was connected to a dedicated power converter with
an operating voltage range of [25 V - 70 V] and a maximum power point tracking algo-
rithm that performs I-V sweeps every 5 minutes to find the global maximum in the P-V
curve.
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Finally, the cell temperature was modelled using the 2-D finite element method ther-
mal model described and validated in [241]. It is relevant to mention, that contrary to
the simulation frameworks described in the preceding chapters, the thermal model in
Figure 6.4 was coupled with the electrical model to account for the electrical power ex-
tracted from (or dissipated in) the solar cells.

6.4.2. SIMULATION RESULTS
The performance of PV modules made of solar cells with different gap widths was simu-
lated considering a PV system on a typical Dutch rooftop depicted in Figure 6.5a. The
simulation was performed throughout an entire year using Meteonorm climate data
with 1-minute resolution for De Bilt, The Netherlands [176].

(a) (b)

1

3

2

4

M
P
P
T

Figure 6.5: Simulated PV system. (a) CAD model of the simulated PV system on the rooftop of a typical Dutch
house. The rooftop is tilted 50◦ and facing south. Simulation results correspond to the PV module positions
number from 1 to 4. (b) Simulated PV module topology. It is assumed that each PV module is connected to a
dedicated power converter with maximum power point tracking (MPPT) capability.

Despite the chimneys in front of the PV modules, Table 6.1 shows that all four mod-
ules still receive relatively high levels of irradiation.

The simulated PV modules topology, illustrated in Figure 6.5b, consists of 96 5-inch
IBC solar cells and 3 Schottky bypass diodes interconnected as in typical commercial PV
modules.

The simulated power generated by the PV module on rooftop position 1 during a
clear sky day is shown in Figure 6.6a. It is possible to see that, when the module was
unshaded, the cells with larger gaps delivered slightly more power owing to the higher
cell efficiency. However, between 10 a.m. and 1 p.m., when the module was partially
shaded by one of the chimneys, the advantage of cells with smaller gaps and thus low
breakdown voltages become self-evident. Moreover, the power-voltage (P-V) curves at
11 a.m. portrayed in Figure 6.6b show that cells with smaller gaps result in higher maxi-
mum power point voltages under non-uniform illumination but, at the same time, tend
to create multiple local peaks in the P-V curve. Despite the multiple peaks, results indi-
cate that an MPPT algorithm with 5-minute I-V scans would be effective at maximising
the PV module power in all the simulated cases.

The annual energy yields of the simulated modules are presented in Figure 6.7. The
relative energy yield gain was calculated taking as reference a PV module with solar cells
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Average annual
irradiation (kWh/m2)

Relative annual
irradiation (%)

Shading
(%)

Free horizon 1145 100 0
Position 1 1056 92.2 10.1
Position 2 1056 92.2 10.4
Position 3 893 78.0 18.0
Position 4 905 79.0 19.1

Table 6.1: Solar irradiation on the analysed rooftop positions. The irradiation for the "free horizon" case is
calculated assuming that there are no obstacles around the PV module using climate data from De Bilt, the
Netherlands. The condition set to calculate the time that a module is partially shaded is when the irradiance
on the most shaded cell in the PV module is less than 50 % of the irradiance on the most illuminated cell in the
PV module.
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Figure 6.6: Simulated PV system. (a) Simulated maximum power point time series during a clear sky day (April
12th) for the PV module at rooftop position 1 with cells with different gap widths. The vertical dashed line is
at 11 a.m. (b) Power-Voltage curves of the PV modules with different gap widths at position 1 on April 12th at
11:00 a.m.

with the same forward characteristics as the cell with a 15µm gap but an infinite break-
down voltage. In the case of the analysed PV module topology shown in Figure 6.5b, the
shading response of a PV module with cells with an infinite breakdown voltage is compa-
rable to any solar cell technology with a breakdown voltage higher than approximately
15 V3, which is the case for most commercial front/back contacted monocrystalline solar
cell technologies, including PERC cells [208], [209], [214].

As shown in Figure 6.7, all the modules with low breakdown voltage solar cells deliv-
ered higher yields than the reference because shaded cells with low breakdown voltage
can be self-bypassed without affecting the power delivered by adjacent unshaded cells.
In most cases, the energy yield loss due to a lower cell efficiency was overbalanced by
energy yield gain due to a lower breakdown voltage. The energy gain is more evident for
gaps smaller than 9µm (BDV < 3V). In particular, the module with cells with a 6µm gap
(BDV = 0.3V), generated over 20 % more energy than the reference PV module at rooftop
position 4, which is partially shaded about 20 % of the time.

3Considering that in the worst case scenario, when a single solar cell in a sub-string is shaded, the 23 unshaded
solar cells can deliver approximately 14 V at the maximum power point, i.e., about 610 mV per cell.
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It should be noted that, although industrial solar cells with BDV = 2.2V have already
been achieved [242], the feasibility of manufacturing cost-effective solar cells with break-
down voltages as low as 0.3 V is yet to be demonstrated.
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Figure 6.7: Simulated annual energy yield of PV modules on the typical Dutch rooftop of Figure 6.5a. The
percentage above the bars indicates the relative energy yield gain with respect to a PV module made with
solar cells that have the same forward characteristics as the cell with a 15µm gap but with a simulated infinite
breakdown, typically > 10V or greater than the sum of the Voc of the non-shaded cells in the sub-string.

The breakdown voltage also influences the thermal performance of reverse biased
solar cells. Figure 6.8a presents the simulated temperature of the cell painted in red
in Figure 6.5a during a clear sky day. The plot shows around 11 a.m. when shading
occurs, cells with smaller gaps heated up significantly less than cells with larger gaps.
One interesting observation is that the temperature of the cells with gaps of 6µm and
6.2µm dropped instead of increasing because the reduction in the absorbed radiation
outweighed the power dissipated under reverse bias in the thermal balance. The av-
erage and maximum cell temperature during the whole simulated year are depicted in
Figure 6.8b. While the mean annual temperature was approximately constant, it is clear
that the maximum cell temperature strongly depends on the reverse breakdown char-
acteristics. These results suggest that solar cells with small gaps can significantly limit
the temperature increase due to partial shading which could be beneficial for the PV
module’s lifetime and reliability, and especially relevant to decelerate the degradation of
perovskite/silicon tandem PV modules [243], [244].

In Figure 6.7 it was shown that solar cells with lower efficiencies (and lower break-
down voltages) generally imply higher energy yields for PV modules that are mounted
on partially shaded rooftops. A different trend is expected in large scale PV installations,
since lower cell efficiencies have a much more direct (and negative) impact on the energy
yield in the absence of shading. However, it must be noted that, even in this case, low
breakdown voltage solar cells could be beneficial due to the improved performance un-
der random shading (e.g., due to bird droppings and uneven soiling) and the increased
module reliability associated with lower cell temperatures.
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Figure 6.8: Simulated cell temperature. (a) Temperature profile of the solar cell coloured in red in Figure 6.5a
during a clear sky day. (b) Mean and maximum temperatures of all the cells in the modules during one entire
typical meteorological year in the Netherlands.

6.5. EXPERIMENTAL VALIDATION
Outdoor experiments were conducted to validate the simulation framework used in the
previous section and to measure the effect of the breakdown voltage on the shading tol-
erance of PV modules.

Each module consists of 96 solar cells arranged in 6 sub-strings4, where each sub-
string is connected in anti-parallel to a Schottky bypass diode as depicted in Figure 6.9a.
For a direct comparison between the electrical performance of both PV modules under
partial shading, these had to be built with cells of the same size. The first module, re-
ferred to as IBC, was built with commercially available 5-inch c-Si IBC solar cells with a
breakdown voltage close to 3 V. The second module, referred to as FBC, was built with
5-inch front/back contacted c-Si Al-BSF solar cells with a breakdown voltage larger than
10 V. The two PV modules used during the experiments were laminated with the recipes
in Table 6.2.

4This particular PV module topology was decided based on the size limitations the PV laminator which has a
maximum area of 65 cm by 65 cm.
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(a) (b)
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IBC FBC

Figure 6.9: Experimental setup. (a) Layout and electrical interconnection of the manufactured PV modules
with 96 solar cells and 6 bypass diodes. (b) Photograph of the installation with the 2 monitored PV module.

FBC IBC

Front glass Albarino T (4 mm) Albarino T (4 mm)
Front encapsulant 3M EVA9110T 3M EVA9110T
Active layer Al-BSF mono c-Si 2BB SunPower Gen III
Rear encapsulant 3M EVA9110T 3M EVA9110T
Backsheet Icosolar PPF Icosolar PPF

Table 6.2: Bill of materials of the laminated PV modules.

The characteristics of the solar cells are summarised in Table 6.3. Even though com-
mercially available FBC solar cells based on PERC, TOPCon and HJT technologies can
achieve higher efficiencies than the chosen Al-BSF cell, newer cells are generally manu-
factured using 6-inch or larger wafers. Considering that the breakdown voltages of newer
FBC technologies are larger than 10 V [214], [245], it is reasonable to assume that the
conclusions reached in these experiments are also applicable to newer FBC cell tech-
nologies.

Pmpp

(W)
Vmpp

(V)
Impp

(A)
Voc

(V)
isc

(A)
Area

(cm2)
|BDV|

(V)
KP

(%/K)
KV

(%/K)
K I

(%/K)

FBC 2.79 0.527 5.29 0.628 5.67 155 >10 -0.46 -0.356 0.024
IBC 3.84 0.634 6.06 0.724 6.43 155 3.0 -0.29 -0.240 0.045

Table 6.3: Characteristics of the solar cells used during the experiments. KP , KV and KI are the temperature
coefficients for the maximum power, the open-circuit voltage and the short-circuit current, respectively. The
reported breakdown voltage (BDV) was measured in dark and at 2 A.

Prior to the outdoor experiments the PV modules were characterised at Eternalsun
Spire’s facilities using an A+A+A+ flash simulator and at the PVMD facilities using a Large
Area Steady State solar simulator. Then, the two PV modules were installed on a rack at
the PVMD monitoring station in Delft as shown in Figure 6.9b. The temperature and
output power of the PV modules were monitored between May and August 2021 using



6.5. EXPERIMENTAL VALIDATION

6

105

Measured Simulated

FBC - Exp. 0 IBC - Exp. 0

FBC - Exp. 1 IBC - Exp. 1

FBC - Exp. 2 IBC - Exp. 2

FBC - Exp. 3 IBC - Exp. 3

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6.10: Measured and simulated PV module daily DC yield. (a) to (h) Daily energy yield and mean bias
error (MBE) during each of the four shading experiments in Figure 6.9 for the FBC and IBC PV modules. The
measured and simulated yields are plotted as stacked bars, where the bottom bar represents the lowest of the
two values, and the top top bar (sometimes indistinguishable) represents the difference between both values.

K-type thermocouples and two LPVO MP1010F-1 MPPT tracking units [204], which mea-
sured the I-V curves of the PV module at every minute and used an MPPT algorithm in
between I-V sweeps. During this period the four shading experiments presented in Fig-
ure 5.17 were evaluated. In experiment 0 the PV modules were unshaded, whereas in
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experiments 1 to 3, the PV modules were partially shaded during every day by structures
attached to the mounting rack.

Along with the measurements, the performance of the PV modules was simulated us-
ing the same energy yield framework as in Section 6.4. The direct normal irradiance, the
diffuse horizontal irradiance, the wind speed and the ambient temperature were mea-
sured at the monitoring station and used as inputs to the numerical simulations. The
simulated maximum power of the modules was compared to the maximum power point
extracted from the measured I-V curves.

As shown in Figure 6.10, in general the simulations were in excellent agreement with
the measurements. The overall mean bias error (MBE) between the simulated and mea-
sured electrical power during the whole experimental campaign was 1.2 % and 4.6 % for
the FBC and the IBC modules, respectively. A detailed comparison between the mea-
sured and simulated daily yields is shown in Figures 6.10a to 6.10h, where the low daily
MBE values demonstrate the high accuracy of the simulation framework.

Further details are shown in Figure 6.11, where the measured and simulated power
time series of Experiment 1 are compared during a clear sky day. In Figure 6.11a, when
the bypass diodes in the FBC module start (or stop) conducting, they cause a sudden
decrease (or increase) in the output power, which is reflected as steps. On the con-
trary, these steps are not observable in the output power profile of the IBC module in
Figure 6.11b, which is much smoother because the low breakdown voltage allow the
IBC cells to become progressively reverse biased while the bypass diodes remain non-
conductive.

(a) (b)

Measured

Simulated

Measured

Simulated

Figure 6.11: Measured and simulated maximum power point time-series in a clear sky day during Experiment
1. (a) Output power of the FBC module. (b) Output power of the IBC module.

The tested modules differ both in breakdown voltage and efficiency. Therefore, in
order to compare results, the energy yield obtained during each of the experiments was
normalised by the power at Standard Test Conditions (STC) of the corresponding module
to quantify the performance improvement due to the breakdown voltage. The resulting
specific yields are presented in Table 6.4.

During experiment 0, when the modules were unshaded, the specific yield of the IBC
module was 4.3 % higher than that of the FBC module. This can be explained considering
that: (1) the IBC module has a significantly better temperature coefficient than the FBC
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module; (2) the IBC module operates at slightly lower temperatures due to a higher cell
efficiency; and (3) the IBC cells present an improved angular response compared to the
FBC cells due to an improved anti-reflective coating (ARC) and front texturing.

However, during experiments 1 to 3, when the modules were partially shaded, the
relative difference between the specific yield of both modules was on average 4.2 % com-
pared to experiment 0. This additional gain in specific yield can be mainly attributed to
the improved shading tolerance of the IBC module.

Partially shaded
time (%)

FBC yield
(Wh/Wp)

IBC yield
(Wh/Wp)

Gain
(%)

Experiment 0 0 67.0 69.9 4.3
Experiment 1 34 129.7 139.9 7.9
Experiment 2 24 91.0 99.1 9.0
Experiment 3 30 71.8 78.0 8.6

Table 6.4: Comparison between measured specific yields. The STC power of the FBC module is 250.6 W and
the STC power of the IBC module is 346.0 W. The gain is calculated taking the FBC yield as a reference.

Unfortunately, the temperature measurements of shaded solar cells did not show
clear differences as in Figure 6.8a. After a careful analysis, it was found that the main
reason was that the algorithm in the MPPT tracking units failed to find the true maxi-
mum power point when the PV modules were partially shaded. Instead, the modules
were operated at voltages higher than the maximum power point voltage and most of the
time the shaded cells were not driven into reverse bias (except during the brief intervals
when the I-V curves were traced). This puts in evidence that, to benefit from the shading
tolerance of PV modules with low breakdown voltage and PV modules with many bypass
diodes, MPPT algorithms need to be properly engineered to be more effective at finding
the global maximum power point.

Finally, after 6 months of continuous operation, the PV modules were measured
again and compared to measurements taken prior to the outdoor experiments to verify
possible degradation. Post-experiment degradation was measured at EternalSun Spire’s
facilities using a A+A+A+ flash simulator calibrated with reference samples that had been
measured after lamination and were stored in a dark place (at open circuit) while per-
forming the outdoor experiments. The measured degradation of the efficiency of the
6 blocks of cells in the IBC module, was between 2.0 % and 2.5 % relative. While high
degradation (up to 10 % relative) has been reported in homojunction IBC cells after pro-
longed operation in strong reverse bias in the laboratory [246], those testing conditions
did not naturally occur during the outdoor experiments in this study. Furthermore, con-
sidering that at least two of the blocks of cells in the IBC module in Figure 6.9 were mostly
unshaded, it is likely that different effects (other than the operation in reverse bias) have
also contributed to the degradation of the tested solar cells [247], [248].

6.6. CONCLUSIONS
In this chapter, the relevance of the breakdown voltage of solar cells to the electrical and
thermal performance of partially shaded PV modules was studied.
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First, device-level simulations were presented to analyse the performance of reverse
biased TOPCon IBC solar cells. The results of the simulation suggest that the reduction
of breakdown voltage in TOPCon IBC solar cells is possible by shortening the distance
between the emitter and the BSF, without creating a shunt that would degrade the con-
version efficiency of the cell.

Then, using the I-V curves of simulated solar cells, system-level simulations of par-
tially shaded PV modules were performed. From the analysis of the results it was con-
cluded that if the breakdown voltage of the solar cells can be reduced to 0.3 V, the energy
yield of a PV module with 3 bypass diodes that is shaded approximately 20 % of the time
could be boosted up to 20 %. In addition, system-level simulations indicate that low
breakdown voltages can help to significantly reduce the temperature increase in reverse
biased solar cells.

Finally, to support the results of the simulations, outdoor experiments were con-
ducted using a PV module made with commercially available IBC solar cells with low
BDV and a reference PV module with FBC solar cells and six bypass diodes. Three shad-
ing scenarios were evaluated during which the PV modules were exposed to partial shad-
ing conditions for about 30 % of the time. It was found that after 3 months, the specific
yield of the PV module made with IBC cells with a breakdown voltage of 3 V was 4.2 %
higher than the reference PV module with FBC solar cells.

The results reported in this chapter put forward additional reasons, beyond the high
conversion efficiencies, to promote the market adoption of IBC technology.
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CONCLUSION AND OUTLOOK

7.1. CONCLUSIONS
The first part of this work was dedicated to the development of simulation models for
computing the irradiation and irradiance on PV systems in urban environments. In
Chapter 2 the focus was on finding the best locations to install PV systems in the urban
environment, whereas in Chapter 3 the characteristics of the solar radiation at a given
location were calculated in higher detail.

More specifically, in Chapter 2, a simplified model for the calculation of the solar
irradiation in urban environments was proposed, which can be useful for evaluating the
best locations to install specific PV systems. The model is based on two indicators, the
sky view factor and the sun coverage factor, and five correlation coefficients that depend
on the local climate. The indicators can be quickly calculated knowing the sun path and
the shape of the skyline profile. As correlation coefficients only need to be generated
once for a given surface orientation, when the potential of the same PV system needs to
be calculated at a large number of locations, the irradiation model implies a significant
reduction in computational effort compared to time-resolved approaches.

The estimation error of the irradiation model was evaluated using the measured an-
nual yield of several residential PV systems and it was found that that the error in the
estimated annual irradiation was below 10 % in all the cases. However, as the sun cov-
erage factor is not an irradiance weighted parameter, larger deviations are expected for
surfaces with low solar energy potential. Therefore, a more detailed model is required
to accurately simulate the performance of urban PV systems after the locations with the
highest solar potential are identified.

In Chapter 3, a simulation approach for calculating the irradiance incident on PV
systems in complex geometric environments was proposed. The approach is based on a
backward ray tracer and allows for the decoupling of the solution of the ray tracing prob-
lem from the reflectivity of the surfaces in the scene and the illumination conditions.
This approach not only implies a reduction in computation time compared to conven-
tional ray tracing simulation approaches, but it also has two main additional advantages.

109
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First, it enables the sim tion. And second, it allows to simulate surfaces with time-varying
optical properties improving the calculation of the reflected irradiance on PV modules.
For these reasons, the proposed approach is well-suited for simulating bifacial and tan-
dem PV systems. The accuracy of this approach was evaluated using different irradiance
sensors installed at the PVMD monitoring station over a period of 6 months. The result-
ing overall mean bias error was lower than 0.1 % and the mean bias error in the daily
irradiation was lower than 0.6 %. It is clear that the very small errors obtained in this
particular validation study cannot be generalised for other locations or climates. Nev-
ertheless, the reported results indicate that the proposed approach preserves the high
accuracy of (conventional) state-of-the-art ray tracing models.

The second part of this work was dedicated to the analysis and improvement of the
shading tolerance of PV modules to maximise the yield of partially shaded PV systems in
the urban environment.

In Chapter 4, 49 different PV module topologies, including some that are commer-
cially available, were analysed under various shading scenarios and climates. The com-
parison was performed using a squared approximation of the I-V curves to reduce the
simulation time. The results showed that module-level power electronics can provide
high shading tolerance to PV systems when shading is caused by objects far from the
modules, such as neighbouring buildings. However, when shading is caused by nearby
objects, such as chimneys, dormers or trees, the module topology plays an important
role in defining the shading tolerance of the entire PV system. It was determined that
in comparison to conventional all-series PV modules, PV modules with one bypass ele-
ment per cell can generate up to 15 % more energy per year, series-parallel modules can
increase the annual yield up to 25 %, and half-cut cell modules can boost the yearly en-
ergy output up to 10 %. The DC yield trends presented in this chapter can be valuable to
PV module manufacturers when performing cost-benefit analyses of new shade resilient
topologies based on the number of bypass elements and groups of parallel strings in a
PV module.

In Chapter 5, the concept of reconfigurable PV generators was explored to maximise
the energy yield of partially shaded PV systems. A series-parallel reconfigurable PV mod-
ule with 96 solar cells, a switching matrix and a reconfiguration algorithm were pro-
posed. First, the results of a detailed simulation study indicated that this design could
deliver up to 12.7 % more energy than a shade tolerant module with 6 bypass diodes that
is partially shaded about 30 % of the time. Next, a prototype of the proposed PV mod-
ule was built and tested to evaluate its performance in the field. Outdoor measurements
revealed that, in the absence of shading, the reconfigurable PV module performed 1.9 %
worse than the reference module with 6 bypass diodes and fixed interconnections due to
additional resistive losses. Instead, when the modules were partially shaded about 28 %
of the time, the reconfigurable PV module delivered in average 10.2 % more energy than
the reference module. A deeper analysis of the operation modes of the reconfigurable
module revealed that the all-parallel configuration, which is the most shading tolerant
but also the one that delivers the highest currents, generated about 40 % of the total en-
ergy during the experiments where the module was partially shaded. The analysis also
showed that the all-parallel configuration can be avoided to restrict the electrical oper-
ating range of the reconfigurable module at the expense of a reduction in the shading
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tolerance.
Finally, in Chapter 6 emphasis was placed on the reverse characteristics of solar cells

and how they affect the shading tolerance of PV modules. In particular, the breakdown
behaviour of TOPCon IBC structure was studied through detailed device-level simu-
lations, which indicated that by shortening the distance between the emitter and the
BSF regions, it might be possible to reduce the breakdown voltage (to a certain extent)
without sacrificing the conversion efficiency. Subsequently, the reduction in breakdown
voltage was translated into energy yield gain by performing system-level simulations.
The presented simulation results indicate that by reducing the breakdown voltage of so-
lar cells down to 0.3 V, the energy yield of a conventional PV module that is partially
shaded 20 % of the time could be increased by about 20 %. Moreover, thermal simula-
tions provided indications that low breakdown voltages can help to substantially reduce
the temperature increase in shaded solar cells that become reverse biased. Lastly, out-
door experiments were conducted using two full-size PV modules with 6 bypass diodes
made with different cell technologies, namely IBC cells with a breakdown voltage of 3 V
and FBC cells with a breakdown voltage larger than 10 V. A comparison between both
modules after 3 moths of operation showed that the specific yield of module with low
breakdown voltage solar cells was 4.2 % higher. These findings provide compelling ev-
idence that solar cells with low breakdown voltages can significantly boost the shading
tolerance of photovoltaic systems.

7.2. OUTLOOK
This thesis presented findings and insights into the modelling, design and optimisation
of photovoltaic systems. While the results reported herein demonstrate progress in the
field, there remains considerable scope for further research. The following recommen-
dations are put forward:

• The ray tracing approach for simulating solar irradiance in complex geometric
environments introduced in Chapter 2 should be implemented applying the lat-
est computer graphics techniques to enable cell-level simulations of PV modules.
Scaling approaches could also be investigated to extend the application of the pro-
posed approach to improve the accuracy and expand the capabilities of simulation
software for commercial and utility scale PV power plants. Moreover, further ex-
periments are necessary to evaluate the model accuracy on surfaces with very low
irradiance levels, such as the rear side of bifacial PV modules that are mounted
very close to the ground.

• The above-mentioned ray tracing approach can enable fast and accurate spectral
irradiance simulations when combined with models that can describe the spectral
radiance of different types of skies. Recent studies show progress in modelling
clear-sky spectral radiance, future work should also focus on improving models
for intermediate and cloudy skies. This could imply a significant leap towards the
accurate simulation of future tandem modules.

• Overall, the proposed reconfigurable PV module concept shows potential for op-
timising the energy yield of partially shaded PV systems. However, the viability of
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this concept hinges on the feasibility of designing an efficient and sufficiently in-
expensive power converter that is compatible with the wide output range of the
reconfigurable module. This work has clearly established the DC yield gain that
can be expected at the output terminals of the module. Further research should
determine whether the calculated DC gains are enough to merit the cost of design-
ing a suitable power converter.

• Reducing the breakdown voltage of solar cells appears to be a promising method
for making shading tolerant PV modules without requiring significant alterations
to current PV module production lines. Nevertheless, it might imply significant
modifications to current manufacturing processes of solar cells. The feasibility
and cost of these modifications need to be studied in detail to unlock the benefits
described in this work.
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