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A B S T R A C T

Data-driven modeling in mechanics is evolving rapidly based on recent machine learning
advances, especially on artificial neural networks. As the field matures, new data and models
created by different groups become available, opening possibilities for cooperative modeling.
However, artificial neural networks suffer from catastrophic forgetting, i.e. they forget how to
perform an old task when trained on a new one. This hinders cooperation because adapting an
existing model for a new task affects the performance on a previous task trained by someone
else. The authors developed a continual learning method 1 that addresses this issue, applying
it here for the first time to solid mechanics. In particular, the method is applied to recurrent
neural networks to predict history-dependent plasticity behavior, although it can be used on
any other architecture (feedforward, convolutional, etc.) and to predict other phenomena. This
work intends to spawn future developments on continual learning that will foster cooperative
strategies among the mechanics community to solve increasingly challenging problems. We
show that the chosen continual learning strategy can sequentially learn several constitutive laws
without forgetting them, using less data to achieve the same error as standard (non-cooperative)
training of one law per model.

1. Introduction

Machine learning permeated almost every scientific discipline [1–3], and Solid Mechanics is no exception [4–6]. With all their
erits and flaws [7], these algorithms provide a means to understand large datasets, finding patterns and modeling behavior where

nalytical solutions are challenging to obtain or not accurate enough. This work introduces the concept of cooperative data-driven
odeling by highlighting the importance of continual or lifelong learning and exemplifying it in Solid Mechanics. Without loss

f generality, the examples provided in this article pertain to using neural networks to create constitutive models from synthetic
ata [4], but the proposed strategy is based on a general method introduced by the authors in the Computer Science community [8],
o it is applicable to many other fields that can also benefit from cooperative data-driven modeling.

For readers unfamiliar with the field of using machine learning to learn constitutive models of materials, we provide a short
eview of the topic. Using neural networks to describe constitutive material behavior was first proposed decades ago by Ghaboussi
t al. [9] using simple experimental data. However, advances in numerical modeling and the ability to create large synthetic
atasets has led to a new era of data-driven modeling initiated in [4] that is based on fast analysis of representative volume
lements of materials. Since then, there has been rapid progress in the field, first by considering similar architectures [10–13],
hen by considering deep learning strategies to characterize more complex behavior [14–19], and recently including physical
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constraints [20,21]. In particular, the first work to propose the use of recurrent neural networks for plasticity modeling [14]
showed that these architectures could learn the path- and time-dependency behavior of materials. Soon after, several research
groups proposed new neural network architectures and solved increasingly complex plasticity problems [17,22–24]. A similar trend
is ongoing in other fields within and outside Mechanics [25–28].

Simultaneously, the scientific community is experiencing strong incentives to adhere to open science, with vehement support from
unding agencies throughout the World to share data and models according to FAIR principles (Findable, Accessible, Interoperable
nd Reusable) [29–31]. There is also a clear need for end users to reuse these models and data. Nevertheless, there is a serious
ssue that obstructs the synergistic use of machine learning models by the community. Artificial neural networks, unlike biological
eural networks, suffer from catastrophic forgetting [32–34]. Human beings when learning a new task, e.g. playing tennis, do not
orget how to perform past tasks, e.g. swimming. Unfortunately, artificial neural networks fail at this because they are based on
pdating their parameters (weights and biases) for the task and data being considered, but this changes the previous configuration
btained for a past task (that led to different values of weights and biases). This catastrophic forgetting has important implications
n practice, as illustrated by the following scenario.

Imagine that Team A of scientists collects computational or experimental data about the constitutive behavior of Material A,
nd then trains an artificial neural network to predict the behavior of that material. In the end, Team A publishes the artificial
eural network model and corresponding data according to FAIR principles. Later, if Team B aims to create a model that predicts
he behavior of Material B then it faces two options: (1) collect data and train a model from scratch for this new material; or (2) use
he model developed by Team A in an attempt to get a better model for Material B and use less data during the training process.
f the material behavior for B has some commonality with the one for A, there is an advantage in leveraging the work from Team
. However, the state of the art in the literature is to use transfer learning or meta-learning methods [35–38] to adapt Model A
nd retrain it for Team B’s scenario [39,40]. Unfortunately, in this case, the new model obtained by Team B is no longer valid for
eam A’s scenario. Although Team B may create a model that is valid for its purposes, this would not be a truly cooperative effort
ith Team A because a general model valid for both scenarios would not be obtained. This represents a significant challenge to

ooperative data-driven modeling because it discourages different groups from working towards a common model, ultimately leading
o many independent models. Note that the problem gets worse as more tasks accumulate (more materials and more teams).

A new branch of machine learning called continual or lifelong learning [41–43] is recently opening new avenues to address
he catastrophic forgetting issue. Despite being at an early stage, we believe that addressing this limitation will unlock a new era
f cooperative data-driven modeling traversing all fields of application. This year, the authors proposed a new continual learning
lgorithm [8] and applied it to various standard computer science datasets to demonstrate the best performance to date in the
hallenging class-incremental learning scenario when compared with state-of-the-art methods. Further developments are needed, but
hese algorithms represent an essential step towards democratizing cooperative data-driven modeling. Here, the continual learning
ethod is applied to a new architecture suitable for plasticity modeling, demonstrating its benefit and motivating future research

n this nascent field.

. Methodology

Continual or lifelong learning [41] aims to learn tasks in a sequence while only having access to the data of the current task. The
ain challenge in this setting is catastrophic forgetting [32,33], i.e. the phenomenon of forgetting how to solve previous tasks while

earning a new one. This problem has become highly significant for deep neural networks in computer vision and natural language
rocessing problems in recent years [42,44–46]. Fundamentally, continual learning tasks are divided into two categories [47,48]:
n the first one, the task to be solved during inference is known, i.e. task-ID is given, while in the second it is unknown (task-ID is
ot given). The former case is more challenging than the latter.2

Continual learning algorithms are often classified as regularization, rehearsal or architectural methods [47]. Regularization-based
approaches [42,44,49,50] avoid updating weights that are important for predictions of previous tasks. Rehearsal [51–53] methods
keep a small portion of the previous data and replay it during training for the new task to prevent forgetting. Currently, rehearsal
approaches perform better than regularization-based ones because they keep examples of previous tasks in memory. However, both
types of algorithms do not completely prevent forgetting [47], even if the task-ID is given during inference. Therefore, the authors
recently developed an architectural method called Continual-Prune-and-Select (CP&S) [8] that exhibits no forgetting when the task-
ID is given, and that performs better than state-of-the-art algorithms for different standard computer vision datasets when the
task-ID is unknown during inference. Similarly to other architectural methods such as PackNet [54], Piggyback [55], CLNP [56] and
SupSup [48], CP&S [8] finds a subnetwork for every task within an original network and uses only one subnetwork for each task. The
task-related subnetwork is found by a novel iterative pruning strategy [57], although different methods could be considered [58–60].

Here the focus is to be the first to apply continual learning strategies to mechanics problems, in particular for plasticity modeling.
These cases are expected to involve known task-IDs, as illustrated by the previously invoked example of Team A and B that were
aiming to model the behavior of two different materials because each team already knows a priori the material of interest to them
(known task-ID). Therefore, this article only needs to consider the simpler formulation of our CP&S method.

Unlike the standard computer vision problems for which CP&S was originally implemented and compared [8], here we apply
CP&S to model irreversible material behavior. Without loss of generality, we focus on plasticity simulations but other history-

2 For readers unfamiliar with the concept of not knowing the task-ID, think about the previous example of one of the tasks being ‘swimming’ and the other
eing ‘playing tennis’. If the task-ID is not known during inference, then understanding that the task being executed is ‘playing tennis’ has to happen from
ontext (from the data). Otherwise, if the task-ID is given there is no need to infer from context which task is being considered.
2
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and time-dependent phenomena such as damage or visco-elasticity could be considered. In fact, CP&S can be applied to other
classification or regression tasks (they do not need to be tasks in Mechanics). Given the time and/or history-dependency of these
problems, considering neural network architectures with recurrent units facilitates the learning process.

Recurrent neural networks (RNNs) [61,62] typically deal with sequential data, e.g. in natural language processing problems [63]
r voice recognition [64]. However, they suffer from vanishing and exploding gradients issues [65,66]. Further improvements of
NNs, such as the Long Short-Term Memory (LSTM) network [67] and Gated Recurrent Unit (GRU) [68] solved this problem,
nabling their application in different contexts. In particular, LSTMs and GRUs have been shown to learn history-dependent
henomena in mechanics [14,69]. In this work, we use GRUs as described in our past work [14] due to their simplicity and
ffectiveness when compared to LSTM, although other neural network architectures with recurrent units could be considered.
omputations that occur in the GRU can be described as follows:

𝑧𝑡 = sigmoid
(

𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1 + 𝑏𝑧
)

, (1)

𝑟𝑡 = sigmoid
(

𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1 + 𝑏𝑟
)

, (2)

ℎ̂𝑡 = tanh
(

𝑊ℎ𝑥𝑡 + 𝑈ℎ(𝑟𝑡 ⊙ ℎ𝑡−1) + 𝑏ℎ
)

, (3)

ℎ𝑡 = 𝑧𝑡 ⊙ ℎ̂𝑡 + (1 − 𝑧𝑡)⊙ ℎ𝑡−1, (4)

here ℎ0 = 0, 𝑥𝑡 is an input vector, 𝑡 = 0, 1,… , 𝑇 . Matrices 𝑊𝑧, 𝑊𝑟, 𝑊ℎ, 𝑈𝑧, 𝑈𝑟, 𝑈ℎ are learnable weights and 𝑏𝑧, 𝑏𝑟, 𝑏ℎ are
learnable biases. In this work, the PyTorch [70] implementation of GRUs is used to conduct the experiments consisting of simplified
representative volume elements of materials with different microstructures, as described in Section 3.

Independently of the architecture chosen for the neural network, we advocate here that architectural continual learning
algorithms such as CP&S [8] enable Cooperative Data-Driven Modeling (CDDM). The method creates different subnetworks within
an artificial neural network that are associated to particular tasks without forgetting past tasks. For example, in our context each
subnetwork is associated to a specific material model for a class of materials with a given microstructure, constituent properties and
external conditions (see e.g. [4]). Architectural methods, however, are limited by the availability of free neural connections that can
be trained for a new task. A particular advantage of CP&S is that it is based on the NNrelief iterative pruning strategy [57] which
was developed aiming to create sparser subnetworks (using fewer connections) than other pruning methods such as magnitude
pruning [59] or neural pruning [60]. Additionally, although CP&S was implemented in the original article for convolutional and
fully connected networks, it can easily be adapted to GRU networks as shown in this work.

CP&S is based on a set of simple steps to create a group of overlapping subnetworks, each of them learning a particular task
without disrupting the knowledge accumulated by the other subnetworks. Importantly, the subnewtorks can (and usually do) share
knowledge among them by sharing connections that are useful to each other. This mechanism allows to learn different tasks, and
transfer knowledge between them but avoids forgetting, unlike transfer learning methods.

Overall, cooperative data-driven modeling via the proposed CP&S method is described as follows:

• Training:

1. At the beginning of the learning process, initialize the entire neural network with random weights (see Fig. 1a).
2. Set the hyperparameters (architecture, optimizer, learning rate, weight decay, pruning parameters, etc.).
3. For a task 𝑇𝑖 (e.g. learning a new material), create a subnetwork 𝑖 that is associated to that task:

(a) Use the NNrelief [57] algorithm to prune connections from the entire neural network (see Fig. 1b, details in
Appendix).

– Remark 1: Every connection can be pruned, whether they are already part of another subnetwork or not.
– Remark 2: Pruning is controlled by hyperparameter 𝛼 ∈ (0, 1) that represents the amount of information

that is maintained coming out of the neurons after removing the connections. So, 𝛼 = 0.95 indicates that
95% of the signal coming out of the neurons is kept on average for the training set of task 𝑇𝑖 after removing
the connections. The amount of information is measured according to a metric called importance score – see
the original article [57] or Appendix for details.

– Remark 3: Allowing to prune any connection of the entire network (whether belonging to a previous
subnetwork or not) is crucial because it provides a mechanism to keep connections that are useful for
performing the current task but remove the ones that are not. If some connections are kept from other
subnetworks, then there is potential for knowledge transfer.

(b) Among the remaining connections, i.e. the ones that are not pruned, retrain the ‘‘free’’ connections but do not
update the ones that are part of other subnetworks (see Fig. 1c).

– Remark 4: By refraining from updating connections that are part of other subnetworks, the CP&S algorithm
avoids forgetting past tasks because the other subnetworks are not affected by the current training of this
subnetwork. Instead, only connections that have not been used previously by any subnetwork are updated
so that new knowledge can be accumulated, as needed to solve a new task.

(c) Assess performance of this subnetwork (𝑖) on the dataset for this task (𝑇𝑖). If error is not acceptable, go to 3(a)
and iterate again until a maximum number of iterations 𝑛 is met. Else save the connections that form this new
3
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Fig. 1. Overview of the proposed CDDM approach.

subnetwork into mask 𝐌𝑖. The weights belonging to this subnetwork will no longer be updated when training
another subnetwork later.

4. Consider the next task 𝑇𝑖+1 by finding a new subnetwork (𝑖+1) as described in step 3 (see Fig. 1(d–f)).

• Inference (testing):

1. For the given test point 𝑥 from task 𝑇𝑖, select subnetwork 𝑖 (see Fig. 1g).

– Remark 5: in this paper, task selection from the data is not necessary, because practitioners already know what is
the material model that they want to consider. Otherwise, see the original article for the task incremental learning
scenario [8].

2. Make a prediction 𝑦 = 𝑖(𝑥).

We highlight from the above description that the performance of CP&S is controlled only by two hyperparameters: the number
f pruning iterations 𝑛 and the pruning parameter 𝛼 ∈ (0, 1). A low value of 𝛼 will cause more connections to be pruned (information
ompression) but also lower expressivity (worst performance of the subnetwork after pruning and retraining for 𝑛 iterations). The
ubnetwork is represented by a binary mask 𝐌, where every active connection is represented by 1 and where every inactive
onnection is represented by 0. The weights and biases that are first assigned to a particular task are not updated for subsequent tasks
ensuring that the original subnetwork for which these connections were trained remains unchanged by the training process of a
ew subnetwork. This strategy was proven effective in the context of computer vision, and it should remain valid for computational
echanics applications.

An important disadvantage of CP&S is that fixing the parameters associated with a trained subnetwork can quickly exhaust
he number of ‘‘free’’ connections available to be trained in subsequent tasks. In other words, the artificial neural network can be
‘saturated’’ after several tasks have been learned. This is reported in the original investigation [8]. However, we note that CP&S
oes not have limitations on the type of neural network architecture to be considered. Therefore, the choice of architecture depends
nly on the solvable problem. In this paper, we consider the case when all tasks have the same input and output dimensions. This
4
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Fig. 2. A square domain fixed on the bottom and displaced on the top. Displacement is done in a pseudo-time.

Fig. 3. Different domains introduced as different tasks.

condition can be relaxed if one uses separate task-specific input and output heads. In this case, shared parameters are the ones that
are in the intermediate layers.

3. First case study: learning plasticity laws for different microstructures

The first and simpler case study considers non-periodic material domains subjected to uniform displacements at the boundary.
The goal is to create constitutive models from these material domains similarly to the original publication on this subject [4], but
including history-dependent behavior [14]. We consider four different materials with different porous microstructures but the same
matrix phase – a simple von Mises plasticity model. This canonical example can be extended to more complex cases, including
realistic microstructures, as shown in case study 2.

We present two case studies to demonstrate the usefulness of cooperative data-driven modeling (CDDM). The aim of CDDM is
to create a model that is capable of performing multiple tasks but that also uses past knowledge from different tasks to decrease
the number of training points required to learn a new task. Therefore, CDDM should achieve better performance than conventional
training (without cooperation) for the same number of training points. In addition, the fact that CDDM uses the same neural network
should make it more efficient in terms of the number of new parameters needed to learn a new task.

3.1. Data generation

An elastoplastic von Mises material with hardening is investigated to create a path-dependent problem. A fixed-sized square is
utilized as a domain and holes of varying sizes and locations are placed inside the domain to create different tasks (see Fig. 2).
The tasks originating from different domains can be seen in Fig. 3. For all the tasks the bottom part of the domain is fixed and
the top part is deformed according to a uniform displacement in 𝑢𝑥1∶𝑡 and 𝑢𝑦1∶𝑡 . We reinforce that Case Study 1 considers simpler
finite element analysis because we want to facilitate the dissemination of the methodology and use fully open-source software —
facilitating replication of the example and easy adaptation to other scenarios.

After applying the boundary conditions, the average Cauchy strain (�̄�1∶𝑡) and Cauchy stress (�̄�1∶𝑡) measures are obtained for the
deformation path. Then the learning problem for a single task can be defined as,

�̄�1∶𝑡 = 𝑓 (�̄�1∶𝑡), (5)

where a machine learning model is utilized to find the relationship 𝑓 ∶ �̄�1∶𝑡 ↦ �̄�1∶𝑡, which is a supervised regression problem with
the history of the average strain components as an input and the average stress components as an output.
5
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Fig. 4. An example of strain and stress paths.

Fig. 5. The difference between the stress train data for considered tasks, calculated using the error measurement (left) and the MSE measurement (right).

The four material domains are subjected to the same 1000 paths of deformation. These 1000 paths are obtained from 100 end
displacement values of the top boundary of the domain that are sampled from a Gaussian Process posterior that is conditioned on 20
displacement values sampled from a uniform distribution for each path. Then the average stress obtained for each path is calculated
via the finite element method — see for example Fig. 4. The dataset is made available, and the simulations used to obtain it can
be replicated via the source code. We highlight that different strategies for sampling the paths of plasticity material laws have been
proposed [71] and that this choice can affect the number of paths needed to train the neural network up to the desired accuracy.
Nevertheless, each presented task was subjected to the same deformation paths to calculate the domain-specific average stress and
strain values. The data is generated using FEniCS [72].

In order to illustrate the difference in stresses obtained for the four tasks, Fig. 5 shows the error according to Eq. (6) and the
mean-squared-error (MSE) between stresses for the training data for all tasks. We scale all the data since the model receives it in
a scaled format. Here we use standard scaling where we remove the mean from every input feature and divide it by the standard
deviation of the training set. The figure clarifies that Tasks A, B and C are more similar with each other than Task D.

3.2. Experiments setup

To evaluate the performance of CDDM we measure the error 𝐸𝑖 on every test path as follows:

𝐸𝑖 =
1
3

(

||𝝈𝑖
11 − �̂�𝑖

11||2

||𝝈𝑖
11||2

+
||𝝈𝑖

22 − �̂�𝑖
22||2

|𝝈𝑖
22||2

+
||𝝈𝑖

12 − �̂�𝑖
12||2

||𝝈𝑖
12||2

)

⋅ 100%, 𝑖 = 1, 2,… , 𝑁, (6)

where 𝑁 is the number of testing points, |⋅|2 is the L2-norm, �̂�𝑖
11, �̂�

𝑖
22, �̂�

𝑖
12 ∈ R𝑡 are predicted stress components, and 𝝈𝑖

11,𝝈
𝑖
22,𝝈

𝑖
12 ∈ R𝑡

are the test ones.
Then, we compute the average over all 𝑁 test points to compute the final test error:

𝐸𝑟𝑟 = 1
𝑁
∑

𝐸𝑖. (7)

𝑁 𝑖=1

6
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Table 1
Training hyperparameters.

Training epochs Learning rate Weight decay Pruning iterations Pruning parameter 𝛼 Retraining epochs

1000 0.01 10−6 1 0.95 200

Table 2
Test error (%) averaged over four considered task orders.

Task 1 Tasks 2–4

800 paths 800 paths 400 paths 200 paths 100 paths

Standard training 2.02 2.02 2.82 3.75 6.43
CDDM 2.14 1.92 2.18 2.84 3.97

The hyperparameters that we use to train a neural network are shown in Table 1. We use Adam [73] optimizer to train the
odel with the mean-squared-error (MSE) loss function. To prevent overfitting, we add weight decay regularization [74,75] to the
etworks’ parameters, for which the updating rule is defined as follows:

𝑤 ← (1 − 𝜆)𝑤 − 𝛼
𝜕MSE
𝜕𝑤

, (8)

where 𝛼 is the learning rate, 𝜆 is the weight decay parameter and MSE is the loss on the current data batch. However, PyTorch
implementation of weight decay for Adam optimizer refers to 𝐿2 regularization [75].

As it is common in continual learning literature [76], we test the approach with different task orderings. Overall, we consider
four orderings for the case of four tasks in a sequence:

• ordering 1: Task A → Task B → Task C → Task D;
• ordering 2: Task B → Task D → Task A → Task C;
• ordering 3: Task C → Task A → Task D → Task B;
• ordering 4: Task D → Task C → Task B → Task A.

3.3. Results

Firstly, we train the GRU with 2 cells and a hidden size of 128 in the sequence of four tasks. We train the first task with 800
training paths, and for each of the following tasks, we consider the cases of 800, 400, 200 and 100 training paths. We compare
these results with the conventional case (non-cooperative) where every new task is trained with the same GRU but independently
of the other tasks. Fig. 6 shows this comparison, where the blue bars refer to the cooperative model (CDDM) and the orange ones
to the conventional case (standard or non-cooperative training). The test error is computed using Eq. (6). It is clear that CDDM
significantly outperforms standard training when we decrease the number of training points. This effect is consistent across all four
orders, independently of which task is considered to be the first. The main advantage of CDDM is that the pretrained parameters
have an accumulative effect on future tasks. This multi-transfer effect has more significance under the low-data regime (e.g., 100
training paths). Also, the set of parameters depends on the order in which the tasks are learned.. In Table 2, we present the average
error for every task when considering a different number of training points (number of paths); note that this error is the average
over the four task orderings. We can clearly see that CDDM performs better than standard training for tasks 2–4 on average.

Moreover, we learn all four tasks with one network, while four separate networks are necessary for the conventional case.
Therefore, using fewer parameters and achieving better performance. As clarified next, this is explained by the knowledge transfer
that happens between subnetworks. Also, it should be noted that the network still has free space to learn future tasks, although
saturation would occur soon if more tasks were considered because the neural network is small.

In Fig. 7, we show the prediction of CDDM with 200 training paths for tasks 2–4 respectively; the first task is learned with
800 paths. We compare CDDM with standard (non-cooperative) training with one network per task. As the figure illustrates, CDDM
learns the data better than conventional training and requires just one network instead of four. Hence, Fig. 7 justifies our hypothesis
of using continual learning as a possible solution to tackle the data scarcity problem in history-dependent constitutive law modeling.
From this figure, it is clear that the GRU is able to learn material behavior by having 200 training paths for tasks 2–4.

Overall, we observe that the continual learning strategy allows us not only to learn four different geometries with one network
but also improves test error under the limited data regime. In addition, we can see that even if we have enough data, continual
learning does not worsen the results significantly compared to standard training (no more than 0.5% difference).

4. Second case study: RVEs with periodic boundary conditions

In this second case study, we apply the CDDM strategy to more realistic representative volume elements (RVEs) subjected to
periodic boundary conditions, as thoroughly discussed in a past work [4]. The data is generated with a commercial finite element
7



A. Dekhovich, O.T. Turan, J. Yi et al. Comput. Methods Appl. Mech. Engrg. 417 (2023) 116432
Fig. 6. First case study: CDDM results on orderings 1–4. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

solver, but both the code to generate the data as well as the dataset itself are made available. The RVE average stress–strain response
is influenced by the microstructure, properties of each material phase, and loading conditions (average strain path that is converted
into a periodic displacement at the boundary). Four different RVEs are considered in order to create four tasks. Each task pertains
to learning the homogenized plasticity constitutive behavior (average stress–strain response) of a corresponding RVE. These RVEs
were created such that they share some similarities and significant differences by considering different microstructures and material
properties while applying the same average deformation paths to generate the dataset.
8
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Fig. 7. First case study: 800 training paths for task 1 and 200 training paths for tasks 2–4.

Fig. 8. Illustration of commonalities and discrepancies on setting up tasks.

4.1. RVEs simulation

Fig. 8 illustrates the type of two-dimensional composite material used to create the 4 RVEs (tasks). The two-phase RVEs are
defined by 4 geometric descriptors: (1) RVE size, (2) fiber3 volume fraction (𝑣𝑓 ), (3) fiber mean radius (𝑟), and (4) fiber radius
standard deviation (𝑟std). The last two descriptors are used to create circular fibers whose radius is drawn from a Gaussian distribution
with the corresponding mean and standard deviation. The descriptors of the material properties are simply the elastic properties of
the fibers and matrix (Young’s modulus (𝐸) and Poisson’s ratio (𝜈)), and the plasticity properties of the matrix (isotropic hardening
law that depends on the yield stress that completely defines the von Mises yield surface). These descriptors are all defined on the
right part of Fig. 8 where the red font indicates the descriptors that are changed among the 4 RVEs and where the ones in black
font indicate parameters that are fixed in this investigation, without loss of generality. The 4 RVEs (i.e. Tasks) are labeled A, B, C
and D and the corresponding values for the descriptors are included in Table 3. For clarity, the 3 microstructures defining the RVEs
(note that two RVEs have the same microstructure) are shown in Fig. 9.

As in Case Study 1, the target is to learn the average Cauchy stress (�̄�1∶𝑡) which is dependent on the applied average strain path
(�̄�1∶𝑡). Therefore, the learning problem can be defined as: �̄�1∶𝑡 = 𝑓 (�̄�1∶𝑡), where 𝑡 is the pseudo-time step (load step) in the simulation
defined to be 100. Meanwhile, 1000 different strain paths are generated according to a simple interpolation method. Specifically,
for each average strain component (�̄�11, �̄�22, and �̄�12) of a path, 8 equally spaced points are sampled within the strain path, and
the quadratic interpolation method is adopted to generate the full strain path. Then, the strain path is converted into a boundary
value problem of the RVE and the finite element prediction is conducted with the commercial software ABAQUS [77] to simulate
the corresponding average stress for different tasks. In Fig. 10, we present the difference between data computed with error metric
(Eq. (6)) and the mean squared error (MSE).

3 We consider plane strain conditions, so we tend to view the reinforcement phase as fibers instead of particles.
9



A. Dekhovich, O.T. Turan, J. Yi et al. Comput. Methods Appl. Mech. Engrg. 417 (2023) 116432

𝑟

Table 3
Parameters configuration of different tasks (Units:SI(mm)).
Task Microstructure parameters Hardening law 𝐸f iber Fixed parameters

𝑣𝑓 𝑟 𝑟std size 𝐸matrix 𝜈matrix 𝜈f iber
A 0.45 0.01 0.003 𝜎𝑦 = 0.5 + 0.5�̄� 10

0.048 100 0.30 0.19B 0.30 0.003 0.0 𝜎𝑦 = 0.5 + 0.5(�̄�)0.4 1
C 0.15 0.0015 0.0003 𝜎𝑦 = 0.5(1 + �̄�)

1
0.4 1000

D 0.30 0.003 0.0 𝜎𝑦 = 3.0 + 0.5(�̄�)0.4 1

Fig. 9. Schematics of different microstructure configurations: (a) 𝑣𝑓 = 0.45, 𝑟 = 0.01, 𝑟std = 0.003; (2) 𝑣𝑓 = 0.30, 𝑟 = 0.003, 𝑟std = 0.0; (c) 𝑣𝑓 = 0.15, 𝑟 = 0.0015,
std = 0.0003.

Fig. 10. The difference between the stress train data for considered RVE tasks, calculated using the error measurement (left) and the MSE measurement (right).

4.2. Results

First, we train GRU on tasks A, B and C with the same hyperparameters as in Section 3. We consider three different tasks orders:

• ordering 1: Task A → Task B → Task C;
• ordering 2: Task C → Task A → Task B;
• ordering 3: Task B → Task C → Task A.

In Fig. 11, we show the results for these three task orderings. It is clear that with the decrease in the number of training paths,
CDDM starts to outperform conventional training.

In Fig. 12, we present the prediction of one stress path with CDDM and standard training. The first task (task B) is trained
with 800 training paths, while the next two tasks (tasks C and A) are trained using 200 training paths (left) and 25 training paths
(right). If tasks C and A are learned with 200 paths, both CDDM and standard training predict stress well, however, CDDM does
this with a single network. We observe that if GRU learns tasks in the cooperative approach, the prediction is more accurate than
with conventional training if 25 training paths are given for the second and third tasks.

However, in an attempt to explore and report on the limitations of the presented method, we also investigated what occurs when
we add task D (see Fig. 13) where an RVE has much larger yield stress (see Table 3), i.e. where the yield stress of the matrix becomes
3.0 MPa instead of 0.5 MPa as in the other tasks. In this case, the plastic response of the RVE is delayed, and we noticed that when
Task D is learned first then there would be no advantage in learning cooperatively — see Fig. 10b. However, if the ordering is
different, as shown in Fig. 10a, then the proposed cooperative model is still better. We think it is important to be clear that there
might be situations in which the ordering of tasks actually leads to difficulties in learning cooperatively.
10
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Fig. 11. Second case study: CDDM results on orderings 1–3.

Table 4
Architectures comparison.

Architecture (1, 256) (2, 128) (3, 64)
The number of parameters 201K 151K 63K

5. Discussion

We want to highlight that all the above-mentioned results for both case studies are robust to the hyperparameter choice. For
implicity of presenting the previous results, they refer to a particular architecture configuration. However, in this section we
laborate on the robustness of the CDDM approach presented herein by considering different GRU architectures, varying the number
f units and hidden state size. In addition, we elaborate on the knowledge transfer effect and analyze the portion of parameters
hared between tasks and the ones dedicated only to one task.

.1. Architectures comparison

In this section, we explore how CDDM depends on different GRU architecture hyperparameters such as the number of units or
idden states size. To begin, we consider the first learning case study (Section 3) with the corresponding four tasks: the first task
s trained with 800 training paths and for the second task we vary the number of training points from 800 to 50. For GRU, we
hange the number of units from 1 to 3 and consider the hidden state size equal to 64, 128, and 256. Corresponding numbers of
earnable parameters are shown in Table 4. In Fig. 14, we compare these three network configurations. Overall, we observe similar
erformance for all of these architectures with insignificant differences. From the figure, we observe that all architectures give us
imilar results, therefore CDDM is not limited to some special network configuration.
11
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Fig. 12. Second case study: Comparison of the CDDM and standard training predictions with different numbers of training paths.

Fig. 13. Second case study: CDDM results on the sequences of four tasks.

We also want to note that smaller networks (fewer parameters) do not predict the material behavior better when considering
the conventional training scenario (non-cooperative). To illustrate this, consider the GRU with 1 cell and the hidden state size of
64 which results in 13K parameters. We train this network on the second case study data and consider average error on tasks A – D
using 800, 400, 200, 100, 50 and 25 training paths. The test errors for these cases are 2.09%, 2.74%, 3.59%, 5.2%, 7.73%, 12.9%.
On the other hand, we consider the model with 2 cells and the hidden size of 128 (151K parameters, see Table 4), for which the
test errors are 2.01%, 2.54%, 3.35%, 4.84%, 7.40%, 11.34%. As can be seen, the larger model has lower test error.
12
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Fig. 14. First case study: architectures comparison on ordering 4.

Fig. 15. First case study: subnetworks analysis: occupied and shared parameters.

.2. Knowledge transfer

A crucial characteristic necessary to establishing the CDDM paradigm is the robustness to different task orderings, both in terms
f prediction error and the number of parameters used for every task. Focusing on the first case study, we show the relation between
ubnetworks in the case where the first task is trained with 800 paths and all the other tasks with 200 training paths. In Fig. 15a,
e show which percentage of the total number of parameters is occupied after a new task is learned. We compare these percentages
cross four orderings, and in general, we observe the consistency in the number of used parameters with insignificant differences.
his means that the ordering of tasks has a negligible effect on how many parameters are occupied in the end.

At the same time, in Fig. 15b, we demonstrate the percentage of shared connections while the model learns a new task. So,
or instance, we observe in ordering 3 that up to 60% of parameters are assigned to more than one subnetwork when all the
asks are learned. Overall, at least 45% of the parameters are shared between multiple tasks without a negative impact on model
erformance. From the figure, it is clear that the changes in the numbers of shared parameters are consistent across all orderings,
llustrating robustness to different task sequences. Nevertheless, after experimenting with many tasks and considering two different
ase studies, we were able to find one task ordering for Case Study 2 where the cooperative data-driven modeling process was not
eneficial when compared to learning all tasks separately (recall Fig. 10b).

. Conclusion and future directions

This work introduces the concept of continual learning and the notion of cooperative data-driven modeling. We focus on
olid mechanics applications by considering two case studies involving history-dependent plasticity problems. To the best of our
nowledge, this is the first example of the application of continual learning in Mechanics and among the first in Engineering
pplications. We demonstrate that a recurrent neural network can sequentially learn multiple tasks, without replaying data from
revious tasks and without forgetting — an important distinction when comparing to transfer learning methods, and a key enabler
f cooperative modeling. The proposed method is based on creating task-related subnetworks that transfer knowledge from each
ther by sharing neural connections. This is demonstrated to decrease the number of training data required to learn a new task (in
his case, a new material law). The approach is robust to different task orders.

As a final note, the authors share their belief that the proposed cooperative data-driven modeling concept has a lot of potential
or future developments. More efficient ways of sharing knowledge or selecting subnetworks (when needed), delaying the premature
aturation of the network, and accelerating training are only a few possibilities to improve the proposed strategy. Notwithstanding,
he prospect of fostering collaborations across different research communities by taking advantage of a machine learning model
rom a group and adding new capabilities to it such that it solves a new task using less training data and without forgetting how to

erform the original task is an exciting new development.

13



A. Dekhovich, O.T. Turan, J. Yi et al. Comput. Methods Appl. Mech. Engrg. 417 (2023) 116432

t

D

w

A

s
a
g

A

𝐗

v
i

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared
o influence the work reported in this paper.

ata availability

The data and code relative to this research are available as open-access in a public repository. A footnote was added to the article
ith the link.

cknowledgments

Miguel A. Bessa acknowledges the support from the NWO, The Netherlands Veni award ‘Artificial intelligence towards a
ustainable future: ecodesign of recycled polymers and composites’ (with project number 17260 of the research programme Applied
nd Engineering Sciences) which is financed by the Dutch Research Council (NWO), The Netherlands. Jiaxiang YI acknowledges the
enerous support from the China Scholarship Council (CSC).

ppendix. Summary of the pruning algorithm (NNrelief) used by the CP&S method

NNrelief prunes connections with the smallest contribution in the signal of the following neuron. For the incoming signal
= {𝐱1, 𝐱2,… , 𝐱𝑁} with 𝑁 data points 𝐱𝑛 = (𝑥𝑛1,… , 𝑥𝑛𝑚1

) ∈ R𝑚1 , we compute the importance scores:

𝑠𝑖𝑗 (𝐱1, 𝐱2,… , 𝐱𝑁 ) =
|𝑤𝑖𝑗𝑥𝑖|

∑𝑚1
𝑘=1 |𝑤𝑘𝑗𝑥𝑘| + |𝑏𝑗 |

, (A.1)

where |𝑤𝑖𝑗𝑥𝑖| = 1
𝑁

∑𝑁
𝑛=1|𝑤𝑖𝑗𝑥𝑛𝑖| and 𝐖 = (𝑤𝑖𝑗 ) ∈ R𝑚1×𝑚2 is a corresponding weight matrix, 𝐛 = (𝑏1, 𝑏2,… , 𝑏𝑚2

)𝑇 ∈ R𝑚2 is a bias
ector. Importance score for the bias of the neuron 𝑗 is computed by 𝑠𝑚1+1,𝑗 = |𝑏𝑗 |

∑𝑚1
𝑘=1 |𝑤𝑘𝑗𝑥𝑘|+|𝑏𝑗 |

. The connections with the smallest
mportance are pruned. Algorithm 1 summarizes the procedure for feedforward layers.

Algorithm 1 Pseudocode for NNrelief
Require: network  , training dataset 𝐗, pruning hyperparameter 𝛼.

1: 𝐗(0) ← 𝐗
2: for every layer 𝑙 = 1,… , 𝐿 do
3: 𝐗(𝑙) ← layer

(

𝐗(𝑙−1))

4: for every neuron 𝑗 in layer 𝑙 do
5: Compute importance scores 𝑠(𝑙)𝑖𝑗 for every incoming connection 𝑤𝑖𝑗 and bias 𝑏𝑗 using Eq. (A.1).
6: �̂�(𝑙)𝑖𝑗 ← Sort(𝑠(𝑙)𝑖𝑗 , 𝑜𝑟𝑑𝑒𝑟 = 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔).
7: Find 𝑝0 = min{𝑝 ∶

∑𝑝
𝑖=1 �̂�

(𝑙)
𝑖𝑗 ≥ 𝛼}.

8: Prune connections with importance score 𝑠(𝑙)𝑖𝑗 < �̂�(𝑙)𝑝0𝑗 .
9: end for

10: end for
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