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1 Keep the connection with the centralized system, but stay as a neighborhood as much as 
possible within the boundaries of the current infrastructure connections

2 In existing neighborhoods, explicitly include hybrid options (combinations of energy carriers) 
in the energy system

3 Include the subsurface as an essential part of the neighborhood design

4 Look for multiple values from both an energy- as well as a water perspective

5 Begin as early as possible with co-designing of both the energy as well as the water system in 
the neighborhood
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Summary

Our energy system is transforming from fossil to renewable sources as a critical component of the 
global efforts to mitigate climate change. This transition towards a clean energy system is posing 
several new challenges to keeping energy reliable and affordable. Firstly the costs of renewable 
energy production are decreasing, yet the availability of materials may emerge as a limiting factor. 
Secondly, the future energy system will be largely based on intermittent energy sources (i.e. solar 
and wind) that are not necessarily tailored to and/or close to demand. Thus, connecting supply and 
demand both at a temporal and spatial scale becomes a challenge. Thirdly, most renewable energy 
sources generate electricity, which is more challenging to store and transport than fossil energy 
carriers, thus we need alternative sustainable energy carriers. Lastly, more decentral production 
is added to a formerly centrally organized energy system, posing a challenge to the current design 
and capacity of the energy infrastructure.

Addressing these emerging challenges necessitates an integrated system approach in the design of 
our future 100% renewable energy system. In such an integrated energy system, different sectors 
including the power, buildings, transport, and industry sector are coupled and multiple energy 
carriers (electricity, heat/water, gas or liquid and solid fuels) are exchanged between these sectors, 
creating a multi-energy system (MES). The utilization of different energy carriers facilitates energy 
storage and enables the alignment of supply and demand in space and time. The water sector also 
plays an important role in integrated system designs for two reasons. Firstly, the water and energy 
sectors are interconnected in many ways, as water is needed for the production, storage and trans-
port of energy and vice versa. Secondly, the water sector faces similar goals and challenges as the 
energy sector, particularly in the context of climate change. An example is the higher probability 
of flood and drought events, impacting the reliability, security of supply and possibly safety of the 
water system. 

This research focuses on the integration of the water and energy systems within the built environ-
ment, and more specifically the neighborhood is chosen as a relevant unit of analysis. It explores 
how an integrated approach can contribute to the design of a neighborhood that provides clean 
(no CO2 emissions), affordable (costs of energy and water should not exceed regular market prices) 
and reliable (energy and water have to be available at all times) provision of the system services 
energy, water and transport. The main research question of this dissertation is:

How can an integrated renewable energy and water system at the 
neighborhood level be designed to provide energy and water in a clean, 
affordable, and reliable way? 

The results obtained are applicable mainly to EU countries with temperate to cold climates and 
warm summers, especially for neighborhoods located in villages and small to medium-sized cities. 
The research involves a combination of conceptual development, modeling and experimental 
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studies. In Chapter 2, a concept for an integrated renewable energy and water system for a neigh- 
borhood is presented that should fulfill the neighborhood system services energy, transport and 
water. Referred to as Power-to-H3 (Hydrogen, Heat, H2O), the concept comprises the conversion 
and storage of local energy sources (solar and/or wind) to hydrogen and heat and involves local 
storage and use of rainwater. Hydrogen is produced through electrolysis and used in the transport 
sector for fuel cell electric vehicles (FCEV). Heat is produced with a large-scale industrial heat 
pump which extracts thermal energy from surface water, and is subsequently stored in an aquifer 
thermal energy storage (ATES) at high temperatures (40-60°C). The stored heat supplies residential 
buildings and houses during winter via a low-temperature district heating network (DHN) ope-
rating at temperatures between 35 and 55°C. Additionally, rainwater is collected from a solar park 
and/or roofs and utilized for hydrogen production and household uses such as washing machines, 
dishwashers, and toilet flushing. 

To assess the energy balance (reliability) and costs (affordability) of the proposed concept, an 
hourly techno-economic simulation model is developed. This model is applied to a case in 
Nieuwegein (The Netherlands) with an 8.7 MWp solar park, a 2 MWel electrolyzer, a 2.5 MWel heat 
pump, and 900 houses. The simulation results demonstrate that the system effectively meets 
the heat demand of the houses throughout the year, as well as the specified water demands, and 
provides hydrogen for 540 FCEVs. The costs for production, storage and fueling of hydrogen are 
8.7 €/kg and for production, storage, transport, distribution and delivery of heat they are 26 €/GJ. 
Notably, both are lower than the user selling price of 10 €/kg for hydrogen and 34 €/GJ for heat in 
the Netherlands (based on 2018 price levels, excluding VAT). A further finding is that incorporating 
avoided costs associated with grid reinforcement and CO2 emissions could lead to a decrease in the 
price of 20% for hydrogen and 26% for heat. Consequently, the system is thus both reliable and 
affordable as well as clean (based on only renewable sources). 

In Chapter 3, the model is expanded with electricity demand and supply within the neighborhood, 
enhanced heat storage modeling and the inclusion of battery electric vehicles (BEV), collective 
battery systems, fuel cells and heat recovery from both electrolyzers and fuel cells. Moreover, the 
neighborhood size and demands are adjusted to resemble an average European neighborhood 
with 2000 households, divided evenly over terraced houses and apartments. Four 100% renewable 
neighborhood designs are compared with varying modes of system integration, including all- 
electric, power-to-heat and power-to-hydrogen, starting from an existing neighborhood (with 
energy label D). The study shows that the system costs are lowest in a system that combines 
power-to-heat, seasonal heat storage and power-to-hydrogen (Power-to-X), amounting to 2070 
€/household/year. This scenario also shows a most evenly distributed energy demand pattern 
over the course of the year. A slightly more expensive alternative is the scenario that combines 
hydrogen boilers and heat pumps (H2-hybrid) with 2175 €/household/year. Scenarios with elec-
tricity as the main energy carrier exhibit the highest system costs (All-electric/All-electric H2 with 
2320-2370 €/household/year). These higher costs are mainly attributed to higher retrofitting costs 
for buildings for insulation to energy label A standards and the costs for a (relatively large) heat 
pump. On the other hand, the costs for grid reinforcement in the all-electric scenarios are found to 
be a minor factor in the yearly household costs (50 €/household/year). Another significant finding 
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is that the local renewable energy supply in this neighborhood can fulfill up to 30-40% of the total 
energy demand (heat, electricity and transport). Thus, for existing neighborhoods, maintaining 
a connection with the larger energy system will still be important to fulfill energy demand in the 
future. In summary, this chapter shows that diversification in energy carriers at the household level 
can facilitate a fast transition to a clean energy system for existing neighborhoods while ensuring 
the reliability and affordability of the energy system. 

Where Chapter 2 and 3 give an overall perspective on a water- and energy system for a neighbor-
hood, Chapters 4-6 focus on specific aspects of the concept. In Chapter 4 seasonal heat storage 
is examined, as it is an important aspect of the Power-to-H3 concept which has received limited 
attention in other MES studies. In this chapter, a high-temperature ATES system is considered 
(HT-ATES) with 50-65°C infiltration temperature. The size of the neighborhood and its heat 
demand are aligned with the parameters established in Chapter 3 and heat is delivered by a 
low-temperature district heating network (DHN) with a minimum temperature of 40°C. This chap-
ter outlines the expansion and integration of the multi-energy system model from Chapter 2 with 
a numerical hydro-thermal model. By combining these two models, insights are obtained on how 
a HT-ATES system can be coupled to the heat pump of the neighborhood energy system. Several 
heat pump sizes (1/1.5/2 MWel), storage temperatures (50/65°C) and threshold temperatures of the 
HT-ATES (30/43°C) are compared in terms of their energetic and financial performance. To lower 
the threshold temperature of the HT-ATES system, an additional mode of operation is introduced, 
where the HT-ATES feeds the heat pump instead of the DHN. This mode of operation allows for 
prolonged heat delivery when the HT-ATES temperature drops below the temperature of the DHN 
(43°C). Furthermore, this extra mode of operation with a lower threshold temperature (30°C) is 
effective in delivering 6-12% extra heat compared to a normal threshold temperature (43°C) at 
limited additional costs. Consequently, it reduces the levelized costs of heat delivery, enhances 
the recovery efficiency of the HT-ATES and improves the overall MES efficiency. A lower condenser 
temperature (50°C vs 65°C) contributes as well to a 11-18% lower LCOE (levelized cost of energy, 
in this case heat) compared to a 65°C condenser temperature. Overall, the scenario with the most 
optimal balance between reliable (90% of the heat demand fulfilled in the first 10 years of opera-
tion) and affordable (13.8 €/GJheat) features a 1.5 MWel heat pump, 50°C condenser temperature and 
30°C threshold temperature. Moreover, the research shows that the integration of HT-ATES with 
power-to-heat allows for a heat pump that is up to 25% smaller compared to a system without 
HT-ATES, reducing both space requirements on the surface level as well as costs. Additionally, the 
integration of HT-ATES results in a more distributed electricity demand over the year. In conclusi-
on, the results show that the integration of HT-ATES in MES contributes to the design of a reliable 
(matching annual heat demand and supply) and clean energy system for a neighborhood.

Chapter 5 delves into another system integration aspect touched upon in Chapter 3, namely the 
utilization of waste heat from electrolysis. By focusing on this aspect, this chapter contributes 
to the further integration of different energy carriers (electricity, hydrogen and heat) within 
a multi-energy system. Initially, a potential design for a polymer electrolyte membrane (PEM) 
electrolyzer with heat recovery is presented, followed by a calculation of the waste heat potential, 
the efficiency of the electrolyzer system, and a cost calculation. The method is applied to three use 
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cases: (1) direct use of the waste heat by a heat consumer; (2) installation of a heat pump at the heat 
consumer to raise the waste heat temperature; and (3) delivery of the waste heat to a low-tempe-
rature district heating network (40-60°C). The analysis reveals that waste heat can be recovered 
by installing a tie-in on the cooling system of the electrolyzer. With this tie-in, a redundant 
system is established that secures a continuation of processes at both the electrolyzer and heat 
consumer regardless of heat delivery and demand fluctuations. The waste heat generated by the 
PEM electrolyzer is expected to have a temperature of circa 57°C. For a 2.5 MWel PEM electrolyzer, 
a heat exchanger of 400 kWth would be sufficient to recover the majority of the heat. The recovery 
of heat from the electrolyzer leads to an increase in stack efficiency of 76% to 90-91%. Further-
more, 14-15% of the electricity input to the electrolyzer stack can be utilized as heat, equivalent to 
approximately 16% of the heat demand of the neighborhood with 2000 houses from Chapters 3 
and 4. In terms of environmental impact, the waste heat from the electrolyzer contributes to CO2 
savings. If the waste heat replaces heat in the district heating network generated by a heat pump 
operating on grid electricity, the savings amount to 0.08 €/tonne of CO2. Alternatively, if the waste 
heat replaces natural gas, the savings range from 0.18 to 0.28 €/tonne of CO2. Economically, the 
recovery of waste heat from the electrolyzer demonstrates high feasibility when the waste heat 
can be utilized directly without the need for a heat pump (8.4-8.9 €/MWhheat). This cost range is at 
the low end of the range when compared to other industrial waste heat sources (6-46 €/MWhheat). 
When a heat pump is needed to increase the waste heat temperature to 100°C, the margin between 
costs for waste heat recovery and saved costs for natural gas is 2.9 k€/year, indicating a relatively 
small margin for a viable business case. However, if CO2 costs (of 60 €/tonne) are taken into 
account, the margin increases to 34.4 k€/year, thereby enhancing the feasibility. From a sensitivity 
analysis, it is clear that the heat transport distance between the electrolyzer and heat consumer 
is a very important factor in the economic feasibility. The critical threshold will vary per use case, 
and in this study, the distance is max. 1 km for heat delivery to the district heating network and 
up to 3 km for direct heat delivery to a heat consumer. In conclusion, this chapter highlights how 
electrolyzer waste heat adds value to an integrated energy and water system and further integrates 
the energy carriers electricity, heat and hydrogen. 

Besides the integration of different energy carriers, another important aspect of the Power-to-H3 
concept is the combination of water and energy within one system. This is particularly important 
in dense urban environments facing challenges such as air pollution, climate-change-induced 
drought, flooding and heat stress while having targets for renewable energy production as well. 
To most effectively utilize the available space, multifunctional buildings and roofs are necessary. 
Chapter 6 investigates a practical example of an integrated energy and water concept for a buil-
ding through an experimental study. This chapter introduces a roof concept that combines a green 
roof with capillary irrigation, rainwater storage, shower water suppletion, a constructed wetroof 
for shower water purification and a solar PV system. Previous research has shown that the evapo-
ration of plants can cool the air beneath solar panels, thereby increasing solar PV output. However, 
the availability of water is essential for this evaporation process. Conventional green roofs have no 
water storage, and thus water is only available in rainy periods, resulting in a halt of the evapot-
ranspiration process during dry periods unless (drinking) water is supplied. By combining rainwater 
storage on the roof with shower water purified by a constructed wetroof on the roof itself, a more 
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continuous water supply is ensured for vegetation, potentially enhancing the cooling effect, 
especially in dry (and warm) periods. To test this hypothesis, the blue-green solar PV system setup 
is compared to a bitumen roof with a solar PV system, on two identical rental apartment blocks in 
Amsterdam. The temperature of the roof, air and solar panels were monitored with sensors, as well 
as the humidity and electricity output of the system during 5 warmer months (June-October 2022). 
The results show a maximum temperature difference on the roof surface of 12°C (in the shadow), 
and 2.39°C on average (during daytime). Additionally, a difference in PV panel temperature is 
measured as well, yet only when the roof surface temperature is at least 4.64°C. Moreover, the 
findings indicate that, under similar irradiation, a solar panel on a blue-green roof is expected to 
produce 4.4% more electricity than a solar panel on a bitumen roof when air temperatures exceed 
10°C. Thus, this chapter not only shows that water and energy functions can be combined within 
one building, but that they do enhance each other as well. 

In Chapter 7, concluding remarks are given as well as recommendations for policymakers and 
future research based on the findings from the different chapters. Overall, the research has shown 
that it is possible to design an integrated energy and water system for a neighborhood in a clean, 
affordable and reliable way. The Power-to-H3 concept, which involves the integration of different 
energy carriers (electricity, heat, hydrogen), seasonal heat storage, integration of waste heat 
sources as well as combined energy and water elements, will contribute to a clean, affordable and 
reliable neighborhood design. 

Five design principles are proposed to address the ‘how’ aspect of the research question: 

1. Keep the connection with the centralized system, but stay as a neighborhood as much as 
possible within the boundaries of the current infrastructure connections.

2. In existing neighborhoods, explicitly include hybrid options (combinations of energy 
carriers) in the energy system.

3. Include the subsurface as an essential part of the neighborhood design. 
4. Look for multiple values from both an energy- as well as a water perspective.
5. Begin as early as possible with co-designing of both the energy as well as the water 

system in the neighborhood.

These design principles are intended for policymakers, researchers, (local) government officials 
and city planners and can be applied to the design or improvement of new as well as existing  
neighborhoods. Furthermore, the policy recommendations are offered based on the research 
findings and the parallel implementation process of the Power-to-H3 concept in Nieuwegein:

1. Create more low-regulation zones for testing and demonstrating new technologies.
2. Acknowledge that a transition is not incremental, and sometimes a step back is necessary 

to leap forward later on.
3. The societal business case should be leading in decision-making, not the individual 

business cases of stakeholders. 
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1 Behoud de verbinding met het centrale systeem, maar blijf als wijk zoveel mogelijk  
binnen de grenzen van de huidige infrastructuur

2 Neem in bestaande wijken expliciet hybride opties (combinaties van energiedragers)  
op in het energiesysteem

3 Neem de ondergrond mee als essentieel onderdeel van het wijkontwerp

4 Zoek naar meervoudige waarden vanuit zowel energie- als waterperspectief

5 Begin zo vroeg mogelijk met het gezamenlijk ontwerpen van zowel het energie- als het 
watersysteem in de wijk
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Samenvatting 

Ons energiesysteem transformeert van fossiele naar hernieuwbare bronnen als essentieel onder-
deel van de mondiale inspanningen om klimaatverandering tegen te gaan. Deze overgang naar 
een schoon energiesysteem brengt verschillende nieuwe uitdagingen met zich mee om energie 
betrouwbaar en betaalbaar te houden. Ten eerste dalen de kosten voor de productie van her-
nieuwbare energie, maar de beschikbaarheid van materialen kan een beperkende factor worden. 
Ten tweede zal het toekomstige energiesysteem grotendeels gebaseerd zijn op intermitterende 
energiebronnen (d.w.z. zon en wind) die niet altijd afgestemd zijn op de vraag en/of dicht bij de 
vraag zijn gelegen. Het wordt dus een uitdaging om vraag en aanbod op zowel temporele als 
ruimtelijke schaal op elkaar af te stemmen. Ten derde genereren de meeste hernieuwbare energie-
bronnen elektriciteit, die moeilijker op te slaan en te vervoeren is dan fossiele energiedragers, dus 
zijn er alternatieve duurzame energiedragers nodig. Ten slotte wordt meer decentrale productie 
toegevoegd aan een voorheen centraal georganiseerd energiesysteem, wat een uitdaging vormt 
voor de huidige opzet en capaciteit van de energie-infrastructuur.

Om deze nieuwe uitdagingen aan te pakken is een geïntegreerde systeembenadering nodig bij het 
ontwerp van ons toekomstige 100% hernieuwbare energiesysteem. In een dergelijk geïntegreerd 
energiesysteem worden verschillende sectoren, waaronder de elektriciteits-, gebouwde  
omgeving-, vervoers- en industriesector, gekoppeld en worden meerdere energiedragers (elektri-
citeit, warmte/water, gas of vloeibare en vaste brandstoffen) tussen deze sectoren uitgewisseld, 
waardoor een multi-energiesysteem (MES) ontstaat. Het gebruik van verschillende energiedragers 
maakt energieopslag makkelijker en maakt het mogelijk vraag en aanbod in ruimte en tijd op elkaar 
af te stemmen. De watersector speelt ook een belangrijke rol in een geïntegreerd systeemontwerp 
om twee redenen. Ten eerste zijn de water- en de energiesector op vele manieren met elkaar 
verbonden, aangezien water nodig is voor de productie, de opslag en het transport van energie en 
omgekeerd. Ten tweede staat de watersector voor soortgelijke doelstellingen en uitdagingen als 
de energiesector, met name in het kader van klimaatverandering. Een voorbeeld is de grotere kans 
op overstromingen en droogte, met gevolgen voor de betrouwbaarheid, de leveringszekerheid en 
mogelijk de veiligheid van het watersysteem. 

Dit onderzoek richt zich daarom op de integratie van water- en energiesystemen binnen de 
gebouwde omgeving, en meer specifiek wordt de wijk gekozen als relevante systeemgrens. Er 
wordt onderzocht hoe een geïntegreerde aanpak kan bijdragen aan het ontwerp van een wijk die 
voorziet in een schone (geen CO2-uitstoot), betaalbare (kosten van energie en water mogen niet 
hoger zijn dan reguliere marktprijzen) en betrouwbare (energie en water moeten te allen tijde 
beschikbaar zijn) voorziening van de systeemdiensten energie, transport en water. 
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De hoofdvraag van dit proefschrift luidt:

Hoe kan een geïntegreerd duurzaam energie- en watersysteem op wijkniveau 
worden ontworpen om op een schone, betaalbare en betrouwbare manier 
energie en water te leveren?

De verkregen resultaten zijn voornamelijk van toepassing op EU-landen met een gematigd tot 
koud klimaat en warme zomers, met name voor wijken in dorpen en kleine tot middelgrote 
steden. Het onderzoek bestaat uit een combinatie van conceptuele ontwikkeling, modellering en 
experimentele studies. In Hoofdstuk 2 wordt een concept voor een geïntegreerd hernieuwbaar 
energie- en watersysteem voor een wijk gepresenteerd dat moet voorzien in de systeemdiensten 
energie, vervoer en water. Het concept, dat Power-to-H3 (Waterstof – H2, Warmte - Heat, Water 
- H2O) wordt genoemd, omvat de omzetting en opslag van lokale energiebronnen (zon en/of 
wind) in waterstof en warmte, evenals lokale opslag en gebruik van regenwater. Waterstof wordt 
geproduceerd via elektrolyse en gebruikt in de transportsector voor brandstofcel-elektrische 
voertuigen (FCEV). Warmte wordt geproduceerd met een grootschalige industriële warmtepomp 
die thermische energie onttrekt aan oppervlaktewater die vervolgens bij hoge temperatuur (40-
60°C) wordt opgeslagen in een bodemenergiesysteem. De opgeslagen warmte wordt in de winter 
aan woongebouwen en huizen geleverd via een warmtenet op lage temperatuur dat werkt bij 
temperaturen tussen 35 en 55°C. Daarnaast wordt regenwater opgevangen van een zonnepark en/
of daken en gebruikt voor de productie van waterstof en huishoudelijk gebruik zoals wasmachines, 
vaatwasmachines en toiletspoeling. 

Om de energiebalans (betrouwbaarheid) en de kosten (betaalbaarheid) van het voorgestelde 
concept te beoordelen, is een uurlijks technisch-economisch simulatiemodel ontwikkeld. Dit 
model is toegepast op een casus in Nieuwegein (Nederland) met een 8,7 MWp zonnepark, een 2 
MWel elektrolyser, een 2,5 MWel warmtepomp en 900 woningen. De simulatieresultaten tonen 
aan dat het systeem het hele jaar voldoet aan de warmtebehoefte van de huizen, evenals aan de 
gespecificeerde waterbehoefte, en waterstof levert voor 540 FCEV’s. De kosten voor productie, 
opslag en tanken van waterstof bedragen 8,7 €/kg en voor productie, opslag, transport, distributie 
en levering van warmte 26 €/GJ. Beide zijn lager dan de verkoopprijs voor de gebruiker van 10 €/kg 
voor waterstof en 34 €/GJ voor warmte in Nederland (op basis van de prijsniveaus van 2018, zonder 
BTW). Een andere bevinding is dat het meenemen van vermeden kosten zoals netverzwaring en 
CO2-emissies kan leiden tot een prijsdaling van 20% voor waterstof en 26% voor warmte. Het 
systeem is dus zowel betrouwbaar en betaalbaar als schoon (uitsluitend gebaseerd op hernieuwba-
re bronnen).

In Hoofdstuk 3 wordt het model uitgebreid met elektriciteitsvraag en -aanbod binnen de wijk, 
verbeterde modellering van warmteopslag en de opname van batterij-elektrische voertuigen 
(BEV), collectieve batterijen, brandstofcellen en restwarmtegebruik uit zowel elektrolyzers als 
brandstofcellen. Bovendien zijn de omvang en de vraag van de wijk aangepast aan een gemiddelde 
Europese wijk met 2000 huishoudens, gelijk verdeeld over rijtjeshuizen en appartementen. Vier 
100% hernieuwbare ontwerpen voor wijken worden met elkaar vergeleken met ieder verschillende 
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niveaus van systeemintegratie, waaronder all-electric, power-to-heat en power-to-hydrogen, 
uitgaande van een bestaande wijk (met energielabel D). Uit de studie blijkt dat de systeemkosten 
het laagst zijn in een systeem dat power-to-heat, seizoenswarmteopslag en power-to-hydrogen 
(Power-to-X) combineert, namelijk 2070 €/huishouden/jaar. In dit scenario is de energievraag 
ook het meest gelijkmatig verdeeld over het jaar. Een iets duurder alternatief is het scenario 
dat waterstofketels en warmtepompen combineert (H2-hybride) met 2175 €/huishouden/jaar. 
Scenario’s met elektriciteit als belangrijkste energiedrager blijken de hoogste systeemkosten 
te hebben (All-electric/All-electric H2 met 2320-2370 €/huishouden/jaar). Deze hogere kosten 
zijn voornamelijk te verklaren door de hogere renovatiekosten voor gebouwen voor isolatie tot 
energielabel A-normen en de kosten voor een (relatief grote) warmtepomp. Anderzijds blijkt dat 
de kosten voor netverzwaring in de all-electric scenario’s een kleine factor zijn (50 €/huishouden/
jaar) in de jaarlijkse kosten voor huishoudens. Een andere belangrijke bevinding is dat de lokale 
hernieuwbare energievoorziening in de wijk maximaal 30-40% van de totale energievraag (warm-
te, elektriciteit en transport) kan invullen. Voor bestaande buurten blijft het dus belangrijk om een 
verbinding met het grotere energiesysteem te houden om aan de energievraag te kunnen voldoen. 
Samengevat laat dit hoofdstuk zien dat diversificatie van energiedragers op huishoudniveau een 
snellere transitie naar een schoon energiesysteem voor bestaande buurten kan faciliteren, terwijl 
de betrouwbaarheid en betaalbaarheid van het energiesysteem gewaarborgd blijft.

Waar Hoofdstuk 2 en 3 een breed perspectief geven op een water- en energiesysteem voor een 
wijk, richten Hoofdstuk 4 t/m 6 zich op specifieke aspecten van het concept. Hoofdstuk 4 gaat 
in op seizoensgebonden warmteopslag, aangezien dit een belangrijk onderdeel is van het Power-
to-H3 concept dat in andere energiesysteemstudies beperkte aandacht heeft gekregen. In dit 
hoofdstuk wordt een hoge temperatuur bodemenergiesysteem beschouwd (HT-ATES) met een 
infiltratietemperatuur van 50-65°C. De grootte van de wijk en de warmtevraag zijn afgestemd op de 
in hoofdstuk 3 vastgestelde parameters en de warmte wordt geleverd door een lage temperatuur 
warmtenetwerk met een minimumtemperatuur van 40°C. Dit hoofdstuk beschrijft de uitbreiding 
en integratie van het multi-energiesysteemmodel uit hoofdstuk 2 met een numeriek hydro- 
thermisch model. Door deze twee modellen te combineren worden inzichten verkregen over hoe 
een HT-ATES systeem kan worden gekoppeld aan de warmtepomp van het multi-energiesysteem. 
Verschillende groottes van de warmtepomp (1/1,5/2 MWel), opslagtemperaturen (50/65°C) en 
drempelwaarden van de HT-ATES (30/43°C) worden vergeleken in termen van hun energetische 
en financiële prestaties. Om de drempeltemperatuur van het HT-ATES-systeem te verlagen, 
wordt een extra bedrijfssituatie toegevoegd, waarbij de HT-ATES de warmtepomp voedt in plaats 
van het warmtenet. Deze bedrijfssituatie maakt een verlenging van de warmtelevering mogelijk 
wanneer de HT-ATES-temperatuur onder de leveringstemperatuur van het warmtenet (43°C) zakt. 
Verder is deze extra bedrijfssituatie met lagere drempelwaarde (30°C) effectief in het leveren van 
6-12% extra warmte in vergelijking met een normale drempelwaarde (43°C) tegen beperkte extra 
kosten. Daarmee leidt dit tot een verlaging van de genivelleerde kosten van de warmtelevering (de 
levelized cost of energy of LCOE, hier specifiek voor warmte), een verhoging van de terugwinning-
sefficiëntie van de HT-ATES en een verbetering van de algehele systeemefficiëntie. Een lagere con-
densortemperatuur (50°C vs. 65°C) draagt ook bij aan een 11-18% lagere LCOE in vergelijking met 
een condensortemperatuur van 65°C. Het scenario met de meest optimale balans tussen betrouw-



XVI

baarheid (90% van de warmtevraag vervuld in de eerste 10 bedrijfsjaren) en betaalbaarheid (13,8 
€/GJwarmte) bestaat uit een warmtepomp van 1,5 MWel, een condensortemperatuur van 50°C en een 
drempeltemperatuur van 30°C. Bovendien laat het onderzoek zien dat de integratie van HT-ATES 
met power-to-heat een tot 25% kleinere warmtepomp mogelijk maakt in vergelijking met een 
systeem zonder HT-ATES, waardoor zowel het bovengrondse ruimtebeslag als de kosten dalen. 
Daarnaast resulteert de integratie van HT-ATES in een meer gespreide elektriciteitsvraag over het 
jaar. Concluderend tonen de resultaten aan dat de integratie van HT-ATES in een multi-energiesys-
teem bijdraagt tot het ontwerp van een betrouwbaar (afstemming van jaarlijkse warmtevraag en 
-aanbod) en schoon energiesysteem voor een wijk.

Hoofdstuk 5 gaat in op een ander aspect van systeemintegratie dat in Hoofdstuk 3 aan de orde 
kwam, namelijk het gebruik van restwarmte uit waterstofproductie met elektrolyse. Door de toe-
spitsing op dit aspect draagt dit hoofdstuk bij aan de verdere integratie van verschillende energie-
dragers binnen een multi-energiesysteem (elektriciteit, waterstof en warmte). In eerste instantie 
wordt een potentieel ontwerp voor een polymeer elektrolyt membraan (PEM) elektrolyzer met 
warmteterugwinning gepresenteerd, gevolgd door een berekening van het potentieel aan rest-
warmte, het rendement van het elektrolyse systeem en een kostenberekening. De methode wordt 
toegepast op drie gebruikscases; (1) direct gebruik van de restwarmte door een warmteafnemer, (2) 
installatie van een warmtepomp bij de warmteafnemer om de temperatuur van de restwarmte te 
verhogen en (3) levering van de restwarmte aan een lage temperatuur warmtenet (40-60°C). Uit de 
analyse blijkt dat de restwarmte kan worden teruggewonnen door een afkoppeling te installeren 
in het koelsysteem van de elektrolyzer. Met deze koppeling wordt een redundant systeem opgezet 
dat de continuïteit van de processen bij zowel de elektrolyser als de warmteafnemer waarborgt, 
ongeacht de fluctuaties in de warmtelevering en -vraag. De door de PEM-elektrolyzer gegene-
reerde restwarmte heeft naar verwachting een temperatuur van circa 57°C. Voor een 2,5 MWel 
PEM electrolyzer zou een warmtewisselaar van 400 kWth voldoende zijn om het merendeel van de 
warmte terug te winnen. De terugwinning van warmte uit de elektrolyse leidt tot een verhoging 
van het stack-rendement van 76% tot 90-91%. Bovendien kan 14-15% van de elektriciteit die in de 
elektrolytische stack wordt gebracht, als warmte worden gebruikt, wat overeenkomt met ongeveer 
16% van de warmtebehoefte van de wijk met 2000 huizen uit Hoofdstuk 3 en 4. Wat de milieu-im-
pact betreft, draagt de restwarmte van de elektrolyse bij aan CO2-besparing. Als de restwarmte 
de warmte in het warmtenet vervangt die wordt geproduceerd door een warmtepomp die op 
netstroom werkt, bedraagt de besparing 0,08 €/ton CO2. Als de restwarmte aardgas vervangt, 
varieert de besparing van 0,18 tot 0,28 euro/ton CO2. Economisch gezien is de terugwinning van 
restwarmte uit de elektrolyse financieel gunstig wanneer de restwarmte rechtstreeks kan worden 
gebruikt zonder dat een warmtepomp nodig is (8,4-8,9 €/MWhwarmte). Deze kosten liggen aan de 
lage kant in vergelijking met andere industriële bronnen van restwarmte (6-46 €/ MWhwarmte). 
Wanneer een warmtepomp nodig is om de temperatuur van de restwarmte te verhogen tot 100°C, 
bedraagt de marge tussen de kosten voor restwarmte-terugwinning en de bespaarde kosten 
voor aardgas 2,9 k€/jaar, wat wijst op een relatief kleine marge voor een levensvatbare business 
case. Als echter met een CO2-prijs (van 60 €/ton) wordt gerekend, stijgt de marge tot 34,4 k€/
jaar, waardoor de haalbaarheid toeneemt. Uit een gevoeligheidsanalyse blijkt dat de afstand 
tussen de elektrolyse en de warmteverbruiker een zeer belangrijke factor is voor de economische 
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haalbaarheid. De drempelwaarde verschilt per casus, en bedroeg in deze studie maximaal 1 km 
voor warmtelevering aan het warmtenet en maximaal 3 km voor directe warmtelevering aan een 
warmteafnemer. Samenvattend laat dit hoofdstuk zien hoe restwarmte van elektrolyzers waarde 
toevoegt aan een multi-energie- en watersysteem en de energiedragers elektriciteit, warmte en 
waterstof verder integreert.

Naast de integratie van verschillende energiedragers is een ander belangrijk aspect van het 
Power-to-H3-concept de combinatie van water en energie in één systeem. Dit is met name van 
belang in dichtbevolkte stedelijke omgevingen die te maken hebben met problemen als lucht-
verontreiniging, door klimaatverandering veroorzaakte droogte, overstromingen en hittestress, 
terwijl er ook doelstellingen zijn voor de productie van hernieuwbare energie. Om de beschikbare 
ruimte zo effectief mogelijk te benutten, zijn multifunctionele gebouwen en daken nodig. Hoofd-
stuk 6 onderzoekt een praktisch voorbeeld van een geïntegreerd energie- en waterconcept voor 
een gebouw door middel van een experimentele studie. In dit hoofdstuk wordt een dakconcept 
geïntroduceerd dat een groen dak combineert met capillaire irrigatie, regenwateropslag, douche-
watersuppletie, een helofytenfilter voor de zuivering van douchewater en zonnepanelen. Eerder 
onderzoek heeft aangetoond dat de verdamping van planten de lucht onder de zonnepanelen kan 
koelen, waardoor de opbrengst van zonnepanelen toeneemt. De beschikbaarheid van water is ech-
ter essentieel voor dit verdampingsproces. Conventionele groendaken hebben geen wateropslag, 
en dus is water alleen beschikbaar in regenachtige periodes, waardoor het evapotranspiratieproces 
in droge periodes stopt, tenzij (drink)water wordt aangevoerd. Door regenwateropslag op het dak 
te combineren met douchewater dat door een helofytenfilter op het dak zelf wordt gezuiverd, 
wordt een meer continue watertoevoer voor de beplanting gecreëerd, waardoor het verkoelende 
effect, vooral in droge (en warme) perioden, kan worden versterkt. Om deze hypothese te testen 
is het blauw-groene dak met zonnepanelen vergeleken met een bitumen dak met zonnepanelen, 
op twee naastgelegen identieke appartementencomplexen in Amsterdam. De temperatuur van het 
dak, de lucht en de zonnepanelen werden gemonitord met sensoren, evenals de vochtigheid en 
de elektriciteitsopbrengst van het systeem gedurende 5 warmere maanden (juni-oktober 2022). 
De resultaten tonen een maximaal temperatuurverschil op het dakoppervlak (in de schaduw) van 
12°C, en gemiddeld 2,39°C (overdag). Daarnaast werd ook een verschil in PV-paneeltemperatuur 
gemeten, maar alleen wanneer de dakoppervlaktetemperatuur minstens 4,64°C bedraagt. Boven-
dien geven de bevindingen aan dat, bij gelijke instraling, een zonnepaneel op een blauwgroen dak 
naar verwachting 4,4% meer elektriciteit produceert dan een zonnepaneel op een bitumendak 
wanneer de luchttemperatuur hoger is dan 10°C. Dit hoofdstuk toont dus niet alleen aan dat water- 
en energiefuncties in één gebouw kunnen worden gecombineerd, maar dat ze elkaar ook kunnen 
versterken.
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In Hoofdstuk 7 worden conclusies geformuleerd en aanbevelingen gedaan voor beleidsmakers 
en vervolgonderzoek op basis van de bevindingen uit de verschillende hoofdstukken. In het kort 
heeft het onderzoek aangetoond dat het mogelijk is een geïntegreerd energie- en watersysteem 
voor een wijk te ontwerpen op een schone, betaalbare en betrouwbare manier. Het Power-to-
H3-concept, dat de integratie van verschillende energiedragers (elektriciteit, warmte, waterstof), 
seizoenswarmteopslag, integratie van restwarmtebronnen en gecombineerde energie- en watere-
lementen omvat, draagt bij aan een schoon, betaalbaar en betrouwbaar systeemontwerp voor een 
wijk. 

Er worden vijf ontwerpprincipes gepresenteerd die samen het “hoe”-aspect van de onderzoeks-
vraag beantwoorden:

1. Behoud de verbinding met het centrale systeem, maar blijf als wijk zoveel mogelijk binnen 
de grenzen van de huidige infrastructuur. 

2. Neem in bestaande wijken expliciet hybride opties (combinaties van energiedragers) op in 
het energiesysteem.

3. Neem de ondergrond mee als essentieel onderdeel van het wijkontwerp. 
4. Zoek naar meervoudige waarden vanuit zowel energie- als waterperspectief.
5. Begin zo vroeg mogelijk met het gezamenlijk ontwerpen van zowel het energie- als het 

watersysteem in de wijk.

Deze ontwerpprincipes zijn bedoeld voor beleidsmakers, onderzoekers, (lokale) overheidsambte-
naren en stedenbouwkundigen en kunnen worden toegepast op het ontwerp of de verbetering van 
zowel nieuwe als bestaande wijken.

Daarnaast worden drie beleidsaanbevelingen gedaan op basis van de onderzoeksresultaten en het 
parallelle implementatieproces van het Power-to-H3 concept in Nieuwegein:

1. Creëer meer regelluwe zones voor het testen en demonstreren van nieuwe technologieën.
2. Onderken dat een transitie geen incrementeel proces is, en dat soms een stap terug nodig 

is om later een grote stap vooruit te kunnen maken. 
3. De maatschappelijke business case zou leidend moeten zijn bij het nemen van beslissingen, 

en niet de individuele business cases van stakeholders. 
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Nomenclature 

Abbreviations

AC Alternating current

AEC Alkaline electrolysis cell

APX Amsterdam power exchange

ATES Aquifer thermal energy storage

BEV Battery electric vehicle

BGR Blue green roof

BiR Bitumen roof

BOP Balance of Plant

CAPEX Capital expenditure

CEDI Continuous electro de-ionization 

CHP Combined heat and power

COP Coefficient of Performance

DC Direct current

DHN District heating network

DOD Depth of discharge

EU European Union

FCEV Fuel cell electric vehicle

GHG Greenhouse gas 

GW Gigawatt

HHV Higher heating value

HP Heat Pump

HT-ATES High-temperature aquifer thermal energy storage

kW Kilowatt

LCOE Levelized cost of energy

LHV Lower heating value

MES Multi-energy system

MILP Mixed-integer linear programming model

MWh Megawatthour

OM Operation and maintenance

OPEX Operating expenditures

PEM Proton exchange/elektrolyte membrane

PPA Power Purchase Agreement
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PtH Power-to-Heat

PV Photovoltaic

RES Renewable energy systems

RO Reversed osmosis

SOEC Solid oxide electrolysis cell

TJ Terajoule

Symbols

α Capital recovery factor -

αp Solar cell temperature coefficient of power %/°C

η (recovery) Efficiency %

η
MES

MES efficiency %

ηmp Efficiency of a solar cell %

ηmp,STC Efficiency of a solar cell at standard test conditions %

ρ Density of water kg/m3

ρ0 Density of water at ambient groundwater temperature kg/m3

CAPEX
i

Capital expenditures for a unit i €/unit

cCO₂ CO2 price €/tonne

celectricity Cost of electricity €/kWh

cgas Cost of natural gas €/kWh

CMargin Margin between potential savings and costs for heat €/year

CMargin with CO₂ Margin between potential savings and costs for heat with CO2 pricing taken 
into account 

€/year

CO
2 savings

Saved costs by CO2-pricing of CO2 emission reduction €/year

CO
2,reduction,heat

CO2 emission reduction potential of replacing a fossil energy source with 
waste heat 

kg

COPHP Coefficient of performance of a heat pump -

COP10y avg Average COP of the heat pump over the run time (10 year average) -

Csavings Costs savings at the heat consumer €/year

cw Specific volumetric heat capacity of water kJ/K/m3

Ecost,i Costs of energy (in this case electricity) for system component i €/unit/year

EElec Electricity consumption of the electrolyzer kWh

E
electrolyzer stack,eff

Stack efficiency of the electrolyzer  %

E
heat,used

Heat from the electrolyzer used by a consumer kWhth

El
dem,10y avg

Average electricity demand of the total heat system over the run time (10 year 
average)

TJ/y 

En
del,10y avg

Average amount of delivered heat to the neighbourhood (10 year average) TJ/y 
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E
pump

Pumping energy kWh

E
spaceheat,total

Total space heat demand over a run period MJ

H Sensible heat J/m2

H
2,produced 

Amount of hydrogen produced kg

h
c

Convective heat transfer coefficient W/m2/K

∑HDH Sum of heat degree hours over a run period -

hDH_i Number of degree hours at hour t -

I Cell current A

Irr Irradiance W/m2

kWp kilowattpeak 

LC
i
 Levelized yearly costs for a specific system component i €/unit/year

LCOE
heat

Levelized cost of heat production €/GJ

LCtotal Total levelized yearly costs for the heat recovery installation €/year

LE Latent heat J/m2

L
i

Lifetime of a system component i years

Load
electrolyzer

Fraction of the full load of the electrolyzer -

N
u

Number of units -

OPEX
i

Operational expenditures and maintenance of system component i €/year

P Precipitation mm

PHE Heat exchanger capacity kWth

QH sensible heat flux W/m2

Q
heat,delivered

Part of the heat demand delivered by MES (HT-ATES + heat pump) GJ/year

Q
produced

Total amount of heat produced Watt

Q
spaceheat,i

Heat demand at time t MJ

r Discount rate %

RH Relative humidity %

Rn Net radiation J/m2

Rs Incoming short wave radiation J/m2

r
VB

Volume balance ratio -

T Water temperature °C

T
a 

Air temperature underneath the solar panel °C

T
air,i

Outside air temperature at time t °C

T
amb 

Ambient air temperature °C

T
ambient

Background temperature of the aquifer °C

T
base

Base temperature for heating °C

T
c
 Cell temperature °C

T
hot

Temperature of the hot well of the HT-ATES °C
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T
HP,cond

Outgoing temperature heat pump condenser °C

T
HP,evap

Ingoing temperature heat pump evaporator °C

T
inj

Injected storage temperature °C

T
P
 Back of panel temperature °C

T
S
 Roof surface temperature °C

T
warm

Temperature of the warm well of the HT-ATES °C

U
operating

Operating voltage of the electrolysis cell Volt

U
thermoneutral

Thermoneutral voltage Volt

v Wind velocity m/s

V
heatproduction

Yearly total extraction volume m3

V
heatstorage

Yearly total storage volume m3

v
in

Flow of water into the hot well m3/hr

v
out

Flow of water out of the warm well m3/hr

W Watt J/s

Subscripts

el Electric power

EL Electrolyzer

evap Evaporator

hd Heat demand

i System component

j Product type

th Thermal power
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1.1 Motivation 

To mitigate climate change, our energy system is transitioning from fossil fuels to clean energy 
sources without greenhouse gas emissions. This energy transition has multifaceted impacts 
at various levels, ranging from international arrangements such as the Paris Agreement [1] and 
European legislation [2] to national [3], [4] and local government plans [5], as well as changes on 
the level of individual households. Recent developments such as the war in Ukraine have only 
emphasized the need to reduce our energy consumption and switch to renewable energy sources, 
driven by geopolitical and cost considerations [6], [7]. In the EU, these developments have resulted 
in increased ambitions from 9% to 13% for energy consumption reduction in 2030 compared to the 
baseline projection from 2020, along with an increased 2030 target from 40% to 42.5%, aiming for 
45% for renewable energy sources in the gross final energy consumption [8], [9]. 

The mainly fossil energy system fulfilled certain goals, it had to be 1) affordable, 2) reliable, 3) 
safe and 4) should have security of supply (in terms of i.e. geopolitics) [10]. To create a sustainable 
energy system, van Wijk et al. (2023) [10] argue that we need four additional goals, namely 5) clean 
(no greenhouse gas emissions and other emissions to the air, water, and soil), 6) fair (equitable 
distribution of benefits and burdens), 7) circular (regarding material use) and 8) security of materi-
als. Thus, a sustainable energy system has eight goals to fulfill. Consequently, a sustainable energy 
system needs to have some radically different characteristics compared to a fossil-based energy 
system, which creates both opportunities and challenges, summarized in Table 1.1. Firstly, the 
transition entails a shift from a fuel cost-centered system to a material (cost) centered system. The-
refore, energy efficiency is no longer a core value for an affordable energy system. In a fossil-based 
energy system with a continuous need for (increasingly scarce) fossil fuels that mainly determine 
the energy price, efficiency is important. Conversely, in a renewable energy system, the investment 
costs (and thus material costs) associated with technologies like wind turbines or geothermal 
wells become predominant, while the marginal costs for production are low as no ‘fuel’ is needed, 
leading to low energy prices [11], [12] (Figure 1.1). However, the material use in a renewable energy 
system increases compared to a fossil-based system [13] and instead of fuel scarcity, material scarci-
ty becomes more important and thus the goals of security of materials and circularity. Additionally, 
renewable sources such as solar and wind in general require more space than fossil energy sources, 
which can become scarce as well. 

Secondly, there is a shift from an energy system where supply is easily adaptable to demand, to an 
energy system predominantly reliant on intermittent energy sources where spatial and temporal 
mismatches need to be solved. In a fossil-based energy system, the availability of power plants 
is reliable and there is a high security of supply due to large amounts of (seasonal and strategic) 
reserves. For instance, Europe has a gas reserve equivalent to 25% of its annual consumption [14]. 
Moreover, a system has been created with flexible power plants (such as gas power plants) that can 
quickly ramp up and down depending on demand. In contrast, renewable energy systems rely more 
on sources like solar and wind, which are subject to weather conditions and intermittent producti-
on patterns. Furthermore, variations in production costs (as depicted in Figure 1.1) are influenced by 
geographical factors such as irradiance, wind speed, and land costs. Solar energy, for example, will 
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on sources like solar and wind, which are subject to weather conditions and intermittent producti-
on patterns. Furthermore, variations in production costs (as depicted in Figure 1.1) are influenced by 
geographical factors such as irradiance, wind speed, and land costs. Solar energy, for example, will 
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be the cheapest to produce in a desert area, with high irradiation and low land costs. Offshore wind 
energy on the other hand is cheap to produce on the ocean, with high wind speed. In both cases, 
these favorable production locations are far away from the locations with high energy use, mostly 
at places with a high population density (i.e. cities). Hence, it is essential to address the temporal 
and spatial mismatch between energy supply and energy demand in the most reliable and afforda-
ble manner, while maintaining security of supply by i.e. means of storage. 

Thirdly, fossil energy sources such as oil, coal, and gas offer a wide range of applications, including 
fuel, electricity generation, and feedstock, whereas renewable sources exhibit less diversity at the 
point of production. While bioenergy can take various forms, geothermal energy primarily produ-
ces heat and, in some cases, electricity. Other main renewable sources (solar, wind), as illustrated 
in Figure 1.1, predominantly generate electricity. However, storing and transporting electricity is 
more challenging and costly compared to fossil fuels, which exist in the form of molecules [10]. 
Consequently, there is a need to convert renewable energy sources into alternative energy carriers, 
preferably in molecular form, to enable long-distance transportation, and for use as feedstock 
and for i.e. in industry and aviation [12], [15], [16]. Only through this transformation, a fully clean and 
affordable energy system can be established.

Lastly, there is a transition from a centrally organized energy supply to a hybrid system that com-
bines large-scale central production with decentral production closer to consumers, such as local 
biogas production or photovoltaic (PV) systems on buildings [17], [18]. Potentially, this can lead to a 
more fair energy system if people can cheaply produce their own energy. In countries all over the 
world (Japan, Brazil, Australia, Germany, China, and India) consumer-owned PV systems are or can 
be more affordable than grid electricity [19], whereby the exact potential will depend on available 
space, thus will i.e. not be possible in large and densely populated cities like Dubai, Singapore or 
New York. Yet, this comparison between local electricity production and grid electricity is flawed 
because a local PV system is not as reliable as grid electricity and the system costs for reliable 
supply are not included in a local PV system. In many cases, a local PV system owner also has a 
connection with an electricity grid which should solve the temporal mismatches in demand and 
supply. Thus, higher shares of local electricity production can pose challenges to the capacity and 
structure of our current electricity grid, impacting its reliability and safety, particularly in countries 
like The Netherlands, Germany, the UK or Australia [19]–[21] and leading to an increase in grid 
system costs [22]. 

Considering the above, the way we look at our energy system has to change to fulfill all eight 
energy system goals; affordable, reliable, safe, security of supply, clean, fair, circular, and security of 
materials.
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Figure 1.1 Global weighted average levelized costs of energy (LCOEs) – a way to show the average costs of energy 
generation over the lifetime of the production asset – shown as dots from newly commissioned, utility-scale rene-
wable power generation technologies. The bars show the 5% percentile (lowest value) and 95% percentile (highest 
value), and the fossil fuel costs range in light grey. Adapted from IRENA [11].

Table 1.1 Main differences between a fossil and sustainable energy system, including the challenge 
relating to the transition to a sustainable energy system and the energy system goals to which these 
challenges are related.

Fossil energy system Sustainable energy 
system

Transition challenges Goals

Fuel-based (fossil fuels), 
focus on energy efficiency

Material-based (no fuel 
needed), focus on costs

Shortage of materials 
and space can become a 
limitation

Security of materi-
als, circular, safe

Demand-oriented (supply 
can be quite easily adapted 
to demand), quickly 
responding power plants 
and large storage capacity

Intermittent supply, 
cheaper at good i.e. solar/
wind locations, not tailored 
and/or close to demand

Connecting supply and 
demand in space and at all 
times, including day, week, 
and seasonal timescales

Reliable, secu-
rity of supply, 
affordable

Multiple energy sources 
and carriers (gas, coal, oil, 
electricity)

Natural energy sources 
(sun, wind, geothermal, 
biomass) produce mainly 
electricity and heat at the 
point of production 

Transport and storage of 
electricity (and heat) is 
more difficult than for fossil 
carriers, thus other carriers 
are needed

Clean, affordable 

Centralized production, 
one-directional (source to 
consumer)

Decentralized as well as 
centralized production, 
multi-directional (multiple 
sources, consumers 
become prosumers)

The current design and 
capacity of the energy 
infrastructure are not yet 
suited to connect local 
renewable energy sources

Reliable, fair, safe, 
affordable
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1.2 An integrated approach

To deal with these transition challenges (Table 1.1), an integrated system approach could help 
to design our future 100% renewable energy system whereby energy supply and demand are 
matched both on a spatial and temporal scale. The need for an integrated view is expressed by the 
EU in its strategy on energy system integration and is defined as “... the coordinated planning and 
operation of the energy system ‘as a whole’, across multiple energy carriers, infrastructures, and 
consumption sectors” [23]. Related to the concept of system integration is sector coupling, which 
entails the coupling of i.e. the power sector, built environment, industry and transport, with energy 
carriers (electricity, heat/water, gas or liquid and solid fuels) moving between these sectors. Sector 
coupling assists in solving the transition challenges introduced in the previous section (Table 1.1), 
by diversifying energy carriers and energy demand. This diversification makes it easier to connect 
supply and demand in space and time by conversion and storage, and potentially to better distri-
bute energy carriers over different infrastructures. Water has a role to play as well in this integrated 
approach, as water and energy are to a large extent interrelated [24]–[26]. This water-energy nexus is 
further explained and explored in section 1.4.

The system integration approach is necessary at all energy system levels. Yet, this research will 
focus on the built environment, and more specifically neighborhoods. The built environment 
covers 30% of the global final energy consumption [27] and even 40% of Europe’s final energy 
consumption [28]. This research covers not all EU countries, but countries with higher heating than 
cooling demand, in a temperate or cold climate with a warm summer (Cfb & Dfb climatic zones 
in the Köppen-Geiger classifications [29]) such as Germany, Belgium, the UK, The Netherlands, 
Luxembourg, Northern France, Austria, Poland and Denmark. Additionally, the focus is not on very 
high-density cities like capitals, but more on neighborhoods in villages and small to medium cities. 
The system integration approach including sector coupling could be very useful here, to balance 
the system as much as possible on the local scale, before moving on to a higher geographical level 
in the energy system. Moreover, the challenges defined for the renewable energy system as a whole 
(Table 1.1) do to a large extent apply to a neighborhood as well. 

One specific example is the challenge of integrating a share of decentralized renewable capacity in 
centrally (source-to-consumer) organized grids. Especially in neighborhoods, decentralized pro-
duction of mainly solar PV is increasing, and 28% of global installed solar PV capacity was residen-
tial in 2021 [30], and by 2030 it is expected that almost 100 million households will have PV panels 
[19]. These solar PV installations can cause supply peaks in summer, creating pressure on the (local) 
electricity grid or leading to power quality issues [30]–[32]. In contrast, in our research focus area 
(temperate or cold climate) there is a high demand for heat during winter in neighborhoods (Figure 
1.2), and when all this heat would be produced with i.e. a heat pump, this means a significant rise in 
electricity demand at times when solar energy from roofs is not widely available. On the one hand, 
this could lead to high costs for the extension of the electricity grid, and on the other hand, grid 
extension does still not solve the mismatch between demand and supply. From a system integrati-
on approach, conversion of electricity to other energy carriers could be considered, complemented 
by diversification of energy demand, to reduce the pressure on the electricity grid. 
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1A possible way to diversify energy carriers would be the production and storage of heat (power-to-
heat) at times of oversupply of electricity, to be used for heating buildings or in industry [33]–[36]. In 
buildings, the focus is mostly on renewable electricity (i.e. solar panels), while heat demand in the 
form of space heating and hot water comprises 79% of the final energy demands of EU households 
[37]. The seasonal pattern of the gas demand of the North-West European countries indicates the 
need for longer-term storage as well (Figure 1.2). Another possible energy carrier is hydrogen, for 
example, produced via electrolysis (power-to-hydrogen), used for industry, transport, long-term 
energy storage, or buildings [38]–[41]. System integration will thus include sector-coupling, partly 
through conversion of electricity at times of oversupply, as well as storage for continuous supply 
[18], [42]–[45]. Combined with the decentralization of part of our energy production, this leads to 
local energy systems, also called integrated, decentralized, or multi-energy systems (MES). MES 
have been subject of study for about 20 years now [46]. In a MES the (local) use of renewable energy 
increases [47]–[50], less pressure is imposed on the electricity grid [36], [42], [51], supply and demand 
become better connected [42], [49], [52], and a MES could even lead to cost reductions [50]. Thereby, 
system integration on the neighborhood level is helping to solve the challenges of our future 
renewable energy system (Table 1.1).
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Figure 1.2 The North-West European gas demand per month, average values for the years 2016-2020 [53]. Countries 
included: Austria, Belgium, Denmark, Germany, France, Luxembourg, The Netherlands, Poland, UK. The difference 
between the lowest and highest demand is a factor 2.5 on average, yet can differ per country and within a month as 
well. 

Additionally, the neighborhood is a relevant unit of analysis within the concept of system integra-
tion. A neighborhood in this research is focused on houses only and has a size varying between 
900-2000 households. Within one household, it is hard to scale up solutions and connect different 
sectors. Studies on household multi-energy systems show they are in general not economically 
feasible, as opposed to the neighborhood level [54], [55]. Less storage capacity is needed on a 
neighborhood level as opposed to a household level because energy demand and supply can be 
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better balanced between households. For example, a community battery instead of home batteries 
reduces material needs and costs, making the system more affordable. Additionally, the amount 
of locally produced and consumed renewable energy is higher on a neighborhood level than on a 
house level because production and consumption patterns can be matched over multiple buil-
dings, contributing to a cleaner system. Three important system services are defined that have to 
be supplied to the residents in the neighborhood a clean, reliable and affordable way: energy (both 
electricity and heat), transport and water, which will be discussed in the next two sections. 

1.3 Insights on local energy system integration

A multi-energy system (MES) could be a possible solution to enhance a better balance between 
energy supply and demand in neighborhoods while being clean, reliable and affordable. How can 
such a neighborhood be designed to fulfill electricity, heat and transport demands? A complete 
off-grid system would be the most extreme example, but requires large amounts of storage of 
limited use and makes the system unnecessarily expensive, except for i.e. remote or island areas 
[55], [56]. Thus, a balance has to be found between affordability and reliability for a local system 
within the larger geographical (energy) system. 

From the available body of literature on MES, a distinction can be made between studies that most-
ly focus on power-to-gas [47], [57]–[62], on power-to-heat [34], [63]–[66], or both power-to-gas and 
power-to-heat [51], [67]–[73]. The power-to-gas studies have hydrogen production with electrolysis 
as a starting point. They mostly use hydrogen directly and couple the transport and power sectors 
by focusing on fuel cell electric vehicles (FCEV) [57]–[62], or include power-to-fuel by combining 
hydrogen with CO2 for methanation [47]. The work of Robinius shows the economic possibility of a 
dedicated hydrogen pipeline grid for Germany coupled with FCEV and seasonal hydrogen storage, 
as well the importance of a high spatial resolution in their calculations [57]. Additionally, the 
potential of coupling the power and transport sector to deal with surpluses of electricity over short 
time periods (days) is demonstrated in literature [58]. 

Several other studies focus on power-to-heat in neighborhoods, thus coupling the power and the 
building sector. In such a power-to-heat system, a combination of retrofitting measures and local 
energy sources and storage could lower the electricity demand peak with 73-79%, which contri-
butes to more reliability and less material cost for electricity grids [63]. Another study shows that 
more interconnections between heat and electricity lead to better economic and environmental 
performance [66]. However, most of these studies include combined heat and power (CHP) systems 
that use natural gas [51], [63], [64], [66], [67], or gas boilers in houses [65], so they do not consider 
100% renewable (clean) systems. 

Another group of studies combine both power-to-heat and power-to-gas with a focus on the built 
environment, thus providing heat and electricity to neighborhoods [51], [67]–[70]. Bartolini shows 
that a neighborhood energy system with multiple conversion technologies (batteries, heat pumps, 
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1thermal storage, and hydrogen) is cheaper than a system relying on batteries only [51]. Gabrielli et 
al. [67] applied the concept of multi-energy systems, including both power-to-heat and power-
to-gas, with a focus on minimizing total annual costs and total annual emissions. They included 
seasonal storage for hydrogen and short-term sensible heat storage on a yearly time horizon with 
hourly resolution. In a later publication, it was shown that power-to-gas (in this case hydrogen) is 
important to achieve zero operational CO2 emissions in a neighborhood and maximize renewable 
self-consumption [68], thus helps to realize a cleaner energy system. Petkov & Gabrielli mention 
that the seasonal shift (especially heat demand) is a relevant factor for MES design [70], and 
power-to-hydrogen as seasonal storage is a ‘last-mile’ technology to reach zero emissions.

Lastly, there is a group of studies that include power, buildings and transport [59]–[62], [71]–[73]. 
Studies by Oldenbroek et al. [59]–[62] show the potential of FCEV to balance the energy system via 
vehicle to grid with FCEV, in combination with seasonal hydrogen storage. These studies thus com-
bine the supply of electricity, heat (via heat pumps) and transport in a neighborhood. They indicate 
that 50% of the car fleet at 10% of its maximum capacity is enough to act as a storage medium in a 
neighborhood, even at extreme peaks in demand [61], [62]. Murray et al. [69] have made an extensive 
model, including building data, building retrofit rates and included both hydrogen and thermal sto-
rage for heating and electricity demand. In a later publication, transport was added to the model as 
well [71]. Optimization with pareto fronts was done both on CO2 emissions and costs, while always 
fulfilling the demands. Their results pointed out that both building retrofitting and renewable 
energy integration are necessary to meet the energy targets for buildings. This is one of the few 
publications on MES for neighborhoods that model heat storage, although it is modeled simplified 
with 1% heat loss per hour. The publication including the transport sector [71] showed that battery 
electric vehicles will be most important for transport in terms of costs and CO2 emissions, which is 
also what Mittelviefhaus et al. [72] concluded. Lastly, Maroufmashat et al. [73] considered an energy 
network in Canada with four hubs, including a school, a food distribution center, a residential 
house complex and a hydrogen refueling station, concluding that local hydrogen production is 
more beneficial than hydrogen import.

Considering the literature on MES systems for neighborhoods, it is clear that combining multiple 
energy carriers (electricity, heat/water, gas/hydrogen) can have both costs and environmental 
benefits, also compared to fully electric systems. Hydrogen is mentioned in these studies both as 
energy storage medium as well as employed in the transport sector. In power-to-heat studies, it is 
remarkable that seasonal heat storage is never really included, while other studies indicate that it 
can be an economically favorable option for heat storage [74]–[76]. When heat storage is mentioned 
in energy system publications, it is modeled over a short period or with simplified loss factors. 
These studies then merely conclude that heat storage is only an option for short periods (up to a 
week). This conclusion is related to the specific heat storage solutions that are considered, which 
are mostly hot water storage tanks with high loss factors [34], [69], [70], [77], [78]. Yet, there are other 
options for heat storage as well, such as aquifer thermal energy storage (ATES), phase-change 
materials or thermo-chemical storage (i.e. metal oxides) [79]. Especially ATES and thermo-chemical 
energy storage are feasible to store heat for longer periods of time (i.e. months). ATES is a proven 
technology, with lower levelized cost of storage than tank storage [80], but its potential appears to 
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have not been explored before in MES studies. Thus, in the current literature on power-to-heat  
and integrated energy systems for neighborhoods, seasonal thermal energy storage has been 
underexposed. 

1.4 The role of water in local energy systems

Next to the system services energy and transport, water is another essential system service in the 
daily lives of people, and the planet as a whole. It is connected to many sustainable development 
goals and has its own challenges; water availability, water pollution and flood risk [81]. At first sight, 
water and energy sometimes seem to be separate worlds, while there are many interlinkages. This 
interdependence is defined as the water-energy nexus [24]–[26], which is part of the water-energy-
food nexus. On the one hand, to produce and distribute clean water and transport and treat waste-
water, energy is needed. The water sector accounted for 4% of the global electricity consumption 
in 2020 (972 TWh) [82], and this amount is in absolute terms expected to double by 2040 because 
of more energy-intensive water production technologies (such as desalination), an increasing 
drinking water demand and higher level of wastewater treatment [24], [83]. On the other hand, to 
produce, store and transport energy, water is needed, either as cooling water or for the production 
of fuels (i.e. biofuels or hydrogen). The energy sector was responsible for 10% of the global water 
withdrawals in 2021 [84]. Depending on the energy transition pathway chosen, water withdrawals 
by the energy sector will probably decrease as PV and wind need no cooling water. The water use 
for energy, mainly cooling water, could be reduced by 38% by 2050 in the EU [25]. Conversely, water 
consumption could rise, for i.e. biofuels, concentrated solar power, carbon capture and storage or 
nuclear power [24], [25]. 

The studies mentioned above focus on the water-energy nexus on the global or continental level. 
When zooming in from the global and general interlinkages between the water and energy system 
to the neighborhood, connections between water and energy are found as well (Figure 1.3): 

• Water as an energy carrier in the form of heat or cold 
Although this water is not consumed, water is essential to distribute heat or cold 
from heat/cold sources to consumers via district heating/cooling networks [85]. 

• Water as a source for hydrogen  
To produce green hydrogen via electrolysis, stoichiometrically 9 liters (kg) 
of water are necessary to produce 1 kg of hydrogen. Yet, hydrogen can also 
be seen as a water carrier, because when hydrogen is converted back to 
electricity (and air/oxygen is added), this water is released again [86]. 

• Water as a means for energy storage 
Next to a transport medium, water is an important medium for heat and cold storage 
in the built environment [87]. Different forms of heat and cold storage exist, yet 
water is an often used and inexpensive medium for thermal energy storage (TES) 
[79], [88] in i.e. a tank, or underground storage (pit, borehole or aquifer) [87], [89]. 
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1• Energy recovery from water 
In neighborhood energy systems, energy can be recovered from different sources of 
water. Energy can be recovered from surface water, wastewater or drinking water, 
for both cooling [90] and heating purposes (mainly with a heat pump to increase the 
temperature) [91], [92]. Energy can be recovered directly in a house from shower water [93] 
as well. Lastly, sludge from a wastewater treatment plant is a form of energy [91], [94]. 

• Energy to operate the water system  
To operate the water system, energy is needed for drinking water extraction, treatment 
and transport, wastewater treatment and transport, drainage and surface water 
management [24]. The largest part of the energy demand is related to water heating 
in houses (‘Demand/consumption’ in Figure 1.3), accounting for 80% of the energy 
balance, with all other treatment and transport steps representing 20% of the energy 
use in the water cycle [95].  

Besides the physical interlinkages, the goals for a sustainable future water system are similar to 
a sustainable future energy system. Just as the energy system, the water system should provide 
water in a reliable (always available), affordable, clean (based on renewable energy), circular (reuse 
of waste materials from water treatment), safe (public health) and fair (distribution of benefits 
and burdens) way, with security of supply (available water sources, water storage) and security of 
materials (technology and consumables). Moreover, there are similar challenges within both the 
water and energy sector. Firstly, due to climate change, periods of drought as well as more intense 
precipitation and flooding will occur more often [81], [96], affecting both the reliability, security 
of supply and potentially safety (water quality). To solve problems of inundation and droughts, 
similar to energy storage, aquifer (water) storage and recovery could be an option [94], [97]–[99], 
making blue-green open spaces in cities very important [81], [99]. Secondly, there are trends toward 
integrated and decentralized water systems that depend more on local water supplies [94], [100], 
related to the system services safety (water quality), circularity and reliability. Thirdly, within such a 
decentralized water system, rainwater could be a form of water supply. The availability of rainwater 
is intermittent, like the production of renewable energy; and again it is a matter of balancing supply 
and demand in time and space (and thus reliability). 

In conclusion, we have seen that water plays a critical role in local energy systems, and there are 
quite some parallels between the water and energy sectors. This stresses the importance of not 
only focusing on the integration of the energy and transport within a neighborhood in a MES, but 
including water as well as an essential element of the neighborhood design [94].
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39

11.5 Research question 

In the existing literature on integrated systems for neighborhood system services (energy, trans-
port and water) some areas of research are underexplored and can be considered as knowledge 
gaps, based on the insights from 1.3 & 1.4. 

1. A lack of focus on 100% renewable systems 
Not many studies focus on 100% renewable energy systems for neighborhoods. 
Although it seems more of a future prospect, it is necessary to get a better grip on 
how 100% renewable (but not autarkic) neighborhoods could be designed, given 
the EU targets to be climate neutral in 2050 [2], as well as the Paris Agreement [1].  

2. Seasonal heat storage in MES is unexamined 
The role of seasonal heat storage in MES is largely unexamined, despite the role 
it could play in increasing the reliability of heat supply and its potential economic 
and environmental benefits [74]–[76]. Mavromatidis et al. (2019) asked themselves 
ten questions regarding MES modeling and stated that more methods have to be 
developed that bridge models focusing on specific sub-dimensions; “As scientists 
… [we] have to integrate and represent knowledge extending beyond the bounds of 
our own scientific disciplines” [101]. 

3. Limited attention for a combination of multiple energy carriers (electricity, heat, gas) in 
one neighborhood design  
Most studies focus on electricity and heat, or electricity and (a form of) gas, but stu-
dies integrating electricity, heat and (a form of) gas within a neighborhood are less 
common [71]–[73]. Nevertheless, more connections between these energy carriers 
reduce emissions and can increase reliability and affordability [51], [66]. Additionally, 
connections with industry near neighborhoods could be interesting as well for the 
utilization of waste heat [102], [103].  

4. Lack of an integrated approach to water and energy  
There is a lack of an integrated view on both water and energy within a neighbor-
hood system, despite the many interlinkages. Furthermore, both sectors face similar 
challenges, such as connecting demand and supply and more decentralization [94], 
and have to fulfill similar system goals (clean, reliable, affordable, circular, security of 
supply, security of materials, safe and fair). Knowledge exchange could therefore be 
useful to work towards a common perspective on future neighborhood design.
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Given the challenges for the transition to a sustainable energy system (Table 1.1) and the identified 
knowledge gaps, this research aims to contribute to the design of more integrated renewable 
energy and water systems for the urban environment. It was mentioned that there are eight system 
goals to fulfill (see 1.1), yet the focus of this dissertation lies mainly on the goals clean (no CO2 
emissions), affordable (energy and water are basic needs that have to be delivered at an affordable 
price to consumers, not exceeding current market prices) and reliable (energy and water have to be 
available at all times). Thus, the overarching research question is:

How can an integrated renewable energy and water system at the 
neighborhood level be designed to provide energy and water in a clean, 
affordable, and reliable way? 

By addressing this question, the research will provide valuable insights into how integrated sys-
tems can be designed to meet the needs of urban communities while contributing to a sustainable 
future. Through the course of this research, various aspects of system integration are explored, 
including different conversion and storage technologies, with a focus on energy and water. The 
objective is to assess more decentralized and integrated technologies that can enhance the reliabi-
lity and affordability of the system on the boundary condition of having zero greenhouse gas (GHG) 
emissions (and are thus clean). Meanwhile, the identified knowledge gaps will be addressed.

To achieve this, a combined energy- and water system for a neighborhood will be analyzed using 
modeling techniques from a techno-economic perspective. A simulation modeling approach 
was chosen as it allows to more accurately model physical processes [101] such as thermal energy 
storage. The approach is called the Power-to-H3 concept: involving power-to-Hydrogen, power-
to-Heat, water (H2O) and storage technologies to provide all neighborhood system services 
(energy, transport and water). The energy and water balances, economic viability and greenhouse 
gas emissions of this system will be investigated. Next to modeling the overall system, attention is 
given to specific system components that address the identified knowledge gaps on (high tempe-
rature) heat storage, further integration of power-to-gas and power-to-heat and the integration 
of water and energy within one system. The research will primarily concentrate on the Netherlands 
and a temperate to cold climate with warm summers (Cfb & Dfb climatic zones [29]) for data 
collection and case study selection. 
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11.6 Outline 

In order to answer the research question, this dissertation is divided into different parts, see 
Figure 1.4 for a graphical representation including the connection of the different chapters to the 
defined research gaps. Chapters 2 and 3 provide an introduction to the concept and modeling of an 
integrated water and energy system for a neighborhood and thereby contribute to all four know-
ledge gaps. Chapter 2 introduces the Power-to-H3 concept, which combines the production of 
renewable energy with the conversion and storage of both Heat and Hydrogen, and includes water 
(H2O). Via a techno-economic analysis of a Dutch neighborhood, it is investigated to which extent 
the proposed concept is reliable, affordable and clean. In Chapter 3, the dynamic simulation model 
for energy and water balances based on the Power-to-H3 concept is elaborated upon and applied 
to an existing neighborhood case by working out different energy system choices. Comparison 
between different scenarios is done based on the share of local energy use, peaks in demand and 
supply and (energy) system costs.

Apart from conceptual and modeling studies with an integrative approach, in Chapters 4-6 zoom 
in on different aspects of the Power-to-H3 concept, namely heat (Chapter 4), hydrogen (Chapter 
5) and water (Chapter 6) which all contribute to one of the identified knowledge gaps. In Chapter 
4 the focus lies on heat storage with high-temperature aquifer thermal energy storage (HT-ATES), 
thereby contributing to the knowledge gap 2 on seasonal heat storage within MES. In HT-ATES 
systems, groundwater is the energy storage medium. HT-ATES systems are relatively new and most 
of the modeling done merely looks at seasonal effects. By combining the subsurface modeling of 
HT-ATES systems with the hourly dynamics of the ‘ground-level’ Power-to-H3 model, new insights 
on the working mechanism of a HT-ATES system coupled to a MES are gained. The study described 
in Chapter 5 zooms in on hydrogen production with electrolysis, whereby the aspect of waste 
heat utilization is further explored, thus further integrating different energy carriers (electricity, 
hydrogen and heat, knowledge gap 3). Two use cases for the applications of electrolyzer heat are 
analyzed to gain insight on how and how much waste heat can be used to further enhance local 
system optimization. In Chapter 6, knowledge gap 4 on the integration of energy and water within 
a neighborhood is addressed by exploring the combination of energy production and water (re)
use within a building. The importance of blue-green spaces in cities increasingly and seemingly 
competes with energy production (i.e. PV panels on buildings). However, it could also be an option 
to combine green-blue roofs with solar PV systems, as part of a Power-to-H3 concept. It is inves-
tigated how different water and energy functions work together in one building, and whether the 
solar PV system benefits from the evaporation of the vegetation of the blue-green roof in terms 
of output power. The results of this thesis are synthesized in Chapter 7, including an answer to 
the overarching research question in the form of design principles, policy recommendations and 
subjects for future research. 

Chapters 2-6 have been written and can be read as independent work, and are based on different 
journal publications, slightly adapted for this dissertation. The work can thus be read as a complete 
text, but selective readers could go to the chapter of interest without missing essential informati-
on. Nevertheless, it is recommended to read Chapter 2 as an introduction to the overall concept.
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2 Introducing Power-to-H3:  
combining renewable electricity with 
heat, water and hydrogen production 
and storage in a neighborhood

“ The future we want needs to be invented,  
otherwise we will get one we don’t want ”

Joseph Beus

Abstract: In the transition from fossil to renewable energy, the energy system should become 
clean, while remaining reliable and affordable. Because of the intermittent nature of both renewa-
ble energy production and energy demand, an integrated system approach is required that includes 
energy conversion and storage. We propose a concept for a neighborhood where locally produced 
renewable energy is partly converted and stored in the form of heat and hydrogen, accompanied by 
rainwater collection, storage, purification and use (Power-to-H3). A model is developed to create 
an energy balance and perform a techno-economic analysis, including an analysis of the avoided 
costs within the concept. The results show that a solar park of 8.7 MWp combined with rainwater 
collection and solar panels on roofs, can supply 900 houses over the year with heat (20 TJ) via an 
underground heat storage system as well as with almost half of their water demand (36,000 m3) 
and 540 hydrogen electric vehicles can be supplied with hydrogen (90 tonnes). The production 
costs for both hydrogen (8.7 €/kg) and heat (26 €/GJ) are below the current end user selling price in 
the Netherlands (10 €/kg and 34 €/GJ), making the system affordable. When taking avoided costs 
into account, the prices could decrease with 20-26%, while at the same time avoiding 3600 tonnes 
of CO2 a year. These results make clear that it is possible to provide a neighborhood with all these 
different system services, completely based on solar power and rainwater in a reliable, affordable 
and clean way.

This chapter is based on the publication:  
E. van der Roest, L. Snip, T. Fens, and A. van Wijk, “Introducing Power-to-H3: Combining renewable electricity 
with heat, water and hydrogen production and storage in a neighbourhood,” Appl. Energy, vol. 257, Jan. 2020, doi: 
10.1016/j.apenergy.2019.114024. 
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2.1 Introduction 

Over the past century, the energy system has been focused on centralized fossil-based energy 
production and distribution. In the coming decades, this energy system will transform into a rene-
wable-based system, in order to limit the effects of climate change and due to the fact that fossil 
resources are exhaustive [1], [104]. In this renewable-based energy system, energy will be abundant 
[105] as prices for solar and wind based electricity are rapidly decreasing over the last few years [106]. 
The prices for solar and wind energy are the lowest at places with high solar irradiation or high 
wind speeds, such as in the middle of the Atlantic ocean, or in deserts, which are not necessarily 
places where most people live. Thus, we will need to find ways to convert and store this renewable 
energy in some form that we can transport it to the place where the energy is actually needed. A 
suitable energy carrier could be hydrogen [105], [107], either compressed, liquefied, or converted to 
ammonia. 

In addition to large scale centralized renewable energy production at mostly remote locations, 
there will be local, decentralized production of renewable energy, such as photovoltaic (PV) on 
roofs, PV parks or small wind parks. These decentralized forms of energy production will mainly 
be situated in or closeby urban areas, where space is scarce. Yet, there is a need to fulfil different 
services next to electricity, such as heat, water and transport. In these urban decentralized energy 
systems, there is an opportunity to utilize as much local energy as possible by applying different 
conversion and storage mechanisms to overcome the temporal mismatch in supply and demand. At 
the same time, these conversion and storage mechanisms should make optimal use of the limited 
space available.

How could decentralized renewable energy production combined with conversion and storage ful-
fil most of the neighborhood-system services? Solar or wind energy can fulfil the energy demand in 
a neighborhood and (partly) the transport service when electric cars are used. Currently, the energy 
used for transport is mainly based on gasoline or diesel, but electric driving is rapidly increasing 
[108]. The electric motor of an electric car can either be provided with electricity via a battery 
(BEV, battery electric vehicles) or via a fuel cell, which converts hydrogen to electricity within the 
car (FCEV, fuel cell electric vehicle). The batteries of electric cars could certainly be involved in 
day-night storage, but are less suitable for seasonal storage [109]. Additionally, when transport is 
electrified, this could lead to increased pressure on the electricity grid and again demand will not 
always match supply. 

Another part of the energy system service in neighbourhouds, next to electricity, is heat. In gene-
ral, most neighborhoods will have a surplus of (mainly solar) energy in the summer, while the lar-
gest part of their energy demand consists in the form of heat during winter. This heat demand will 
increasingly be electrified [110], [111], which results in a large unbalance between the surplus energy 
from roofs that is fed to the electricity grid in summer, and the high electricity demand of the heat 
pumps in electrified houses in winter. Moreover, a solar or wind park near an urban area needs a 
strong grid connection to feed its excess electricity to the grid in summer. Within a neighborhood, 
both effects could lead to inefficient systems and could cause problems at the connection with the 
high voltage grid, which results in a less reliable energy system [112]. 

H2
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In addition to these three energy-related services, water is very important in the urban environ-
ment. Coastal area’s worldwide will face challenges regarding salinization, because of increasing 
water demand, climate change and relative sea level rise [104], [113]. Even in a country with as much 
water as the Netherlands, the availability of freshwater can be limited, mostly in the western part 
of the Netherlands. Freshwater shortages should be prevented, which points out the need for a 
more robust freshwater provision. On a yearly basis, there is no freshwater shortage, but mainly a 
lack of storage capacity. Underground freshwater storage could contribute to large scale freshwa-
ter storage [97], [98]. In addition, water storage systems could help to reduce inundation by storage 
of excess water. This stresses the importance of not only focusing on electricity but to integrate 
the different services ( energy in the form of electricity and heat, transport and water) into one 
system within a neighborhood. 

The concept we propose is an integrated system for a neighborhood combining different system 
services. The system utilizes solar or wind energy to produce heat in summer or to produce 
hydrogen as an energy carrier and is thus an example of a Power-to-X system. The produced heat 
is stored in the subsurface, and during winter this stored heat is used to heat houses directly. The 
hydrogen is produced from peaks in the renewable electricity production and utilized as a transport 
fuel. Furthermore, rainwater is collected from solar panels, stored in the subsurface and used for 
hydrogen production and for a part of the water supply in houses. The system hereby fulfils the 
system services energy (Heat), transport (Hydrogen), and (partly) water (H2O) in a neighborhood. 
The concept is summarized by the term Power-to-H3, were the H stands either for heat, hydrogen 
or water (H2O). 

Besides being reliable, the purpose of this system is to be affordable and clean. For the system to be 
affordable, the production costs for each product should not exceed the regular market prices. As 
the market prices are influenced by the investment costs of the applied technologies, it is impor-
tant to note that most of the technologies applied in the concept are still influenced by economies 
of scale and learning. This means that in the near future, the system costs will decrease. Neverthe-
less, in this study the current costs of these technologies will be used to calculate the affordability. 
In order to be clean, the system should minimize environmental impacts, such as CO2-emissions. 
This means for example that the hydrogen production should avoid CO2 emissions, which means 
that only green hydrogen is part of the concept, which can be produced by using renewable energy 
to split ultrapure water into hydrogen and oxygen with an electrolyzer.

The combination of system services as described in the Power-to-H3 concept, especially of energy 
and water, is not often found in literature. It is highlighted that energy storage is necessary and 
therefore we should not only look to electricity storage, but integrate different sectors and energy 
storage technologies to create a smart energy system [114]. Different types of smart energy systems 
that focus on neighborhoods exist [59], [63], [67], [69], [115]–[118], but only few include hydrogen 
[59], [67], [69] and even less include hydrogen as a transport fuel [59]. Furthermore, water is never 
included in these studies. Heat production and storage for buildings or neighborhoods in aquifers 
are well-known techniques [119]–[121], and the heat system from Power-to-H3 is comparable to 
a low or ultra-low temperature district heating [122], [123]. However, in this concept the storage 
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temperatures (40-60°C) are high compared to the state of the art heat storage temperatures for 
seasonal storage (max. 25°C) that are mentioned in literature. Thus, the combination of fulfilling all 
neighborhood system services in addition to the high temperature seasonal heat storage make the 
Power-to-H3 concept an unique and innovative system. 

The objective of this chapter is to introduce a reliable, clean and affordable integrated energy and 
water system for a neighborhood. In the next sections we will further explain the general Power-
to-H3 concept (Section 2.2). The concept will be evaluated with a techno-economic analysis based 
on a simulation model (Section 2.3), to determine whether the concept can fulfil its goals to be 
reliable, affordable and clean. In the economic analysis, we include avoided (social) costs, as the 
concept illustrates the importance to think about urban energy supply and demand at a system 
level. The concept will be applied on an existing case of a neighborhood in the Netherlands (Sec-
tion 2.4). Here, the first steps towards realization of a first Power-to-H3 system are taken, based 
on a 8.7 MWp solar park and a neighborhood of 900 houses. The concept will thus be applied on 
an existing neighborhood with the final aim to realize as many Power-to-H3 elements as possible. 
Results will be shown in Section 2.5. Finally, we will discuss the findings and draw conclusions 
(Section 2.6 & 2.7).

2.2 System description

To be able to match demand and supply during every moment of the year in a reliable, affordable 
and clean way, Power-to-H3 focuses on a novel energy and water system for a neighborhood. This 
proposed system can be divided into the energy source, conversion, storage and consumption. 
Within consumption, there are demands for demi water, heat, electricity and transport (see the left 
side of Figure 2.1). The sources consist of wind turbines, PV panels that include rainwater collection 
and a source for heat production, represented here as surface water, but air could be an option too. 
In order to connect the sources with the consumption, different conversion and storage techni-
ques are proposed (see Figure 2.1). 

The heat demand is met by storing heat (water) with a heat pump in a warm aquifer (40-60 °C), 
while the return flow of the heat grid is stored in a medium temperature aquifer (15-30°C). The 
electricity supplied by the wind turbines and PV panels is converted from DC to AC in order to be 
used within households. In addition, this electricity is converted to hydrogen in order to fulfil the 
transport service and cover short term fluctuations within supply and demand of electricity. The 
production of hydrogen requires water which is supplied by the rain water collection after purifica-
tion in a reverse osmosis system. As the rain water is in excess compared to the hydrogen demand, 
the remainder of water fulfils part of the demi water demand in the neighborhood. The subsystems 
are described in more detail in the following paragraphs. 
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Figure 2.1 Overview of the Power-to-H3 concept with neighborhood system services as consumption the left, con-
version and storage technology in the middle and renewable energy and water sources on the right side of the figure. 

When proposing this integrated concept, we do not advocate that neighborhoods should be 
autark systems. When supply and demand do not match within the neighborhood, the local system 
will communicate with the large scale energy system via the electricity grid, or via the energy 
carriers produced from large scale wind and solar parks at other places in the world to resolve the 
unbalance. This communication increases the reliability of the system. Thus, in the current system 
design, we assume that the electricity demand from houses is fulfilled with solar PV on roofs and 
a grid connection and any excess electricity from houses is sold to the electricity grid. This means 
that the electricity demand of households is not included in the concept at this moment, but the 
heat, water and transport demand are. 

2.2.1 Electricity to heat 

During summer, when there is an abundance of solar power that cannot be used directly, electricity 
is converted to heat by a large scale heat pump. The heat pump produces heat with an output 
(condenser) temperature of 40-60˚C. The heat source for the heat pump is surface water. As the 
heat pump mainly runs during summer when the surface water temperature is relatively high, the 
operation results in a high coefficient of performance (COP) of the heat pump. When surface water 
is not available, an air-source heat pump could be used as well.
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The produced heat is stored in an Aquifer Thermal Storage (ATES)-system with two or three wells, 
also called a (high temperature) geothermal doublet/triplet [124]. One warm well is used for the 
storage of the 40-60 ˚C heat. The medium well is used to store the return flow from the district 
heating network that connects the houses to the ATES-system as shown in Figure 2.2. Additionally, 
the system could be extended with a third cold well for cooling purposes, but this aspect is not 
covered in this study. 

Storage of heat at this temperature is a relatively new concept, as the standard storage temperatu-
re in the Netherlands is around 25˚C [125]. Yet, storage of heat at higher temperatures can increase 
both energy storage capacity and overall energy efficiency [126], [127]. Firstly, by eliminating heat 
pumps in households and saving space. Secondly, by enabling the use of the energy in a more 
balanced way as this approach eliminates the use of electricity in the winter for heating, when the 
power output of the solar panels is low.
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Heat 
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15-30˚C 15-30˚C 

35-55˚C 

15-30˚C 

Neighborhood

Aquifers
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Heat

exchanger 

5-22˚C

Figure 2.2 Overview of the heat system in the Power-to-H3-concept, with a large-scale heat pump, aquifer thermal 
storage and a district heating network.
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2.2.2 Electricity to hydrogen 

Electricity can also be stored as hydrogen which acts as an energy carrier. This carrier can fulfil 
different functionalities in the future energy system, as means of energy storage, high temperature 
heat, transport, feedstock for industry or even use in households [107]. In the Power-to-H3 concept, 
hydrogen will be used for transport as well as storage of energy. In this study, we mainly consider 
the utilization of hydrogen as a transport fuel for cars as they are mainly used by the inhabitants of 
the neighborhood. Earlier research has shown the role that hydrogen could play within a neigh-
borhood, with the car as power plant concept [59]. Fuel cell electric vehicles (FCEV) are seen as an 
important trend in the automotive industry and are expected to have similar shares to electric, 
hybrid and internal combustion cars by 2040 [128]. Furthermore, prices will decrease rapidly when 
mass production starts, similar to the current trend of electric vehicles [107].

Figure 2.3 gives an overview of the hydrogen production in the Power-to-H3 system. Hydrogen is 
produced at 30 bar in the PEM electrolyzer and subsequently compressed to 200 bar, to allow more 
efficient transportation to a fueling station by a tube trailer, as shown in Figure 2.3. In this study, 
the PEM electrolyzer is chosen for the concept, because its characteristics seem to fit best when 
converting intermittent solar power, in a system that should fit within a neighborhood and with 
hydrogen that needs to be pressurized for transport [129]. After arrival at the fueling station, the 
hydrogen is compressed further to 900 bar. Cars can tank around 5-6 kg of hydrogen at 700 bar via 
hydrogen dispensers, which gives them a driving range of 500-600 km. 
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Figure 2.3 Overview of the hydrogen system in the Power-to-H3 concept, including hydrogen production by 
electrolysis, compression, transport and fuelling infrastructure.
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2.2.3 From rain and electricity to demi water production

The production of hydrogen requires very pure water (or demi water), that will be produced from 
rainwater captured from solar panels. In general, the amount of water captured from solar panels is 
abundant in comparison with the water necessary to produce hydrogen. One solar panel of 270 Wp 
in the Netherlands could produce around 230-240 kWh/year [130], enough for the production of 
around 4 kg of hydrogen. For 4 kg of hydrogen, about 36 L of demi water is needed, which requires 
with conversion and losses no more than 80 L of rainwater. However, this same solar panel could 
capture about 1,300 L of rainwater a year, based on average precipitation of 880 mm per year in the 
Netherlands [131], leaving a substantial amount of demi- or rainwater available for other purposes. 
This demi water could be stored and used in the neighborhood, for specific applications such as 
the dishwasher and washing machine, to save on detergent use and to prolong the lifetime of the 
appliances. Other possible uses are watering of green areas within the neighborhood in the dry 
summer season with stored rainwater. 

The design of the (demi)-water system in the Power-to-H3 concept is shown in Figure 2.4. Rainwa-
ter is caught from roofs (via the gutter) or solar panels with a draining-off system. The rainwater 
is filtered and then stored in an aquifer as freshwater buffer [97], [98]. When there is a demiwater 
demand, water is taken from the buffer and purified to demi water quality by a reversed osmosis 
installation. A ground level tank serves as a demi water buffer for the neighborhood and as a basis 
for Continuous Electro De-Ionization (CEDI). During this process, ions in the water are removed 
under influence of an electric field in combination with cation and anion membranes [132]. Further-
more, ionic resins are used to accelerate the process. After this step, the water has a conductivity of 
less than 0.1 µS/cm, which is suitable as input for the electrolyzer. 

The demiwater demand of households is fulfilled via a separate water network and used in, for 
example, washing machines and dishwashers. The water from aquifer storage could also be utilized 
directly for watering of green areas in the neighborhood.
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Figure 2.4 Overview of the water system within the Power-to-H3 concept, which consists of rainwater catchment, 
aquifer storage, purifying by reversed osmosis and continuous electro de-ionization for an extra purification step in 
case the water is used as a source for hydrogen production.
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2.3 Methodology 

In order to analyze whether the Power-to-H3 concept could result in a reliable, affordable and clean 
energy and water system for a neighborhood, we developed a simulation model. This model is able 
to perform hourly calculations for at least one year or a multitude of years. It provides the energy- 
and water balance (reliable), economic (affordable) and environmental calculations (clean). 

Figure 2.5 shows the model structure, with the model input on the left side, which is specified per 
case and is further described in Section 2.3. The calculations section of the model (in the middle 
of Figure 2.5) include the calculations for conversion and storage of electricity, heat, water and 
hydrogen. Between those systems, there is interaction on an hourly basis. This interaction is 
partly determined by a scheduling strategy that distributes the available renewable energy over 
the different system components, which is further explained in section 3.1.3. All calculations and 
inputs from the different parts of the model are integrated within hourly time-steps, which results 
in the model output shown at the right hand side of Figure 2.5. The energy and water balance are 
monitored and adjusted every hour, while the economic and environmental calculations are carried 
out at the end of a run.

The most important input for the energy and water balance is explained in the next paragraph, 
followed by the environmental analysis and finally the economic calculations. Lastly, we zoom in 
on the avoided costs that are an integral part of the Power-to-H3 concept, and how those could 
partly be included in the business case.
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Figure 2.5 Overview of Power-to-H3 model structure with the model input, calculations with for the different system 
services (water, hydrogen, electricity and heat) as well as the model outputs. 
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2.3.1 Reliable, the system components

2.3.1.1 Input
Within the Power-to-H3 concept, the balance between supply and demand of both water and 
energy is checked every hour during the simulation. Therefore, the model has input in the form of 
external supply and demand patterns. The supply patterns include weather data about solar irradi-
ation, temperature and rain, as well as the surface water temperature. The energy demand includes 
parameters such as the heat demand per house, amount of houses, yearly hydrogen demand or size 
of equipment. Those patterns and parameters depend on a specific case and are therefore specified 
in Section 2.3. The economic parameters are further explained in Section 2.2.2. 

2.3.1.2 Conversion and storage calculations
For energy supply and conversion, the most important energy parameters are summarized in Table 
2.1. To balance supply and demand, there are options for 1) heat storage in the subsurface, 2) water 
storage in the subsurface and buffer tanks, and 3) hydrogen storage in high- pressure tanks. The 
buffers should always be able to fulfil a minimum demand for hydrogen, heat or water. In addition, 
all storage media have a specified maximum storage capacity. The main objective of the storage 
systems is to distribute the available energy in such a way that the storage levels are kept on a 
predetermined acceptable level. 

Table 2.1 Important technical and energy parameters within the Power-to-H3 model.

System element Energy consumption/efficiency

PV system 17%a

Heat pump COP = 7.5 – 0.07 (Tcond (out) – Tevap (in))
b

Infiltration temperature warm aquifer (Tcond (out)) 65˚Cc

Electrolyzer (PEM) 50 kWh/kgd

RO system 90%e

Electricity conversion (AC/DC and DC/AC) 95%f

a Report from IRENA [106] 
b Based on Dorin software [133] 
c Bases on different configurations for the heat system [134]  
d Combined number for electrolysis, gas cleaning and compression to 200 bar, based on literature [107] and  
   commercially available information from Thyssenkrup [135] and Hydrogenics [136] 
e On water basis, based on expert knowledge (Hans Huiting & Emile Cornelissen, KWR, 21-02-2017) 
f Assumption, based on [63]

Heat
A maximum heat storage capacity is defined that varies over the year. The purpose of the heat 
storage is to balance the seasonal difference in supply and demand of energy. Therefore, most heat 
will be produced in summer, while the largest heat demand occurs in winter. In addition, there 
should be a sufficient amount of heat stored to fulfil the demand, without creating an oversupply 
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of heat. An oversupply of stored heat will degrade over time resulting in efficiency losses for the 
heat system. If at any moment in time the heat storage system has not enough heat stored to fulfil 
the heat demand, heat is produced directly with the heat pump based on grid electricity while 
utilizing surface water as a heat source. This ensures a reliable system operation.

In order to comply with these requirements, a heat storage pattern is developed whereby the total 
heat demand is divided over the year. Each week a certain percentage of the total heat demand is 
added to the maximum amount of heat that is allowed to be present in the aquifer at that moment. 
Every hourly step a check is performed of how much heat can be stored at that hour based on the 
available produced energy and if this agrees with the amount of heat that can be stored in that 
week. If the weekly value is already reached, the storage of heat is paused until the next week.

The amount of heat stored needs to exceed the heat demand to take the losses during heat storage 
into account. Therefore, the weekly heat storage values are multiplied with a certain factor. In 
equation 2.1, the relationship between the weekly maximum storage values and total heat demand 
is shown.

(2.1)

Where  (kWh) is the maximum amount of heat stored in a certain week,  
(%) the percentage of the total heat demand that can be stored in that week. With surface water 
and electricity from PV as a heat source, the heat storage can only be filled in the summer period. 
Therefore, the weekly storage value is set to 0 from November up until the end of February. From 
March to October, the surface water temperature is expected to be high enough to extract heat, 
with a peak in late summer. Solar irradiation is expected to peak in June and July. Based on this 
knowledge, a storage pattern was created that starts ascending from around 1% in March to 4,6% 
in July and August, and starts decreasing again to 1% in October.  (kWh) is the total annual 
heat demand and is a factor that takes the heat losses during storage into account. In this study, 
the factor is 1.2, as a heat loss in the subsurface of approximately 20% is assumed. This factor is 
determined by an iterative process and will change depending on the size and temperature range 
of the system and can therefore not be generalised. 

Hydrogen
Hydrogen is stored at a pressure of 200 bar in tanks on tube trailers. At the hydrogen fuelling stati-
on, there is a 200 bar buffer tank installed as well. If the volume in this storage tank comes below a 
certain minimum, while there is not enough hydrogen produced yet to refill the tank, hydrogen can 
either be produced with electricity from the grid or be bought from an external source, again ensu-
ring a reliable system. When the maximum hydrogen storage capacity is reached, a full hydrogen 
tank is transported to the hydrogen fuelling station or a third party. Meanwhile, the system starts 
filling a new tank or tube trailer with hydrogen.
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Water
Water is stored in the subsurface and partly in buffer tanks. If the buffer tanks reach a certain 
minimum level, they are filled with water from the aquifer. If there is not enough rainwater stored 
at that time, ground water can be used as a source for (pure) demiwater production, as long as the 
system is in balance over a period of a number of years. 

Another option to fulfil a shortage of pure water would be to buy pure water from an external 
source. For water storage in the subsurface, there is no real maximum, but the difference between 
the infiltrated volume and restrained volume is provided. If over a number of years, the infiltrated 
volume is significantly larger than the restrained volume, it is possible to withdraw some extra 
water for irrigation in summer months, while at the same time creating a balanced water storage 
system.

2.3.1.3 Scheduling strategy
The available energy in the form of solar or wind electricity can be distributed over at least three 
different alternatives; producing hydrogen, producing heat or feeding electricity into the grid. 
The model thus needs an energy distribution strategy and we decided to design two distribution 
scenarios. The first one is to ensure reliable heat production where the use of locally produced 
energy is maximized, while hydrogen can be imported from external sources. With this scenario, 
priority is given to heat production, whereby the generated electricity is in principle allocated 
to the heat pump. If the amount of available renewable electricity is larger than the capacity of 
the heat pump, or when the warm aquifer if full enough for that moment in time, the electricity 
is available for the electrolyzer. When there is still renewable electricity left after usage by the 
electrolyzer, this is fed into the electricity grid. However, if the demand for hydrogen is higher than 
the production by the electrolyzer with the available energy, this means that hydrogen has to be 
imported from elsewhere.

The other option is to produce all heat and hydrogen on-site in a reliable way. In this scenario, 
there is a priority for hydrogen production, which means the electricity from the solar panels and 
wind turbines is first available for the electrolyzer. When the electrolyzer runs at full capacity, the 
remainder of the generated electricity is allocated to the heat pump. Whether this electricity is 
used to produce heat by the heat pump depends (as before) on the capacity of the heat pump and 
on the amount of heat already stored in the aquifer. If there is still renewable electricity available, it 
is fed into the electricity grid. 

When hydrogen is set as a priority, there should always be enough hydrogen to fulfil the hydrogen 
demand at the fuelling station. Therefore, electricity is bought from the grid if the level of the 
hydrogen buffer tank comes below a certain level ensuring the production of hydrogen on site. 
Furthermore, there is an obligation to fulfil the heat demand of the neighborhood at any time, 
because heat cannot be easily imported. Hence, it is possible to buy electricity from the grid to fill 
the heat storage, whereby the user sets the maximum price for electricity. Moreover, if the warm 
aquifer should become empty at any moment, the system switches over to direct heat production 
with electricity from the grid, with surface water as a heat source. 
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2.3.2 Affordable, the system economics

The Power-to-H3 system aims to be affordable, which means that the costs should not be higher 
than regular market prices. Table 2.2 shows the current market prices used for the different 
products, based on the Dutch prices for heat, hydrogen and drinking water. The heat price consists 
of a fixed charge per year and price per GJ, to have a fair comparison with the price for heat from a 
Power-to-H3 system, we have chosen to combine this two cost factors in one price per GJ based 
on an average heat demand of a well isolated Dutch house. To check whether the Power-to-H3 
system is affordable, we then calculated the production costs for the different products and check 
whether the production cost exceeds the current market price for this product. If needed, these 
market prices can easily be adjusted to match prices in other areas. 

Table 2.2 Product market prices used to calculate the affordability of the Power-to-H3 system.

Product Price (VAT excluded)

Hydrogen 10 €/kga

Heat – price per unit 22.5 €/GJb 34 €/GJc

Heat – fixed charges 252 €/yearb

Heat – connection costs (one occurrence) 821 €b 

Demiwater 1.4€/m3 d

a This value is not market driven, but currently used as hydrogen price because the costs per km driven are on the 
same level as gasoline. 
b Based on the regulations for heat delivery by the Dutch authority for consumers and market (ACM) [137]. 
c Based on an average heat demand of 22 GJ/year for a well isolated Dutch house [138], [139] 
d Approximate price for drinking water in the Netherlands [140]

The production cost per product is calculated according to equation 2.2: 

(2.2)

Where  (€ per GJ, kg or m3) represents the production costs for a certain product 
j, being either hydrogen, heat or water. The right-hand side of the equation represents the sum of 
the yearly costs of the components i that are part of a certain system, divided by the total yearly 
production in kilos of hydrogen, gigajoules (GJ) of heat or cubic meters (m3) of pure water. Here the 

 (€) covers the capital expenditures for a particular system component i (i.e. the electroly-
zer, compressor or storage tank) and  (€/year) represent the operational expenditures for a 
particular system component.  (€/year) are the electricity costs for a system component i and 
lastly  (in GJ, kg or m3) is the amount of heat, hydrogen or water sold during a year. 
The capital recovery factor (α, no unit) in equation 2.2 is calculated according to equation 2.3.
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(2.3)

With α the capital recovery factor (no unit), r the discount rate (in %) and  (year) the lifetime of a 
particular system component i. 

The most relevant economic parameters for the calculations from equations 2.2 & 2.3 are shown in 
Table 2.3, based on current technology costs. All those parameters could be adjusted to adapt the 
model to different locations, scales or new developments.

Table 2.3 Relevant economic parameters in the Power-to-H3 model, based on current costs of 
technology.

Cost(function) for CAPEX Operation and 
maintenance (OM)

Lifetime in 
years

System elements

Solar Park 900 €/kWpa 1% 20

Heat pump 1,400€/kWelb 1% [141] 20 [142]

District heating 
network

(214 + 1,725 * dpipe)*Lnetworkc in €
with dpipe de pipe diameter in m and Lnetwork the 
length of the network in m 

1% [142] 50 [143]

Electrolyzer 1,100€/kWd 2%e 20 [59]

Hydrogen fuelling 
station

1.3M€e 70,000€/je 15f

RO system 15,000 + 8,000*VRO in € 
with VRO in m3/hrf

2.5%f 15f

CEDI system 30,000 * VCEDI/18 + 1,000 * VCEDIf 2,5%f 7,5f

Aquifer thermal 
storage

1.5M€g 1.5%g 40g

Water storage 0.55M€h 0.5%h 40h

Other economic parameters

Purchase grid 
electricity

On average 6.5 €₵/kWh i

Discount rate 3%j

a Based on the investment price for solar PV larger than 1 MW in the Netherlands [144] 
b Based on different quotations from heat pump suppliers, and validated with expert knowledge. 
c The pipe diameter is a model parameter, and the formula is valid for outer city areas based on an IEA document on 
District Heating [142] 
d Costs based on literature [107] combined with expert knowledge from (Ekinetix, November 2017). 
e Based on literature [59], [145] and quotation from a Dutch-based green fuel company (PitPoint). 
f Based on calculations with a membrane that produces 20 L/m2/hour for RO, and based on data from Pure Water 
Group for CEDI (Hans Huiting, KWR, 09-10-2017). 
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g Costs are a sum of investments in boreholes, casting, pipes, pumps, injection valves, heat exchanger, technical 
room and preliminary design, exact formulas can be found in the project report [134]. 
h Costs for water storage in the subsurface [146], including rainwater collection, self-cleaning filters and pumps [134] 
i For electricity purchase from the grid, APX prices from 2016 were used. On top of the APX, a network price of 
1.7€₵/kWh plus taxes (VAT excluded, 1.6€₵/kWh) are added, together 3.3 €₵/kWh in 2016, based on CBS data for 
wholesale users in the 200-200,000 MWh/year category. Fixed charges are not taken into account, these are paid by 
the company that builds the solar park.  
j The average recommended discount rate by the study group discount rate [147]

2.3.3 Clean 

Besides being a balanced and affordable system, the Power-to-H3 system has the objective to 
provide a clean and safe living environment. It fulfils this objective in many different ways: (1) it is 
only based on renewable energy, which reduces CO2 emissions, (2) the risk of CO related deaths 
[148], [149] by the central heating boiler is avoided when applying a district heating network instead 
of natural gas, (3) there is less air (and noise) pollution by cars when driving fuel-cell/electric 
instead of on gasoline or diesel. In this study, we do not go further into detail on all those effects, 
but instead, we have taken the avoided CO2-emissions in the system as a measuring unit for a clean 
system. In order to calculate the avoided emissions, the current conventional situation with heat 
delivery via a gas boiler, a gasoline car and the emissions of the electricity mix in the Dutch electri-
city grid are used for comparison with the Power-to-H3 system. These emissions are summarized 
in Table 2.4. As with the economic parameters, these parameters can easily be adjusted to reflect 
different situations.

Table 2.4 CO2 emission factors for heat, transport and electricity applied in the Power-to-H3 model. 

Amount Unit Reference

CO2 emission heat 59.7a kg CO2/GJ Boiler on natural gas (December 2017)

CO2 emission car 0.22a kg CO2/km Average car and fuel use (2014)

CO2 emission electricity 0.413a kg CO2/kWh Representative Dutch electricity mix (December 2017)

a Data are taken from the CO2-emission factors database [150]

To monetize avoided CO2 emissions, a price of 60€/tonne CO2 is taken as a reasonable value. This 
CO2 price corresponds to the price projected necessary to achieve the goals as set in the 2015 Paris 
Agreement [151]. The  in € are calculated according to Eq 2.4.

(2.4)

Where  (in kg CO2 per GJ, km or kWh) are the factors as shown in Table 2.4, 
 is the amount of electricity (in kWh), heat (in GJ) or hydrogen (in kg) that are sold to 

the grid, house owner or car driver and  (€/tonne) the price of a tonne CO2.
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2.3.4 Avoided costs 

In an integrated concept such as Power-to-H3, there is a need for alignment between technology 
and institutional arrangements. When a Power-to-H3 system is realized, there is an impact on 
different aspects of society. Examples of possible impacts are already mentioned in section 2.3.3, 
however there are more possible impacts. A large impact can be realized if extension of the electri-
city grid is avoided when part of the energy is converted and stored locally. Moreover, a decreased 
risk of water inundation and less water scarcity during droughts will occur when rainwater is stored 
in the neighborhood. All those effects are expected to have a contribution to a cleaner, quieter, 
safer and greener living environment from a societal perspective, yet are hard to quantify and do 
not directly improve the business case.

In this research, two possible effects of a Power-to-H3 system in a neighborhood are quantified. 
The first one concerns CO2 savings, which are monetized by a CO2 price as explained in Section 
2.3.3. The second element of the avoided cost calculations are the savings on electricity grid 
extension. In a standard situation, the installation of a solar or wind park will require reinforcement 
or extension of the electricity grid in order to dispatch the electricity peaks in the summer. By 
converting the electricity peaks in summer to other forms of energy, the required grid connection 
capacity can be reduced. The cost savings related to this grid connection reduction will vary 
depending on the situation and can be very hard to quantify as is pointed out by Agora Energie-
wende [152] as well as KU Leuven [153]. 

Network costs can be calculated in kWh (transported energy) and kW (peak power). The required 
investment is generally based on peak power capacity, but both units are used when avoided 
cost are calculated. For example, the transmission and distribution costs for added wind/solar 
(land-based) in Germany as reviewed by Agora Energiewende are estimated at approximately 7.5 €/
MWh [152]. For Belgium, these costs vary between 2.4-3.1 €/MWh for additional renewable energy 
capacity [153]. If conversion and storage systems are installed, savings on these grid connections 
could occur. A recent study about the impacts of a form of high-temperature seasonal heat storage 
in the Netherlands calculated a saving on the grid extension of 3.3-8.5 €/GJ of heat delivered [154]. 
From a study focusing on different power-to-hydrogen possibilities, the savings on grid extension 
costs for an agricultural area are around 1,000 €/kW, while for large scale PV (100 MW) the savings 
are approximately 280 €/kW [155]. However, these cases are not applicable to the urban environ-
ment where the Power-to-H3 system will be situated and therefore the savings on grid extension 
will most likely be lower. 

Next to savings on the grid connection of the solar or wind park, there is an additional advantage 
for the neighborhood. Because of the relatively high temperature at which heat is delivered, no 
heat pumps need to be installed in the houses which have an approximate capacity of 6 kWelectric 
each. In the Power-to-H3 concept, either no heat pumps at all or only small booster heat pumps of 
0.5 kWelectric for tap water are installed in each house, saving at least 5.5 kWelectric per household [156]. 
This saving in electrical connection is quantified by van Melle et al. [156] at a value of 204-700 €/
kW. However, as mentioned before this saving is highly depended on the location and the capacity 
of the already existing grid. 
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In this study, we assume the lower value of 200 €/kW for avoided grid connection costs for both 
the solar and wind park as well as the neighborhood, since the Power-to-H3 system is located 
in an urban area. This means that there is already a grid connection available and the costs for 
reinforcement are not as high as in a remote or agricultural area. The costs for grid reinforcement 
are calculated according to Equation 2.5

(2.5)

With  are the costs for grid reinforcement in €,  the additional grid capacity needed in 
kW and  the cost for grid reinforcement in €/kW, in this study this value is set to 200 €/kW.

2.4 Case study of Power-to-H3 in  
Nieuwegein, the Netherlands

The Power-to-H3 system is applied to an existing neighborhood in Nieuwegein, the Netherlands to 
investigate the reliability, affordability and cleanness of the system. The final aim will be to realize 
as many elements from the Power-to-H3 concept as possible. 

In Nieuwegein, a solar park of 8.7 MWp is installed for the production of heat and hydrogen in 
order to fulfil the demands for heat and transport of a neighborhood of 900 houses, which are 
situated about 2 km from the solar park (Figure 2.6). There is no direct physical electrical connecti-
on between the houses and the solar park, so both the neighborhood and the solar park have their 
own grid connection. 

Figure 2.6 Overview of the first Power-to-H3 project location, the colours show different locations in the  
project-area, including the solar farm (yellow) and the Neighborhood Rijnhuizen (dark green) [105].



63

2

The main parameters that describe the Nieuwegein case are depicted in Figure 2.7. The solar 
electricity production will be 8.7 MWp and the current electricity connection is 4MW (MVA). To 
prevent grid extension, the heat pump and electrolyzer are scaled at 2.5MW. Probably, this capacity 
is more than necessary to just fulfil heat and hydrogen demand, but here we have chosen to relate 
the size of the conversion technology to the supply side instead of the demand side, which is a 
consequence of taking a system approach. In the neighborhood of 900 houses, we expect that in 
the near future approximately half of the households will have a fuel cell electric vehicle, while the 
other households have an electric car [128]. More background information about the system size, 
years simulated, weather conditions and supply and demand in the case study can be found in the 
supplementary information (SI-A). 

For the economic analysis, it is important to note that Waternet, the water company for the 
Amsterdam region, will install the solar park and sell the produced electricity to the Power-to-H3 
system at a price of 3.9 €₵/kWh, which is comparable to the fossil-based electricity price. Waternet 
can afford this selling price as the solar park is subsidized. Therefore, the investments for the solar 
park are thus outside of the system boundary and instead an electricity purchase price is included 
in the energy costs of the system. This electricity price is part of the sensitivity analysis that is 
carried out for a total of ten parameters in the Nieuwegein case. The values and ranges chosen are 
further explained in SI Table A.4. 
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Figure 2.7 Schematic overview of the Power-to-H3 system with supply, demand and system component sizes for the 
case of Nieuwegein, the Netherlands.

https://ars.els-cdn.com/content/image/1-s2.0-S0306261919317118-mmc1.docx
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2.5 Results

This section is based on the results of the case study as described in Section 2.3, whereby heat 
production is set as a first priority. Results of the hydrogen scenario are shown in the SI-B. 

2.5.1 Renewable energy distribution

When the Power-to-H3 system is applied to a neighborhood in Nieuwegein with a nearby solar 
park, the yearly electricity production is 7,480 MWh. The monthly distribution pattern of the solar 
electricity for the complete 5 year period is shown in Figure 2.8. There is a clear production peak in 
June and July, as the electricity production in July is almost 10 times higher than in December. The 
average energy distribution per year is summarized in Table 2.5.

In this scenario, 60% of the yearly electricity output is utilized for hydrogen production, 25% for 
heat and the surplus (15%) is fed back into the grid. The electricity consumption for pure water 
production is so little (0.1% of the total energy production) that it is seen as negligible. In the 
period from November – February, almost all electricity is used for hydrogen production, while the 
rest of the year there is a combination of heat and hydrogen production and some surplus electrici-
ty which is fed into the grid. 
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Figure 2.8 Monthly energy distribution for the heat as priority system, period shown here is 2010-2014,  
with monthly values.
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Table 2.5 Distribution of energy over the different Power-to-H3 products on a yearly basis (5-year average).

In MWh/year Heat priority

Renewable electricity to heat 1,910

Renewable electricity to hydrogen 4,500

Renewable electricity to grid 1,070

Total renewable electricity production 7,480

2.5.2 Reliability of the system

2.5.2.1 Heat
Figure 2.9 shows the heat production with electricity from the solar park, the heat demand from 
the neighborhood and the surface water temperature, which is heat source for the heat pump. 
With heat as a priority (see Figure 2.9), heat is produced in the warmer months when the tempe-
rature of the surface water is at least 7˚C. The Fig. clearly shows the idea of the seasonal storage; 
heat is produced and stored in summer while being supplied during the winter. All heat is produced 
with electricity from the solar park, with an average COP of 4.2. With this average COP, the total 
heat production is 28.8 TJ, while the total heat demand is 20.4 TJ, resulting in an overall efficiency 
of 70% for the heat system. The efficiency does include heat losses during storage in the aquifers, 
during transport in the district heating network up until the delivery of heat in the houses. The 
heat demand of the neighborhood is fulfilled at any time, resulting in a reliable heat system.
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Figure 2.9 Heat demand and supply in a Power-to-H3 system for a neighborhood of 900 houses, monthly average 
over five years. 
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2.5.2.2 Hydrogen
How hydrogen demand and production are matched over the year is shown with monthly averages 
in Fig. 2.10. The electrolyzer uses 4500 MWh of solar power and produces 90 tonnes of hydrogen 
per year compressed to 200 bar. The yearly hydrogen demand based on 540 hydrogen cars is 
around 70 tonnes, which means there is a surplus of 20 tonnes of hydrogen each year, mainly 
produced during the summer months. However, while the (monthly) demand is more or less 
constant, the production peaks in summer while during winter there is a shortage of 9.1 tonne of 
hydrogen, which corresponds to 13% of the total yearly hydrogen demand. One solution would be 
to store the surplus hydrogen in summer, to be able to use it in winter, in a similar way as the heat 
storage system. However, hydrogen storage in pressurised tanks is expensive, and therefore the 
best option at this point in time would be to sell the surplus hydrogen in the summer and import 
hydrogen in the winter when production falls short. In the mid-term future, the gas grid and/or salt 
caverns could serve as a hydrogen buffer. 
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Fig. 2.10 Hydrogen demand and supply over a year for a Power-to-H3 system with a supply of 540 cars, monthly 
average over five years.

2.5.2.3 Pure water
For the hydrogen production as discussed in 2.5.2.2, 900 m3 pure water is needed. The pure water 
demand for hydrogen is only a fraction of the total yearly (rain)water supply of 51,000 m3/year, of 
which 17,000 m3 is captured from the solar park, and 34,000 m3/year from roofs. The pure water 
demand in the neighborhood is 40,000 m3, including loss factors during purification steps. This 
leads to a surplus of 10,000 m3/year that could be used for irrigation purposes in the summer 
months. Over the year, the water storage ensures a reliable water supply, even in months where 
the water supply is lower than the demand. This situation merely happens during spring, as can be 
seen in Figure 2.11. 
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Figure 2.11 Rainwater supply and (pure)water demand, monthly average over five years.

2.5.3 Sustainability, a clean system

The total CO2 savings would be 3090 tonnes per year if the renewable electricity from the solar 
park would be completely sold to the grid and replace electricity needs elsewhere. When operating 
the Power-to-H3 system, the CO2-reduction is 3620 tonnes per year (see Fig. 2.12), based on CO2 
reduction factors as given Section 2.3.3. The Power-to-H3 system is thus saving more CO2 because 
of the conversion of electricity to other products. 
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Fig. 2.12 Reduction of CO2 emissions in a reference scenario where all electricity would be sold to the grid versus the 
reduced CO2 emissions in a Power-to-H3 system, split in electricity, heat and hydrogen.
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2.5.4 Affordability of the system

2.5.4.1 System costs
The Power-to-H3 system produces four different products; heat, hydrogen, water and electricity. 
The costs for the system are shown in Table 2.6. These costs include the investments (CAPEX or 
Capital Expenditure) and the operation and maintenance (OM or OPEX, Operational Expenditure) 
costs, which also cover the transport of hydrogen and costs for buying electricity from the solar 
park. The investments in the solar park are excluded from the CAPEX of the Power-to-H3 system 
because the solar park will be installed independently of the realization of the Power-to-H3 system 
(as mentioned in section 2.4). 

The total CAPEX is 13.7 million euro (M€), of which the heat system represents 53%. Another 33% 
of the total CAPEX consists of investments in the hydrogen system, and 10% of the CAPEX corres-
ponds to the water system. The OM costs are on average 2% of the total CAPEX, at 280 k€/year. 
In the breakdown of the OM and transport costs, almost 50% is related to the hydrogen system, 
mainly because of hydrogen transport. The fuel costs are the cost made for buying electricity from 
the solar park which add up to 260 k€/year.

Table 2.6 CAPEX and OM of the Power-to-H3 system for a neighborhood.

Total CAPEX 
(M€)

OM and Trans-
port (k€/year)

Fuel Cost 
(k€/year)

Heat production, storage, transport, distribution 
and delivery 

7.4 80 75

Hydrogen production, storage and fuelling 3.2 70 175

Hydrogen fuelling 1.3 110 10a

Rainwater capture, storage, pure water production, 
transport and distribution. 

1.3 10 1

Electricity infrastructure within the system 0.5 5 -

Total investments Power-to-H3-system 13.7

Operation and maintenance per year 280 260

a The electricity for the hydrogen fuelling station is bought from the grid at a price of 8 €₵/kWh.

2.5.4.2 Product production costs
In Table 2.6 the total costs as shown in Table 2.7 are broken down per system service. For heat and 
water, the costs per household are shown based on a neighborhood with 900 households. The 
current maximum end-user price for heat in the Netherlands is 22.5 €/GJ [157], plus a fixed charge of 
252 €/year [137], leading to a selling price of 34 €/GJ based on the yearly heat demand of an average 
household. The calculated heat price for Power-to-H3 heat is 26 €/GJ, which indicates that heat 
can be delivered at an affordable price. 
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For pure water production, the end-user price is set at the average price of around 1.4 € per m3 
drinking water [140]. The actual production cost for pure water 50% higher than the end-user price, 
as can be seen in Table 2.7. This specific part of the Power-to-H3 system is thus not affordable as an 
independent system, but within the total system costs, these costs are almost negligible.

For hydrogen, costs per household are not calculated, because the household will not invest in 
the production of hydrogen and the hydrogen fuelling station directly, but via the hydrogen price. 
Producing green hydrogen with electrolysis on a 2.5 MW scale leads to production costs of 5.4 
€/kg, and transport and fuelling infrastructure add another 3.3 €/kg to the hydrogen costs. The 
end-user price is currently 10 €/kg, leaving a margin of 1.3 €/kg, which shows that hydrogen can be 
produced for an affordable price.

A household that has a district heating connection, only drinking water instead of partly demi 
water and drives a hydrogen car would spend approximately a total of 2,100 €/year on heat (€ 750), 
water (€ 56) and hydrogen (€ 1,300). A household that is part of a Power-to-H3 system would pay 
315 €/year less on system services, as the total costs in Power-to-H3 are 1,785 €/year. Thus, overall 
the Power-to-H3 system is more affordable than a house with similar facilities without an integra-
ted system approach. 

Table 2.7 Cost break-down per production unit for heat, pure water and hydrogen, as well as the total costs 
per household per year. 

Costs are shown per house, 
except for the production 
cost

Heat Pure water Hydrogen production  
+

Hydrogen transport & 
fuelling stationa

Investment costs 8,290 € 1,500 € - b

Operation & Maintenance 
per year

90 € 10 € - b

Costs for electricity from solar 
park per year

85 € 1 € - b

Production cost 26 €/GJ 2.1 €/m3 5.4 €/kg
+

3.3 €/ kg
=

8.7 €/ kg

Cost per household per yearc 570 €/y 85 €/y 1,130 €/y

a The ‘+’ sign between the values in the columns shows the values for hydrogen production (above the ‘+’) and 
transport & fuelling (under the ‘+’). 
b Costs are not shown per house, as the households pay for the hydrogen, and not for the infrastructure itself. Total 
investment costs for hydrogen are shown in Table 2.6.
c Based on the demand of an average household for heat (22 GJ/year), demiwater (40m3/year) hydrogen (130 kg/
year), see also 2.4.



70

2.5.5 Avoided costs, the economics

As stated before, avoided costs are an essential part of the Power-to-H3 system. In this analysis, we 
have considered two types of avoided costs; one related to network reinforcement and the other to 
avoided CO2 emissions. 

The current connection of the site in Nieuwegein where the solar park will be installed is 4 MVA, 
and with the addition of 8.7 MWp of solar PV, the connection has to be reinforced with an additi-
onal 4.7 MVA to assure that all produced solar power can be transported to the grid. By installing 
the Power-to-H3 system, both the heat pump and the electrolyzer can facilitate peak-shaving 
at times when the solar output is high. Together, they are able to convert 5 MW of solar power, 
which results in a lower maximum output power of the solar park (+ Power-to-H3) of 3.7 MVA, see 
Table 2.8. Thus, the existing connection does not need to be reinforced if a Power-to-H3 system is 
installed. With average reinforcement costs of 200€/kW (see section 2.3.4) the avoided cost of the 
Power-to-H3 system at the solar park sum up to € 940,000. This amount is equally divided over 
hydrogen and heat production and subtracted from the investment cost of the electrolyzer and 
heat pump respectively. 

Table 2.8 Overview of required additional grid connection capacity and costs with Solar PV and with 
Power-to-H3

Solar Park Standard situation With Solar PV With 
Power-to-H3

Grid connection – demand (MVA) 4 4 4

Solar PV – supply (MVA) - 8.7 8.7

Heat pump – demand (MVA) - - -2.5

Electrolyzer – demand (MVA) - - -2.5

Extra connection capacity (MVA) 0 4.7 0

Grid connection costs (k€) - 940 -

Avoided grid connection costs (k€) - - 940

For the neighborhood, a similar grid capacity analysis is shown in Table 2.9. We should either 
investigate a situation with heat pumps and PV panels on roofs, and compare to a district heating 
network and PV panels on roofs (which represents PtX). Currently, the average electricity demand 
of a Dutch household is around 1 kW [156]. When all houses would have enough solar panels to ful-
fill their electricity demand of 3,000 kWh [158] a household would need approximately 3.4 kWp of 
solar PV. If all solar PV systems would produce at peak capacity at a time when there is no electricity 
use, 3.1 MVA of additional grid capacity is required. 

If heat pumps with a COP of 1 on a cold winterday [156] would be installed in the neighborhood, 
this results in an additional 5.4 MVA grid capacity (see Table 2.9). The electricity demand for heat 
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pumps in winter thus leads to a higher grid load than solar PV would do during summer. Therefore, 
in a neighborhood without a district heating network (DHN), the additional grid capacity would 
be around 5.4 MVA. When a Power-to-H3 system is in place, only small booster heat pumps are 
installed in homes with a maximum capacity of 0.45 MVA. In this situation, the solar PV is the 
determining factor for grid reinforcement (see section 2.3.4 for an analysis of the grid connection 
costs). So, in both cases, there is additional capacity required from the grid, but with a Power-
to-H3 system including a DHN, about €468,000 is avoided compared to a system with heat pumps 
installed in homes. This avoided grid reinforcement costs are completely allocated to the heat 
system of Power-to-H3, because the hydrogen system is of no importance for the grid within the 
neighborhood. 

Table 2.9 Overview of required grid connection capacity and costs in a neighborhood with heat 
pumps and PV or with a district heating network (DHN) and PV. 

Neighborhood Standard 
situation

With Heat Pump 
& PV

With DHN & PV 
(PtX)

Grid connection – demand (MVA) 0.9 0.9 0.9

Solar PV – supply (MVA) 3.1 3.1

Heat pump – demand (MVA) 5.4 0.45

Extra connection capacity (MVA) 0 5.4 3.1

Grid connection costs (k€) 1,080 612

Avoided grid connection costs (k€) 468

The avoided costs due to reduced CO2-emissions consist of replacing natural gas with (renewable) 
heat and gasoline with hydrogen (see section 2.3.3). For both types of avoided costs, the effect 
on the production cost for heat and hydrogen was investigated, and the results are presented in 
Table 2.10. If avoided costs could be part of the business case of the Power-to-H3 system, the heat 
production cost would decrease with 26%, while hydrogen production costs decrease by 20%.

Table 2.10 Results of avoided cost analysis of a Power-to-H3 system in a neighborhood.

Production 
cost without 

avoided costs

Avoided grid 
reinforce-

ment costs

Monetized 
CO2 emission 

reduction

Production 
cost with all 

avoided costs 

Total reduction of 
production cost by 

avoided costs (%)

Heat (€/GJ) 26.0 3.1 3.6 19.3 26

Hydrogen (€/kg) 8.7 0.4 1.3 7.0 20

In addition to the more elaborated sensitivity analysis below, we carried out a sensitivity analysis 
on the CO2-price to investigate the effect of a changing CO2-price on the avoided costs calculati-
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ons. The sensitivity of both the heat and hydrogen price is about 2.5% for a change in CO2-price 
of 10€/kg. This means that in case the CO2-price would be 20€/tonne instead of 60€/tonne, the 
reduction in production costs of heat would be 16% instead of 10%, and for hydrogen 10% instead 
of 20%. 

2.5.6 Sensitivity analysis

For some important parameters, a local sensitivity analysis was carried out. The sensitivity of a 
certain parameter is shown for three outputs; the production cost of heat, hydrogen or water. In 
the graphs, the range of effect on the output is cut off at -40% and +40%, which has the implica-
tion that the full variation for the discount rate (see SI-A Table A.4) is not always shown. For every 
product, the three parameters for which the product price is most sensitive are discussed.

Figure 2.13 shows the sensitivity analysis of the heat production costs. The heat production cost is 
most sensitive to the number of houses in the neighborhood, as can be seen by the high slope at 
smaller numbers of houses. The figure also demonstrates that the influence decreases as the num-
ber of houses increases. However, even at a higher number of households this parameter has the 
highest impact on the heat production costs of all evaluated parameters. The space heat demand 
of a household has the second-largest impact on the heat production price, which indicates that 
a more exact knowledge of household heat demand is necessary. Thirdly, the heat pump costs 
influence the heat production cost significantly and therefore it is important to learn more about 
the cost developments for heat pumps. 
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Figure 2.13 Sensitivity analysis on the heat production costs. Cost_HP are the heat pump investment costs, n_houses 
the number of houses in the neighborhood, elec_price the electricity purchase price from PV and pphh the number 
of people per household.
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For the hydrogen production cost, the sensitivity analysis is shown in Figure 2.14. Based on the 
slope of the lines in this figure, the energy use of the electrolyzer, which in essence reflects the 
efficiency, is an important factor that influences the hydrogen production cost. The electrolyzer 
investment costs are the second most important factor with respect to sensitivity on the hydrogen 
production price. It is therefore valuable to have more information about learning curves, which 
will be further discussed in Section 2.6. The electricity price has a significant influence on the 
hydrogen production costs as well and is clearly more important for hydrogen than for heat. Pro-
bably this difference exists because the investment costs for the heat production system are more 
than 50% higher. This implies that the electricity costs, which are part of the OPEX, have a smaller 
influence on the heat price than the investment costs. 
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Figure 2.14 Sensitivity analysis on the hydrogen production costs, C_Elec are the investment costs of the electroly-
zer, E_Elec the energy use of the electrolyzer, n_houses the number of houses in the neighborhood and elec_price 
the electricity purchase price from PV.

The most substantial changes in the pure water production price occur due to changes in the 
number of people per household (pphh), which is shown in Figure 2.15. The number of houses have 
a considerable effect on the price as well. The discount rate has a moderate influence on the pure 
water production cost. However, not the complete curve is shown which means the uncertainty 
is high. To decrease the uncertainty in the pure water production cost, it will be necessary to get 
more insight into the number of people per household, the number of houses and the discount 
rate. 
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Fig. 2.15 Sensitivity analysis on pure water production costs, with n_houses the number of houses in the neighbor-
hood and pphh the number of people per household.

Overall, most of the chosen parameters seem to have a moderate to large effect on the production 
cost of heat, hydrogen or water. This means it is important to obtain more information about the 
exact values of these parameters in further research. Based on the results, below we suggest the 
priority list in order of importance:

1. Number of houses
2. Energy use electrolyzer
3. Electrolyzer costs
4. Heat pump costs
5. Space heating demand per household
6. People per household 
7. Electricity price
8. Hydrogen fuelling station cost
9. Discount rate
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2.6 Discussion 

2.6.1 The subsurface as a storage medium

Conversion and storage mechanisms are key elements of the proposed Power-to-H3 system. For 
both heat and (rain)water, the subsurface is chosen as a storage medium. This means that when 
Power-to-H3 concepts are to be applied in urban areas, multi-purpose use of the subsurface will 
become increasingly important. On ground level, there is a lot of pressure on the available space 
and storage applications need a lot of space in general. By utilizing the subsurface, there is almost 
no impact of the storage system on street level, while still making energy conversion and storage 
in urban energy areas possible. However, the subsurface is not an empty space. Therefore, there is 
a need for collaboration with other stakeholders that have an interest in the subsurface, such as 
drinking water companies that rely on groundwater in the subsurface as a source for drinking water 
production. Using the subsurface as a way of energy storage thus requires more collaboration 
between different stakeholders with an interest in the subsurface. 

2.6.2 Scenario comparison

Switching priority from heat to hydrogen has a significant effect on the energy balance of the 
system, as can be seen in Figure 2.16 (full results of the system with hydrogen as a priority can be 
seen in SI-B). Because the hydrogen demand in the hydrogen priority scenario should always be 
fulfilled with local hydrogen production, there is a small amount of import from the grid at times 
when PV generation is low to ensure continuous hydrogen production. This does not occur in the 
heat as priority scenario, because here hydrogen is bought from third parties when demand cannot 
be fulfilled with own production. An alternative solution would be long-term hydrogen storage, 
for which salt caverns are the most feasible option [107]. Currently, a Power-to-H3 neighborhood 
would rely on small-scale high-pressure hydrogen storage, which is too expensive for seasonal 
storage. However, when in the coming decades a hydrogen infrastructure is developed, long-term 
hydrogen storage would become an option. 

The production cost for heat will increase from 26 to 27 €/GJ in the hydrogen priority scenario, 
while the cost for hydrogen production decrease (from 8.7 to 7.9 €/kg) and electricity from the grid 
is required to fulfil both heat demand and hydrogen demand. The heat production price increases 
because the heat system has a lower overall efficiency as not enough heat is stored during summer 
and electricity from the grid is imported at a higher price. The hydrogen production price decreases 
mainly because of increased hydrogen production, both with electricity from the solar park and 
(more expensive) electricity from the grid. An increase in the capacity factor of the electrolyzer 
thus leads to lower costs, even when the electricity price for buying electricity from the grid is 
higher than from the solar park.
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To lower the hydrogen production price and the system costs, it could be an option to install 
a smaller electrolyzer, so the capacity factor increases while still producing enough hydrogen. 
Here some optimization could still be done in further research. In addition, there will be different 
stakeholders involved in both heat and hydrogen production and sales, who will aim at the lowest 
production cost for their product. This analysis has shown there can be a significant price differen-
ce when switching priority from heat to hydrogen. Therefore, a sophisticated control system needs 
to be developed that is able to control both the heat and hydrogen production in order to optimize 
the production costs. 
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Figure 2.16 Aggregated yearly energy distribution of the Power-to-H3 system with heat and hydrogen as priority, 
whereby the negative values represent purchase of electricity from the grid.

2.6.3 System size 

A sensitivity analysis on the production costs of heat, hydrogen and pure water was carried out, 
which shows that the number of houses and therefore the heat and water demand have a large 
impact on the heat price and pure water price. Economies of scale are important for a system like 
Power-to-H3. A district-heating network requires a large investment, which implies that a certain 
minimum amount of houses is necessary to obtain a feasible business case. 

Next to an economic perspective, from a technical point of view a small heat storage system will be 
difficult to manage in an optimal way. The relative heat loss will increase with decreasing storage 
volume, because the surface area of a spherical volume of warm water increases in relation to 
the volume of the sphere. With small storage volumes, these conduction effects become more 
apparent [125]. Both from an economic and technical point of view, 900 houses are close to the 
minimum amount necessary to create a reliable and affordable heat system.
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2.6.4 Learning curves and their effects

From the results of the sensitivity analysis, we have seen that the production costs for heat and 
hydrogen are sensitive to changes in the heat pump and electrolyzer costs, as well as the energy 
use of the electrolyzer. In the analysis, both higher and lower values were chosen. However, it is 
expected that investment costs of heat pumps and electrolyzers will mainly decrease because 
of further development in technology, manufacturing and economies of scale, which will have a 
positive effect on the business case of both hydrogen and heat. Schmidt et al. stated in an overview 
paper that the learning rate of alkaline electrolysis for different forms of electrical energy storage 
is 18% ± 6% [159]. The technology for PEM electrolysis has a higher development rate than alkaline 
and an expert elicitation study that included different electrolyzer types estimated 8 – 24% decre-
ase in production costs for PEM electrolysis based on R&D funding [160]. Another paper by Saba et 
al. investigates costs projections over the last thirty years and concludes that the projections for 
PEM electrolyzer cost are within a range of 397 – 955 €/kWel (HHV) in 2030 [161]. Those projections 
and calculations clearly show a high level of confidence towards significant price reductions. 
Besides, developments in hydrogen infrastructure and storage in salt caverns [107] will likely lead to 
a higher reduction in hydrogen production prices because the costs of storage will decrease.

Data about learning effects of industrial heat pumps are scarce, despite the expected large role 
of heat pumps in the energy system. There is a twenty-year-old study that focused on household 
appliances including heat pumps that found a learning curve of 25-42% based on Swiss data 
[162], but this does not seem to apply for the large scale industrial heat pumps in the Power-to-H3 
concept. Recently, another Dutch report estimated a 10% learning rate for heat pumps [163], 
although they also report a lack of data for a good discussion. A report from the European Heat 
Pump Association from 2014 pointed out a cost reduction of around 20% in 10 years based on a 
doubling of the heat pump market, which means a learning rate of 20% [164]. From these studies, it 
can be concluded that more data is needed to get insight into heat pump learning curves. However, 
the estimated learning rates lie between 10 and 20%, which indicates a significant potential for a 
reduction of the heat pump cost.

Learning effects are valid for solar PV as well, with prices decreasing by 80% over the period 2010-
2016 and an average learning rate of 35% [106]. The solar electricity price adopted in this chapter 
is still subsidized, but this will probably change because solar PV will become inexpensive without 
subsidy. In conclusion, all learning effects are expected to have a positive effect on the affordability 
of a Power-to-H3 system.

2.6.5 Avoided costs

The analysis of the avoided costs (see section 2.5.5) has shown that avoided costs can have an 
important role in a Power-to-H3 system with savings on the production cost of heat and hydrogen 
between 20 and 26%. Currently, only network reinforcement and CO2 savings were included in 
the analysis, but other factors such as reduction of air-pollution and reduced risk of CO-poisoning 



78

would be interesting to include in future research. However, even when these effects would be 
quantified, these avoided costs can not be allocated to the business case. 

Even the saved costs on electricity grid extension, which are relatively simple to quantify, can be 
difficult to include in the business case. In the current Dutch institutional model, the internal costs 
associated with gas and electricity transport, hence the networks, are fully regulated and allocated 
to the grid operators (transmission and distribution) but funded by the end users as these services 
are socialised into the energy tariffs. A Power-to-H3 system will contribute in solving the unba-
lance between supply and demand on a more local scale and therefore avoids grid extension or 
redispatch, which means costs are reduced for the grid operators. However, these costs were not 
planned to be spent yet, and therefore are not easily incorporated in a business case. 

The other part of the analysis was on CO2-emission reduction. There is a market for CO2-emission 
allowances, but only for power & heat companies and energy-intensive industry and not (yet) 
for small scale systems or neighborhoods. Furthermore, the current CO2 price is not at the level 
necessary to achieve the goals from the 2015 Paris agreement, which are calculated to be 60€/
tonne, which is the value used in this chapter [151]. Therefore, a sensitivity analysis was done which 
shows that if the CO2 price would stay at 20 €/tonne, the production costs decrease of heat and 
hydrogen will still be 10-16%. 

To be able to solve the suboptimal allocation of costs and benefits within a Power-to-H3 system, 
institutional interventions are needed in the form of legal measures like fiscal arrangements, 
changes in policy and legislation and financial compensation schemes.

2.6.6 Future research and steps to realization

The concept presented in this chapter was verified by a simulation model. As the purpose of this 
chapter is merely to introduce the concept, the model presently has some simplifications. For 
example the high-temperature heat storage in this chapter does not include a groundwater flow 
model. However, the model has a flexible structure and can easily be extended with a more sophis-
ticated groundwater flow model that includes the hydrological dynamics within the subsurface to 
gain more insight into the subsurface dynamics and heat losses. At the moment, cooling demands 
have not been included in HT-ATES modeling, but with rising cooling demand due to climate chan-
ge [165], in future research this could be a relevant addition. Regarding the HT-ATES, field test are 
carried out to get more insight into the chemical and microbiological changes as well as storage 
efficiency when heat is stored in aquifers at 40-60˚C. The results can lead to a better design of the 
HT-ATES system as proposed in this chapter. Lastly, this chapter has focused on the conversion and 
storage system and its costs, but in future research, the concept could be extended by taking into 
account the PV production by households, as well as investment costs in households for (booster) 
heat pumps and cars.
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Besides model improvements and experiments, the first steps to realization of a Power-to-H3 
system are carried out in Nieuwegein, the Netherlands. The first phase of the solar park (3.8 MWp) 
has been built, a small hydrogen refuelling point is installed, there are ongoing discussions with 
the local government about the heat storage system and we work towards a more detailed system 
design. Many of the challenges of the Power-to-H3 system will not be technical but more related 
to governance and social aspects, such as investigating an organisational form for producing and 
selling the different products, informing project developers in the neighborhood and try to incor-
porate the avoided costs in the business case. From our perspective we argue that actual practice is 
the proof of the socio-economic importance of this research project. 

2.7 Conclusions

In this chapter, we present an energy and water system for a neighborhood based on the conver-
sion and storage of heat, hydrogen and water, called ‘Power-to-H3’. The results of our modeling 
have shown that Power-to-H3 is capable of fulfilling the demand for heat, hydrogen and (pure) 
water in a neighborhood of 900 houses at every hour of the year. The heat storage makes it 
possible to produce heat (at 65˚C) in summer with solar power and surface water, and deliver it 
directly to houses (at 50-55˚C) in winter with an overall efficiency of 70%. By capturing rainwater 
on the solar park and on the roofs, it is possible to fulfil the pure water demand of the households 
during the year (almost 40,000 m3), with the aquifer serving as a buffer. On a yearly basis, there is 
enough hydrogen production to fulfil the demand of 540 fuel cell electric vehicles. Costs for heat 
production will be 26 €/GJ and 8.7 €/kg for hydrogen under the heat priority scenario and 27 €/GJ 
for heat and 7.9 €/kg for hydrogen with the hydrogen priority scenario. In both cases, demi water 
production costs are 2.1 €/m3. Based on this concept, the modeling results and the discussion, we 
conclude the following:

• For a case of a neighborhood in Nieuwegein, it is shown that the Power-to-H3 concept is 
• Reliable – demands for heat, transport and (pure) water are fulfilled at every hour of 

the year.
• Affordable – Households connected to a Power-to-H3 system spend on average  

1300 €/year on heat, transport and water, in comparison to 1785 €/year for household 
in a neighborhood without an integrated system approach.

• Clean – completely based on renewable energy, thereby saving 3600 tonnes of CO2 
per year compared to a conventional system and 500 tonnes compared to a system 
where all renewable electricity would be used as electricity directly. 

• In a renewable-based energy system the subsurface will become increasingly important, 
as a means for energy and water storage to balance demand and supply of intermittent 
renewable energy sources.
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• Future renewable energy systems should focus increasingly on system costs, instead of 
system efficiency. The economic analysis of the Power-to-H3 system has illustrated that 
despite the energy losses that belong to the conversion and storage methods described, 
the system is still affordable. 

• The analysis shows the importance of a sophisticated control mechanism for integrated 
systems as Power-to-H3, because a priority within the distribution of renewable energy 
for either heat or hydrogen has a significant impact on the business case of these 
products. 

• Further investigation of how avoided costs can be allocated is important. A Power-
to-H3 system has impacts on different parts of society and when those effects would 
be an integral part of the business case, the concept becomes even stronger and more 
convincing. In this case, it could lead to a 26% in heat production costs and a 20% 
decrease in hydrogen production costs.
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Supplementary information
More background information about the system size, years simulated, weather conditions and 
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of the hydrogen scenario are shown in the SI-B. Both are available via:  
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3 The impact of system integration 
on system costs of a neighbor-
hood energy and water system

“ All models are wrong,  
but some are useful ”

George E.P. Box

Abstract: The fossil-based energy system is transitioning towards a renewable energy system. 
One important aspect is the spatial and temporal mismatch between intermitted supply and 
continuous demand. To ensure a reliable and affordable energy system, we propose an integrated 
system approach that integrates electricity production, transport, heating of buildings and water 
management with a major role for storage and conversion. The minimization of energy transport 
in such an integrated system indicates the need for local optimization. This study focuses on a 
comparison between different novel system designs for neighborhood energy and water systems 
with varying modes of system integration, including all-electric, power-to-heat and power-to-hy-
drogen. A simulation model is developed to determine the energy and water balance and carry out 
economic analysis to calculate the system costs of various scenarios. We show that system costs 
are the lowest in a power-to-X system that combines power-to-heat, seasonal heat storage, and 
power-to-hydrogen (2070 €/household/year), followed by a scenario that combines a hydrogen 
boiler and heat pumps for household heating (2175 €/household/year). Scenarios with electricity 
as the main energy carrier have higher retrofitting costs for buildings (insulation + heat pump), 
which leads to higher system costs (2320–2370 €/household/year) than more integrated systems. 
We conclude that diversification in energy carriers can contribute to a smooth transition of 
existing residential areas. 

This chapter is based on the publication:  
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3.1 Introduction

In 2018, modern renewable energy production accounted for 11% of the total world energy 
consumption [166]; in Europe, it was 18% [167]. The European ambition is to strive towards climate 
neutrality in 2050 [2]. Our future energy systems will thus be very different from current systems, 
with clear shifts to intermittent renewable resources [168]. Furthermore, energy systems will  
become more decentralized and multidirectional, with energy production closer to the energy 
consumers, especially in the urban environment [169], [170]. More local production reduces the 
transport of energy and thus reduces the need for reinforcement of the energy infrastructure. 
These changes come with challenges to keep the system reliable and affordable while increasing 
the share of clean energy. Energy conversion and storage will be essential to overcome the tem-
poral and spatial mismatch between demand and supply. Hence, there is a need for an integrated 
energy system. The focus of this chapter is on different designs for integrated energy and water 
systems for neighborhoods. There is ongoing research into integrated neighborhood energy 
systems with sector-coupling and decentralized energy production. 

The studies from the literature review in Chapter 1.3 show the potential benefits of integrated 
systems with various forms sector coupling to overcome the supply and demand mismatches and 
provide energy in a reliable and affordable way. However, some aspects show potential for further 
enabling, or better performance, of system integration. We focus on the followings aspects of 
integrated energy and water systems, based on the knowledge gaps as defined in Chapter 1.5:

• Consider 100% renewable systems, so excluding fossil sources, such as natural gas;
• Seasonal heat storage can contribute considerably to the large seasonal, temporal mismatch.
• Taking into account multiple system services in a neighborhood 

(energy for electricity and heat, transport and water);
• Hydrogen can be used for more purposes than electricity only, as it can also be applied 

in both the transport sector and for buildings (heating and electricity purposes); 

The novelty of our work is thus to consider integrated energy and water systems for existing 
neighborhoods based on 100% renewable energy, taking into account multiple neighborhood 
system services and different conversion and storage mechanisms (hydrogen and heat). It is yet to 
be identified to what extent these aspects contribute to a better performance of the energy- and 
water system in a neighborhood, both from a technical and economic perspective. This brings us 
to the central research question:

What is the impact of different modes of system integration on the local 
energy and water use, energy imports and exports, peaks in demand and 
supply and system costs for a neighborhood energy and water system?

In this chapter, we evaluate the potential of integrated energy systems by comparing four scena-
rios with different modes of system integration in an existing neighborhood. Thereby we take into 
account the aspects mentioned above related to the identified knowledge gaps. One of the main 
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interests is to assess the impact of these different designs on the local energy use, imports and 
exports, peak demand and supply and (energy) system costs of the neighborhood. To answer the 
research question, the simulation model from Chapter 2 is further developed to allow for syste-
matic assessment of the different modes of system integration. The focus of this chapter is on the 
energy system, while the contribution of water is done as a first-level approach of supply, demand 
and storage based on rainwater in the neighborhood.

The modeling methodology is outlined in Section 3.2. In Section 3.3, different modes of neighbor-
hood system integration are described in four scenarios. The scenarios cover a range, starting from 
one energy carrier (all-electric) towards systems that allow for conversion between electricity, 
heat and hydrogen. However, this is not an exhaustive list of possibilities; other renewable energy 
systems are also possible. In Section 3.4 the results of the simulated scenarios are presented and 
analyzed, followed by a discussion in Section 3.5. Finally, the conclusions are presented in Section 
3.6.

3.2 Modeling Methodology

The model described here is an extended version of the Power-to-H3 model that was introduced 
together with the Power-to-H3 concept in Chapter 2 [171]. In the current chapter, the different 
calculations are described in more detail and extended with the energy demands and PV instal-
lations of households, electric transport, electricity storage in batteries and fuel cells. Moreover, 
numerical groundwater modeling for accurate modeling of an HT-ATES system was added. In 
Chapter 2, the temperatures of the HT-ATES were kept constant during the runtime, whereas now 
they are recalculated on a daily basis, including a decrease in temperature over time. In Figure 3.1, 
an overview of the different model components and their interactions is shown. On the supply 
side, rainwater, surface water (for the heat pump), solar PV, wind turbines and the electricity grid 
are included in the model. Conversion and storage technologies comprise rain water storage and 
purification, electrolysis, hydrogen storage (tank and salt cavern), fuel cell, industrial heat pump, 
HT-ATES and a battery. We have chosen to only model central hydrogen storage as it is much 
cheaper than local (pressurized) hydrogen storage. Heat storage should be done locally, as heat 
transport over long distances leads to high losses and high costs for heat transport. The HT-ATES 
system includes a hot and a warm well to supply heat. It could also deliver cold when a third aquifer 
would be added to the system to create a triplet [124], [172], but this is not covered in this chapter. 
The neighborhood demands exist of water, transport (either FCEV or BEV), heat (electric, district 
heating network or hydrogen) and electricity demand for appliances and lighting. Furthermore, 
the households partially supply themselves with electricity via solar PV on roofs. For the water 
demand, no specific design choices are made yet on how the water will be used. Some options are 
elaborated in the discussion. The specific technologies and component sizes that are combined in 
one system are chosen by the modeler.



87

3

DemandConversion/storageSupply

Hot Aquifer
storage
(20-50˚C) 

Warm Aquifer
storage
(15-25˚C) 

Ba�ery

Water demandRainwater
storage

Electricity
distribution

Water
treatment

Electrolyzer

Heat Pump Heat
exchange

Hydrogen
distribution

Salt cavern
storage

Fuel cell

Hydrogen
fueling station

Heat demand

Electricity
demand

District Heating
Network

Figure 3.1 Schematic overview of the Power-to-H3 model with all components and interactions. We distinguish a 
water (blue), electricity (yellow), hydrogen (green) and heat (red/orange) part in the system, with multiple connecti-
ons between, i.e., water and hydrogen, water and heat, hydrogen and heat and electricity and heat. The demands are 
focused on the built environment, in which different houses with multiple demands are considered. Energy demands 
can be fulfilled locally by PV on roofs or a local PV or wind park, but remaining demands can be fulfilled by the grid as 
well. All model components shown in the figure are described in more detail in the supplementary information.

The model is created in Python and calculates the energy balance hourly for many years of varying 
weather data (to be chosen by the modeler). The first model step is to distribute the given (yearly) 
energy demands over time. Then, the supply of rainwater and renewable energy (wind/PV/surface 
water) are calculated based on geographical weather data. Next, the model tries to match energy 
supply and demand for every hour during the runtime by applying the different conversion and 
storage technologies. The different energy flows for supply, demand, conversion and storage result 
in an energy balance. Lastly, we perform an economic evaluation combining costs data of all tech-
nologies with the relevant parameters from the model run, such as the total volume of hydrogen 
produced and/or the amount of electricity that is exported or imported to/from the electricity grid.

Some important system elements for which a fixed efficiency or factor is used are summarized in 
Table 3.1. The numbers mentioned are targeted at a near-future scenario (2030) when we expect 
these types of systems to be economically feasible and mature. In the Supplementary Information, 
the different model components are described in more detail. This includes system elements not 
mentioned in Table 3.1 because there is no fixed efficiency to mention (such as rainwater catchment 
or demand patterns for electricity and heat of households). The economic parameters, such as the 
investment costs (capital expense or CAPEX), operation and maintenance (OM) and lifetime, are 
presented in Table 3.2.

https://www.mdpi.com/article/10.3390/en14092616/s1 
https://www.mdpi.com/article/10.3390/en14092616/s1 
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Table 3.1 Overview of fixed efficiency parameters in the model. A more elaborate description per 
system element is included in the Supplementary Information.

System Element Energy Consumption/Efficiency

Solar PV Hourly calculation within the model based on HOMER formulas [173], with irradiation 
and temperature as inputs
fixed 10% loss factor (shadow, dust, waste, cables)
fixed linear derating factor to 81% of original efficiency over 25 years

Electrolyzer 78.8% efficiency (HHV, 50 kWh/kg, on AC) [107] at 90% load

Industrial heat pump  [133]

House heat pump Air sourced: 
 [174]

Water sourced: 
 [174]

H2 boiler 98% efficiency (HHV)

Heat exchanger Fixed heat loss of 1.5 °C

Fuel cell 60% efficiency—(HHV)

Rainwater storage 70% recovery efficiency [175]

HT ATES Input temperature warm well 50 °C Hydrological model  
(see Supplementary information Section 3.3) to determine the efficiency

District heating
network (DHN)

2% energy use for pumping, heat loss determined per hour  
(see Supplementary Information Section 4.2)

Battery 95% one-way efficiency [109], [176]
25% (4C) charge/discharge rate [176]
max 90% depth of discharge (DOD)

Electricity grid 98% AC/DC conversion

BEV charging 90.7% charging efficiency [177]

https://www.mdpi.com/article/10.3390/en14092616/s1 
https://www.mdpi.com/article/10.3390/en14092616/s1 
https://www.mdpi.com/article/10.3390/en14092616/s1 
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Table 3.2 Economic component parameters used in the model.

CAPEX Lifetime OM Cost (% of 
Investment Cost 

Unless Stated 
Otherwise)

Neighborhood systems

PV panels (park) 600 €/kWp [178]–[180] 25 1.5%

Battery storage 300.000 €/MWh a [109], [176] 12 (4000 cycles) [109] 1%

Electrolyzer 500 €/kW [177], [181], [182] 20 [177] 2% [177]

Fuel cell (stationary) 500 €/kW b [107], [181], [183] 15 [183], [184] 2%

Heat pump 400 €/kWth c [183], [185], [186] 20 [183] 1% [183]

Heat storage system 0.1 €/kWhth [76] 40 [171] 1.5% [171]

District heating network d 6000 €/house [187] 40 2% [142]

Grid reinforcement e 862 €/kW [188] 40 1%

Household systems

PV panels (roof) 870 €/kWp [183] 25 1.2% [183]

Air-sourced heat pump f 6000 €/house [188] 15 2%

Booster heat pump g 1000 €/house [189] 15 2%

Hybrid heat pump, 
including boiler

4300 €/house [188] 15 2%

Adjustments gas network 
for hydrogen + new gas 
meter

373 €/house [190] 40 274 €/y/house h [191], 
[192]

Electricity grid costs 308 €/y/house i [191]

Renovation costs—D-C j 
(13% energy savings)
Apartment/terraced

2940/4680 €/house [188] 40 -

Renovation costs—D-B j
(20% energy savings)
Apartment/terraced

4560/9600 €/house [188] 40 -

Renovation costs—D-A j
(34% energy savings)
Apartment/terraced

7320/19,200 €/house [188] 40 -

a Projected battery costs by IRENA for 2030 are 150 €/kWh, but it is unclear if this includes power conversion and 
balance of plant. Therefore, the IRENA value was used as capital costs for energy capacity, while on top of that, data 
from Mongird et al. [176] were used to make sure to include power conversion, the balance of plant and construction 
and commissioning. As Mongird et al. only give values for 2025, we have used the lower range values to estimate the 
costs for 2030. b sources range from 425–1500 €/kW for stationary systems, but fuel cell systems for cars have much 
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lower price expectations (250–300 €/kW [193]). We expect that developments in the transport sector will also reduce 
the costs for stationary systems and have used lower range value here. c The cost for the heat pump is based on 
multiple sources and supplier data. The heat pump capacity in kWth is calculated by multiplying the electric capacity 
(in kWel) with the average COP of the heat pump over a run time. The costs include installation costs (which are 
approximately 50% of the investment cost). d Costs for the DNH itself plus household installations for an outer city 
area. The OM costs mentioned in the source are actually 1%, but in this chapter, we look specifically at a low-tempe-
rature DHN with insulated pipes that probably needs more maintenance, and therefore, we have multiplied this value 
by a factor of two. e This includes costs for the low voltage grid (= distribution grid) up until the transformer station 
to the high voltage grid (=transmission grid), but no costs for the transmission grid itself because this study focuses 
on local optimization and makes no concrete assumptions for the changes in the transmission grid. f Currently 
these costs are around 8000€/house, but we expect a cost decrease of 25% due to learning effects by upscaling 
in production. g Included a 50% cost reduction to extrapolate to 2030 because, in 2020, it is still relatively new 
technology, so a large economy of scale effect is expected. h These costs are based on the current fixed yearly costs 
for gas consumers, about 68 + 186 = 254 €/y [191] + extra costs concerning the expected changes in the inspection 
regime when switching to a hydrogen of 20 €/y [190]. i Fixed costs for an electricity grid connection for consumers 
per year. j Costs for insulation are based on gas demand related to energy labels for apartments and terraced houses 
in the Netherlands (2018) [194]. The gas demand is converted to space heating energy demand through a correction 
for cooking gas, domestic hot water and the average efficiency of the boiler [195] (p. 52/53) and finally the% of gas 
savings when renovating to a higher energy label (Dutch terminology for savings on building energy use). An A-label 
house is comparable to what many European countries would classify a nearly zero energy building with an energy 
consumption between 45 and 70 kWh/m2 [196]. The costs for retrofitting are calculated based on the average surface 
area of the house [188] (p. 71). Insulation requires no maintenance, so no OM percentage is included.

3.2.1 Rule-Based Scheduling Strategy

The size of system components is not set by an algorithm within the model but is defined by the 
user. For the calculations and scenarios in this chapter, the following scheduling strategy is in place 
to decide how supply and demand are connected within the model. If certain system components 
are not part of a scenario, they are skipped in the scheduling strategy.

Electricity supply from PV on houses is first used within the house itself (for appliances, lighting, 
heat pump and/or BEV), then it is evaluated whether an excess of PV electricity in some houses (i.e., 
a terraced house) could be used to fulfill the demand in others (i.e., in a multi-apartment building 
with a shared roof). The next evaluation is whether the industrial heat pump (coupled with the 
HT-ATES) could take up electricity, followed by the electrolyzer. The heat pump is prioritized in 
the scheduling strategy because it needs to produce enough heat for the heat storage system 
to provide heat in winter. There is a cap on the amount of heat stored based on the yearly heat 
demand plus a loss factor, explained in Supplementary Information Section 3.3. Hydrogen can also 
be imported from outside the system and thus has less priority. If after the houses, industrial heat 
pump and electrolyzer, any electricity are left, it is stored in the (collective) battery, and when this is 
not possible, the electricity is exported to the grid.

The electricity supply from local RES production (PV park or wind turbines) is first used by the 
industrial heat pump coupled to the heat storage system, followed by the electrolyzer. For this part 
of the supply, the collective installations are prioritized in the scheduling strategy because it is 
assumed that those installations will be placed close to the local RES production and can, there-
fore, reduce peaks in that part of the grid. Subsequently, it is evaluated whether the households 
still have an electricity need, followed by storage in the battery. Lastly, any surplus electricity is 
exported to the grid.

https://www.mdpi.com/article/10.3390/en14092616/s1 
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To fulfill an electricity demand, the prioritization is reversed. Hence, a household electricity 
demand is first fulfilled by their own PV system, followed by local RES production, then the battery 
and the fuel cell. Finally, when the electricity demand is not yet fulfilled, electricity is imported 
from the grid. The modeler can choose if the fuel cell functions as a peak shaver (only when the 
grid has not enough capacity) or more as a baseload, always fulfilling any leftover electricity needs 
up until its full capacity. The heat from the electrolyzer and fuel cell is only reused when a district 
heating network (DHN) is in place. In that case, the heat is first used to fulfill any direct heat 
demand. Any heat that cannot be used directly is stored in the HT-ATES system. In system designs 
without a DHN or HT-ATES, the heat is denoted as heat loss.

If a heat pump is installed and needs the energy to heat up water from the hot well of the heat 
storage system during winter (see Supplementary Information Section 3.3), it is first evaluated 
whether it could be fulfilled by the local RES production, followed by a possible surplus of the PV 
systems on the households. If energy demand is still not fulfilled, it is evaluated whether electricity 
is still stored in the battery or if electricity can be produced by the fuel cell. Any leftover demand 
is fulfilled by import from the electricity grid. Hydrogen production is always exported to the 
hydrogen gas grid, and hydrogen supply is fulfilled by the hydrogen gas grid. If a DHN is in place, 
heat demand is fulfilled first with heat from the electrolyzer or fuel cell (if available), then by direct 
production from the heat pump (if available) and otherwise from the HT-ATES.

3.2.2 Economic Calculations

Costs are defined here as system costs, represented as the costs per household per year that inclu-
de costs for electricity, heat and transport. In the cost calculations, the levelized costs per system 
component (LC) are determined according to equation 3.1:

(3.1)

here  represents the annual levelized costs for a certain system component in (€/year). Here 
the  (€) covers the capital expenditures for a particular system component I (i.e., the PV 
panels, the electrolyzer, compressor or storage tank) and  (€/year) represent the operational 
expenditures for a particular system component.  (€/year) are the electricity costs for a 
system component i. The capital recovery factor (α, no unit) in equation 3.2 represents a fraction of 
the total CAPEX cost. In this way, a constant yearly value of depreciation is calculated based on the 
lifetime of the system component and the discount rate. 
 

(3.2)

With r the discount rate (as a fraction of 1) and Li (year), the lifetime of a particular system  
component i.

https://www.mdpi.com/article/10.3390/en14092616/s1 
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The costs per household per year (HC) are then calculated according to equation 3.3 by dividing 
the sum of the yearly cost of all system components by the number of households in the neighbor-
hood:

(3.3)

A complete overview of all economic parameters per system component and some general 
economic parameters are given in Table 3.2 an Table 3.3. All costs mentioned here are for the near 
future (2030). We have excluded investment costs in vehicles (BEV/FCEV) as we expect these costs 
to become similar to fossil-fuel cars [107] and will be similar for all scenarios.

Table 3.3 Other relevant economic parameters.

Parameter Value

Discount Rate a 3% [147]

Grid electricity costs 2030 
(100% renewable) b

115 (70–145) €/MWh [197]

Feed-in tariff c 57 €/MWh [198]

Extra infrastructure for peak 
capacity in all-electric scenario d

All electric: 5 €/MWh [197]

Hydrogen import costs e Production: 2.5 €/kg (1.5–3.5 €/kg) [107], [182], [192], [199] 
Storage: 0.2 €/kg [200]
Transport: 0.39 €/kg for 3000 km (0.09–0.17 €/kg for 1000 km) [199]
Total: 3.09 €/kg (1.8–4.55 €/kg) 

a We assume one discount rate for the total system, while in reality, the discount rate will differ depending on if the 
investment is done by a household (i.e., household PV system) or a company (i.e., a district heating network). Here 
we look at the societal costs, and therefore, we have used a social discount rate. b The assumption made here is that 
the electricity used in the system is climate neutral. It includes costs for production, transport, distribution and extra 
grid cost (due to more complex balancing in a 100% renewable energy system). The range chosen by PBL is 70–145 
€/MWh for 2030, with an average of 115 €/MWh for smaller users (<50 MWh/year). c Cuts on feed-in tariffs have 
occurred globally for utility-scale systems [201], and with still decreasing costs for PV, feed-in tariffs for individual 
home power systems are being reduced as well, at least in western countries. We expect a phase-out of the feed-in 
tariff, and therefore, we have chosen a feed-in tariff equivalent to the expected market price for renewable electricity 
in 2030 [198]. d Due to more complex system balancing in an all-electric system, extra overhead costs (for balancing 
the grid) are estimated at 5 €/MWh [197]. e The hydrogen storage costs are a calculation for ten storage cycles (so 
closer to seasonal storage than daily storage), based on the cost numbers given in Roobeek et al. (2020) [200]. We 
do not know exactly where the imported hydrogen will come from, but assuming a distance of 3000 km allows for 
import by pipeline from North Africa, Ukraine [182] or southern Europe, regions with favorable climates for wind and 
solar power and low hydrogen production costs.
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3.3 Neighborhood Scenarios

The neighborhood presented here is based on an actual neighborhood in Nieuwegein, the Nether-
lands, but modified for generalization. The amount of houses (2000) corresponds to an average 
European neighborhood as defined in earlier research into a transport and energy system for a 
neighborhood [59] and is close to an average Dutch neighborhood as well [202]. The neighborhood 
has an electricity infrastructure, water and wastewater distribution network and a natural gas 
network. Because 95% of the Dutch households are heated by natural gas [203], we assume that 
a district heating network is not yet in place in this neighborhood, but the density of the housing 
stock is high enough to install one. We only consider the energy use of houses in the neighborhood 
and not nonresidential energy use. Furthermore, it is assumed that every household owns a car.

The reference situation of the neighborhood is shown in Figure 3.2. The buildings were built during 
1975–1991 with 50% apartment buildings and 50% terraced houses. The annual gas demand is 
calculated with 31.65 MJ/m3 natural gas, which is the average value for the low-caloric gas used 
in the Netherlands. For an apartment, the annual gas demand is 1020 m3 (9 GWh for 1000 apart-
ments) and 1350 m3 (11.9 GWh for 1000 terraced houses) for a terraced house, including space 
heating, tap water and cooking [158]. We have used data on average gas use to determine the peak 
in gas demand [204] and used a boiler efficiency of 1.0 based on the house types [195, p. 53]. For 
2000 houses, this results in average hourly peak demand for gas of 980 m3 or 9.8 MWp,-gas with an 
average peak demand per household of 4.9 kWp,-gas. The electricity demand is set at 3000 kWh/
household/year for a terraced home and 2400 kWh for an apartment, based on various data on 
Dutch house types and building years [158], [191]. Average electricity demand patterns were used to 
divide the electricity demand over the year (see Supplementary Information Section 5.3.1 and [204]). 
By using these patterns, the average peak demand for electricity per household is 0.66 kWp-elec.
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Figure 3.2 Schematic overview of the reference scenario without local renewable production, conversion and 
storage and with a gas grid for heating demand. This reference scenario has non-renewable electricity and natural 
gas as their energy sources. The energy demands are based on an existing neighborhood with 50% terraced houses 
and 50% apartments without solar PV. The houses have not yet been retrofitted and/or insulated.

https://www.mdpi.com/article/10.3390/en14092616/s1 
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The average peak capacity that the grid operators use for existing neighborhoods is 1.2 kW per 
household [188], [205]. This means that when considering the simultaneity factor for a neighbor-
hood of more than 1000 households, the average peak capacity available per household in a 
low-medium voltage grid station is 1.2 kW. We assume that some extra capacity is available in a 
substation that connects the low voltage grid to the medium voltage grid. Therefore, we have 
assumed that for a neighborhood of 2000 households, 3 MW of capacity is available at the station 
(1.5 kW average peak capacity per household). The electricity peak demand that we calculated 
for the reference situation (0.66 kWp-elec) of the neighborhood is almost a factor two lower than 
the value used by the grid operators. A possible explanation is using hourly (average) data, which 
means that peaks that occur on a shorter time interval within are flattened out. This flattening 
effect is more apparent for the electricity demand patterns than for gas, as electrical appliances 
have a more intermittent use pattern (water cooker, vacuum cleaner) than a gas boiler. It is impor-
tant to be aware of this in the further analysis as the peaks in electricity demand and supply will 
probably be a conservative estimation.

With the reference situation of the neighborhood (Figure 3.2) as a starting point, we created 
four scenarios based on 100% renewable energy sources. Renewable energy is supplied by own 
decentralized PV on roofs, a small PV park, or via the electricity grid. We have summarized the most 
important data about the neighborhood in Table 3.4. In the reference situation, the houses have 
energy label D, but retrofitting to a higher energy label is possible to reduce the energy demand for 
space heating, as specified in Table 3.4. Energy demand for domestic hot water is set at 920 kWh/
person/year (=3.3 GJ), which is based on different building types and domestic hot water demands 
[195]. Because electric cooking is not a common practice yet in the Netherlands, we included 175 
kWh/household/year for electric cooking on top of the average electricity demand for appliances 
and lighting [206]. All roofs are equipped with solar panels of 400 Wp, 12 panels on a terraced home 
(S-W, 45° inclination) and two panels (S, 36° inclination) per household on an apartment building. 
Additionally, there is a PV park near the neighborhood of 2 MWp, again with 400 Wp panels (S, 
15° inclination). Wind turbines are not included in the scenarios as wind turbines are not likely to 
be placed in or very close to existing neighborhoods. For transport, we assume that 70% of the 
houses have an electric car and 30% a hydrogen car. A BEV or FCEV drives 13,000 km per year [207] 
(average NL). With an energy consumption of 20 kWh/100 km, the energy consumption is 2600 
kWh/BEV/year [208]–[210], or 110 kg of hydrogen for an FCEV with 60% fuel cell efficiency. For the 
BEV, we assume they charge 60% of the time at home.
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Table 3.4 Energy demands and supply in the neighborhood.

Terraced Apartment Total

Number of houses 1000 1000 2000

Surface area per house 120 m2 60 m2 -

People per household 2.4 2 -

Solar panels on the roof 4.8 kWp 0.8 kWp (shared roof) 5.6 MWp roof PV

Local PV park - - 2 MWp

Energy demand domestic 
hot water

2200 kWh/year 1840 kWh/year 4 GWh/year

Space heat demand a A—5590 kWh/year
B—6770 kWh/year
C—7365 kWh/year
D—8465 kWh/year

A—4045 kWh/year
B—4900 kWh/year
C—5330 kWh/year
D—6130 kWh/year

A—9.6 GWh/year
B—11.7 GWh/year
C—12.7 GWh/year
D—14.6 GWh/year

Electricity demand  
(including electric cooking)

3000 kWh/year
+ 175 kWh/year 

cooking

2400 kWh/year
+ 175 kWh/year 

cooking

5.4 GWh/year

Transport BEV—2600 kWh/year
FCEV—110 kg/year
(4.333 kWh/year—

HHV based)

BEV—2600 kWh/year
FCEV—110 kg/year
(4.333 kWh/year—

HHV based)

BEV: FCEV = 70/30:
Electric cars—3.6 GWh/
year (of, which 2.2 GWh/

year at home charging)
Hydrogen cars— 

66 tons H2–2.6 GWh/year

a The letters refer to a specific energy label (A–D). An A-label house is comparable to what many European countries 
would classify a nearly zero energy building with an energy consumption between 45 and 70 kWh/m2 [196]. The 
space heat demand is based on a gas demand for a terraced house or apartment build between 1975 and 1991 in the 
Netherlands with energy label D [194]. From this number, the energy demand for space heating is derived with a cor-
rection for cooking gas, and domestic hot water and the average boiler efficiency [195] and then the energy demand 
is reduced by a certain percentage [188] related to insulating a house to obtain a higher energy label.

For weather data, such as irradiation, wind speed, precipitation and temperature, we consider a 
northwest European climate. Data from the central weather station De Bilt of the Dutch Meteo-
rological Institute (KNMI) is used [211]. Simulation time is five years (2010–2015) to consider yearly 
variation in weather conditions. This period is representative in terms of average temperature (with 
both warmer and colder years than average). A representative point for a peak in heat demand by 
households was the especially cold period in February 2012 when the temperature decreased to 
−18 °C. There is enough variation between dry, wet and normal years for precipitation. The period 
was sunnier than the long-term average, leading to a slight overestimation of the produced solar 
energy. However, every year since 1999 has been sunnier than the long-term average, which points 
in the direction of a trend to a sunnier climate in the Netherlands for the future and as we look at 
the year 2030, we do think the irradiation data are representative.
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For surface water temperatures, 10-min data from Rijkswaterstaat [212] are available for the Lekka-
naal (in Nieuwegein) and averaged to produce hourly values. If data are missing, data from the last 
hour are repeatedly used until data appear again. In general, this period is no longer than a couple 
of 10-min time intervals.

3.3.1 Design Choices

The focus of this chapter is to analyze different designs with varying modes of system integration 
within a neighborhood, which leads to a different choice and sizing of conversion and storage 
technologies. We strive to use as much energy locally as possible while there still is a connection 
to the electricity and/or gas grid. We have chosen four scenarios that represent different modes of 
system integration, yet other scenarios would be possible as well. The designs presented here are 
either a well-known option (all-electric) or designs including techniques that we have identified as 
gaps in the literature (see Section 3.1) and/or integrate more different energy carriers. A high-tem-
perature district heating network (>70 °C) is not considered because it is not yet in place and 
high-temperature heat sources are not locally available. Low-temperature ATES systems (15–20 °C) 
are not considered here as well, as these houses have no cold demand. For thermal heat storage, we 
have chosen an HT-ATES system. We did not include hot water tank storage, which has been done 
in other literature [34], [69], [77], because tanks do not provide enough storage volume for seasonal 
storage. Pit thermal energy storage could have been another option, but free space is needed to 
install the structure in the subsurface, which is not easily available in existing neighborhoods. If the 
PV park is installed close to the neighborhood (<2 km, to avoid heat losses) on a free space, such 
as a meadow, it could be possible to install a pit thermal energy storage system under the PV park. 
With an HT-ATES system, the necessary above-ground space to drill, install and operate the wells 
is relatively small, while the system has a sufficient size to function as a seasonal energy storage 
system, and the investment costs are relatively low. A completely hydrogen-based system for space 
heating and tap water or fuel cells in houses are other possible options to include in the design, but 
for now, we have chosen to have one scenario with partly hydrogen-based heating demand. Thus, 
the scenarios chosen are mainly an illustration of a line of reasoning and do not show results for all 
possible 100% renewable energy system designs.

Another aspect is that the storage and conversion of renewable energy outside the neighborhood 
will not be modeled (outside highlighted area in Figure 3.3-Figure 3.6). These storage mechanisms 
are larger than necessary for a neighborhood and generally used by a whole region or country. They 
are placed at central locations outside the neighborhood and are, therefore, outside the scope of 
this research. We do not know yet how storage and conversion in the system on an (inter)national 
scale will be designed. Instead of modeling the (inter)national energy system with many assumpti-
ons and high uncertainties, we have chosen to represent the possible options by including a range 
of prices for the import of electricity and/or hydrogen. In this way, we will be able to get insights 
on when system integration on a local level can be beneficial concerning the price developments 
in the overall energy system. We do, however, assume a 100% renewable-based energy system, 
which does also imply that only green hydrogen is imported.
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Figure 3.3 Schematic overview of the all-electric scenario with the respective supply and storage capacities. This 
scenario is based on 100% renewable electricity, either from local PV production on roofs or the local solar park or 
imported from large-scale renewable capacity via the electricity grid. The houses are retrofitted from label D to label 
A. The system boundary is shown with a dotted line. Outside of the system boundary, we do not model the 
electricity production, conversion and storage. However, we assume both electricity storage (in the form of batteries 
or pumped hydro) and hydrogen storage (via electrolysis) in salt caverns are included in the larger energy system. 
Because of the local PV production and electricity demands for, i.e., heat pumps, the original grid capacity of 3 MW is 
not sufficient anymore for this neighborhood. The red numbers with the plus sign represent the grid reinforcement 
that is necessary for this scenario. Inverters are not shown in this picture but are necessary for the transformation of 
DC to AC electricity.

Figure 3.4 Schematic overview of the all-electric H2 scenario that includes both an electrolyzer and fuel cell for local 
hydrogen production and uses while preventing grid reinforcement. The electricity supply by PV and electricity 

Fuel cell
1.75 MWel

Electrolyser
2.1 MW

3-23 kv3-23kv0.4kv

Delivery 
station

1-8 bar

MS
/LS

MS/
MS

Water 
storage

2 MWp

30 Mm³

3MW5 x 0.6MW

5.1 MWp – PV
4.6 MWp - demand

30 bar

110kv

Battery 
storage/

pumped hydro

Salt 
cavern

EHS/
HS

220-380kv

16-40 bar 40-67 bar

180 bardistrict
station

City 
gate

HS/
MS

2000
houses



98

demand is the same as in the all-electric scenario (Figure 3), but instead of grid reinforcement, an electrolyzer (2.1 
MWel) shaves peaks in electricity export. On the other hand, the fuel cell has a sufficient capacity (1.75 MWel) to shave 
demand peaks, thereby avoiding grid reinforcement. The houses are retrofitted from label D to label A. The fuel cell 
is utilized as a baseload installation in the system. The fuel cell would have a very low usage otherwise (0.3% of the 
year). This scenario will import more hydrogen than electricity, so the effect of large amounts of hydrogen import 
can be assessed.
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Figure 3.5 Schematic overview of the H2 hybrid scenario with power-to-hydrogen and using hydrogen for household 
heating demand. The electrolyzer (2.1 MWel) is utilized for peak shaving on the supply side (PV on roofs and the local 
PV park). The houses are retrofitted to a lesser extend (label C) than in the all-electric scenarios (see Table 3.4), which 
results in higher heating demands. In this scenario, we have chosen to fulfill the heating demand with hybrid heat 
pumps with hydrogen boilers. The hydrogen boilers assist the heat pump at cold periods (< - 5 °C), and for tap water 
production, so the houses are heated comfortably while demand peaks are reduced. The remainder of the electricity 
demand peak (3.8 MWel) is shaved by the 1 MWel fuel cell, preventing grid reinforcement.
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Figure 3.6 Schematic overview of the power-to-X scenario with both power-to-heat and power-to-hydrogen com-
bined, including using heat from the electrolyzer for the heat storage system. The houses are retrofitted from label D 
to label B. The electricity supply peaks are shaved by the electrolyzer (2.1 MWel) and the heat pump (2 MWel). The heat 
pump produces heat in summer with surface water as a heat source and stores heat locally in aquifers (HT-ATES). The 
heating demand of the houses is fulfilled by a low-temperature district heating network (40 °C), with booster heat 
pumps for tap water production.

We now discuss the differences between the system designs of the scenarios. The general sche-
duling strategy is applied to all scenarios (see 3.2.1), and only deviations are mentioned. Energy 
demand and supply parameters are mentioned if they are not yet included in Table 3.4.

3.3.2 All-Electric

The first scenario takes an all-electric approach and has no local conversion techniques in place 
(Figure 3.2). It represents a reference model for a renewable energy system in a neighborhood 
based on complete electrification, so with one energy carrier and limited system integration. It 
does have a local battery of 4 MWh to increase the amount of locally used energy within the neig-
hborhood. In this scenario, the houses need to be retrofitted thoroughly (from label D to label A) to 
provide both space heating and domestic hot water with air sourced heat pumps. The maximum 
peak demand in this scenario will be 4.6 MWp, and the supply peak is 5.1 MWp, which means there 
is a need for grid reinforcement because the electricity demand and supply peak are higher than 
the current grid capacity (3 MW), mainly due to the heat pumps and PV systems. The battery will 
not be able to reduce this peak capacity because it is empty when the demand peak occurs (in the 
early morning hours during winter) and full when the supply peak occurs (in summer at the middle 
of the day).
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3.3.3 All-Electric H2

In this mode of system integration, we introduce power-to-hydrogen for peak shaving of locally 
produced electricity. Simultaneously, there is the option to produce electricity from hydrogen with 
a fuel cell to provide a part of the electricity demand. Concerning the scheduling strategy, we have 
chosen to deploy the fuel cell as a baseload in the system. This means that the fuel cell is first used 
to produce electricity before electricity is imported from the grid. Hydrogen import is thus favored 
over electricity import here because only installing a fuel cell as a demand peak shave unit results 
in a very low usage (ca. 0.3% of the year), resulting in high OPEX costs that could be reduced by 
increasing the number of full load hours. Therefore, we will be able to investigate the effect of 
importing large amounts of hydrogen in a neighborhood on system costs. The battery is removed 
in this scenario because the electrolyzer and fuel cell takes over its function. The size of both the 
electrolyzer (2.1 MW) and fuel cell (1.75 MWel) are chosen such that grid reinforcement is no longer 
necessary. The houses still need to be very well insulated (label A).

3.3.4 H2 Hybrid

In 95% of the (existing) neighborhoods in the Netherlands, there is a natural gas network [188]. It 
could be an option to reuse the existing gas infrastructure for hydrogen [192], [213], further explored 
in this scenario. It is thus again a form of power-to-hydrogen, like the all-electric H2 scenario. In 
this mode, we use hydrogen directly as an energy carrier in the house itself. We look at a combinati-
on of a hybrid heat pump with hydrogen as a backup for cold periods (< −5 °C) when the heat pump 
has a low-efficiency, and for domestic hot water production. This hybrid design benefits from the 
high-efficiency of the heat pump, without the need for electricity grid reinforcement because the 
hydrogen boiler can take over at times of peak demand. Because the hydrogen boiler can assist the 
heat pump in creating the necessary heat at a higher temperature, the houses are retrofitted to a 
lesser extent than the all-electric scenarios (label C). This does however mean that the total heat 
demand is higher than for the all-electric and all-electric H2 scenario (see Table 3.4).

Similar to the all-electric H2 scenario, we have included local hydrogen production with an elec-
trolyzer (2.1 MW) to reduce the supply peaks and a fuel cell (1 MWel) for reduction of the demand 
peaks (max. 3.8 MWp). The fuel cell is again used as baseload; see in Section 3.3.3 for a justification.

3.3.5 Power-to-X

In this mode, we include both power-to-heat and power-to-hydrogen. There is a synergy between 
those two conversion mechanisms as the heat from the electrolyzer can be used for the district 
heating system and heat storage. The houses are retrofitted from label D to label B. Household 
heating is provided with a low-temperature district heating network (40 °C). Moreover, small 
booster heat pumps are installed with a capacity of about 0.5 kWel/2 kWth to produce domestic 
hot water with 40 °C as input temperature. Water in the DHN is a closed-loop, and the tap water is 
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produced directly from drinking water and at a higher temperature (60 °C) at the other side of the 
heat exchanger [214], [215]. Therefore, the risk of growth of Legionella, an opportunistic pathogenic 
bacteria, in water between 20 and 45 °C is minimized.

Because heat is now merely provided via the DHN, the electricity peak demand of the neighbor-
hood (2.4 MWp) is reduced compared to the other scenarios. As the electricity demand peak is 
lower than the grid capacity, there is no need to install a fuel cell in this scenario. The heat pump (2 
MWel) size is chosen so that enough heat can be provided to the neighborhood in winter. Although 
the heat pump is 2 MWel and should be able to reduce electricity production peaks, we still need 
a 2.1 MWel electrolyzer. Because at a cold but sunny day in February or the beginning of April, the 
heat pump is switched off (surface water temperature is too low), while there is still an excess of 
electricity production from households. The heat pump is thus not suitable to deliver peak shaving 
capacity throughout the year. Hence, as solar production peaks do happen outside the summer 
months as well, the electrolyzer is necessary for year-round peak shaving capacity.

3.4 Results

Based on the scenarios described in 3.3, model simulations were performed to determine the 
energy balance and system costs for each scenario. In this section, we compare the scenarios on 
their local energy and water use, monthly and yearly energy imports and exports and peaks in 
demands and supply. As longer-term seasonal subsurface storage is often not included in energy 
system designs for neighborhoods, we elaborate on the functioning of the HT-ATES system within 
the power-to-X scenario. Subsequently, a comparison of system costs is presented, including a 
cost breakdown for different system elements and a sensitivity analysis on hydrogen and electricity 
costs.

Sankey diagrams of all scenarios are presented in Figure 3.7-Figure 3.10. The figures visualize the 
yearly energy and water flows of the different scenarios based on five-year averages. The Sankey 
diagrams show that the different scenarios vary in their mode of integration. The all-electric scena-
rio has three separate flows for electricity, hydrogen and water and only uses electricity in house-
holds. In the other scenarios, the number of interconnections for conversion increases as well as 
the different energy carriers used. All-electric H2 and H2 hybrid show integrating power-to-hydro-
gen in different ways. In the fourth mode (power-to-X), power-to-heat is added as well. Moreover, 
as Figure 3.10 shows, a connection between power-to-heat and power-to-hydrogen is made by 
using heat from the electrolyzer for the DHN.
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All-electric

Figure 3.7 Sankey diagram of the yearly energy and water flows in the all-electric system. Electricity, hydrogen and 
water are three separate flows without integration. The households solely use electricity as their energy source. Part 
of their electricity demand (3297 MWh or 27%) is fulfilled by local PV, 7800 MWh or 65% by import from the grid 
and 912 MWh or 8% by local battery storage. Not all locally produced electricity can be stored in the battery or used 
directly, which results in 2506 MWh of electricity export to the grid. Losses for electricity conversion will be a few 
percentage points and are not shown in the Sankey diagrams. This will be done in a later stage of the system design 
and need to include DC/DC conversion as well.
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All-electric H2

Figure 3.8 Sankey diagram of the yearly energy and water flows in the all-electric H2 system. Connections between 
water and hydrogen (for hydrogen production) and hydrogen and electricity (electrolyzer and fuel cell) create a more 
integrated system in this scenario. The houses have electricity as their only direct energy source. 2885 MWh or 24% 
of their electricity demand is fulfilled by direct use of local PV production, and 892 MWh or 7% is imported from the 
electricity grid. The remainder of the electricity demand is fulfilled by the import of hydrogen and local conversion 
of hydrogen to electricity by a fuel cell (8261 MWh or 69%). Local electricity production that could not be used 
directly is first converted to hydrogen (3227 MWh), and if the electrolyzer is working at full capacity, the remainder is 
exported to the grid (697 MWh).
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H2 hybrid

Figure 3.9 Sankey diagram of the yearly energy and water flows in the H2 -hybrid system. The total heat demand 
(4794 MWh) is higher than in the all-electric scenarios (3935 MWh) because the houses are retrofitted to a lesser 
extent. Instead, one extra flow is added as hydrogen is now used in households directly for tap water and space 
heating in cold periods (< −5 °C), still maintaining a sufficient comfort level. Local PV production fulfills 23% (2.610 
MWh) of the electricity demand, and the 1 MWel fuel cell provides 52% (5.803 MWh). As the fuel cell is smaller than 
in the all-electric H2 scenario, 2.872 MWh (26%) of the electricity demand is imported from the grid. Local electricity 
production that could not be used directly is first converted to hydrogen (3373 MWh), and if the electrolyzer is 
working at full capacity, the remainder is exported to the grid (796 MWh).
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Power-to-X

Figure 3.10 Sankey diagram of the yearly energy and water flows in the power-to-X system. An extra flow is added 
to the Sankey diagram to show the heat production, storage, and houses’ heat demand when a low-temperature 
district heating system is installed in the neighborhood. The electricity demand of the houses is reduced compared 
to the other scenarios, as only 354 MWh of electricity is used by the booster heat pumps for tap water production. 
The district heating network makes a fuel cell for demand peak shaving redundant. The heat pump is shown twice 
in the Sankey diagram, although only one large-scale heat pump is installed. This large-scale heat pump is used in 
summer to produce heat (Heat pump summer) and partly in winter as well (HP-winter) to increase the temperature 
of the heat storage system to a sufficient temperature.
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3.4.1 Local Energy and water use

The local energy supply (PV on roofs plus a solar park) in the neighborhood can fulfill 23–30% of 
its electricity demands (see Table 3.5). As the battery provides storage of locally produced energy, 
the amount of locally used electricity is the highest in the all-electric scenario (27% + 8% = 35%), 
followed by the power-to-X scenario (30%). The other two scenarios have just under 25% direct 
local electricity use.

Table 3.5 Percentages of the electricity, hydrogen and heat demand arranged per energy carrier 
(electricity, heat, hydrogen) and scenario.

Electricity

All-electric All-electric H2 H2 hybrid Power-to-X

Direct from RES 27% 24% 23% 30%

From grid 65% 7% 26% 70%

From H2 storage 0% 69% 51% 0%

From battery 8% 0% 0% 0%

Hydrogen

All-electric All-electric H2 H2 hybrid Power-to-X

Direct from RES - 15% 16% 60%

From H2 storage - 85% 84% 40%

Heat

All-electric All-electric H2 H2 hybrid Power-to-X

From electricity (grid/RES) 100% 100% 43% 10%

From hydrogen - - 57% -

From heat storage - - - 90%

Next to electricity, there is local hydrogen production as well. The electrolyzer functions mainly as 
a peak shaver and only works on local RES supply. The hydrogen demand for transport can be ful-
filled for max. 60% (power-to-X) to around 100% (all-electric H2 and H2 hybrid) by local hydrogen 
production.

However, despite the local energy production, a considerable amount of energy import is neces-
sary for all scenarios. This shows that even in a neighborhood with a high potential for PV plus 
some extra local production, there is still a high dependence on energy imports if all energy system 
services are considered.
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From the roofs and PV-park, a total of 33,000 m3 of rainwater can be collected each year (see San-
key diagrams). The amount of pure water needed for the electrolyzer is about 340 m3/year, about 
1%. If the entire water supply stream would be treated by an RO installation, 30,000 m3 of water is 
available (after first treatment) for other water demands. If this excess water would be stored in a 
subsurface storage system, on average, 20,500 m3 of water would be available—after recovery—
for other purposes in the neighborhood.

3.4.2 Import and Export of Energy

In terms of total energy import, the all-electric scenario has the lowest amount of total import 
(10.9 GWh/year, electricity and hydrogen import combined), followed by the power-to-X scenario 
(11.2 GWh/year). The other scenarios have more hydrogen imports, which reduces the import from 
the grid but increases the total energy imported in the system to around 15 GWh/year in total. As 
expected, most energy exports and conversion of energy to hydrogen and heat occur during the 
summer months. In an all-electric scenario, 37% of the locally produced electricity is exported to 
the grid. This decreases to 10% (hydrogen scenarios) and 5% for the power-to-X scenario.

The role of conversion and storage on the import and export varies highly per scenario. The battery 
of 4 MWh in the all-electric scenario can provide 8% of the total electricity demand (see Table 3.5), 
whereas 65% of the energy demand is imported from the grid. In contrast, the all-electric H2 scena-
rio imports 70% of its energy from (central) hydrogen storage, and the H2 hybrid system 50%. The 
power-to-X system has the highest percentage of electricity demand fulfilled by the grid (70%). In 
contrast, the heat demand in the power-to-X scenario is fulfilled for 85% by the HT-ATES. The H2 
hybrid scenario has its heat demand fulfilled by a combination of electricity (43%) and hydrogen 
(57%), while the all-electric scenarios completely fulfill their heat demand with electricity. This 
variation in heat sources and retrofitting level leads to a difference in energy use for heat pumps, as 
shown in the Sankey diagrams.

More insight into yearly variations can be obtained from Figure 3.11, where each monthly bar shows 
the amount of energy import (positive value) and export/storage (negative value). Again, we see a 
pattern where scenarios with a (baseload) fuel cell have more hydrogen import and higher energy 
demand. The power-to-X scenario has the most balanced energy demand profile over the year 
because a significant amount of energy is imported during summer to produce and store heat, 
which is used during winter.
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Figure 3.11 Monthly energy balance of the four scenarios, positive values represent energy use, while negative values 
show the energy that is stored or exported. The all-electric scenario has the lowest overall energy demand because 
it has the least conversion losses. The all-electric, all-electric H2 and H2 hybrid systems all show a seasonal pattern of 
lower energy demand and more export in summer, and higher energy demand and less export in winter. The power-
to-X scenario has a more distributed energy demand pattern, as in summer, heat is produced with the large-scale 
heat pump (with surface water as a source), and heat is stored for use in winter.

3.4.3 Peaks in Energy Demand and Supply

The scenarios have different peaks in demand and supply. An example is shown in Figure 3.12, 
visualizing the net electricity demand of the neighborhood on a (very) cold day in February 2012. 
Although cold, this day was sunny with enough production from the roof solar PV systems to fulfill 
the electricity demand in the middle of the day. This peak in PV production explains the sharp 
decline in electricity demand from the grid.
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Figure 3.12 Neighborhood peak demands during a very cold day of the simulation period (6 February 2012), with 
the outside temperature on the second (right) axis. PtX is the power-to-X scenario. The current maximum grid 
capacity (3 MW) is shown as a purple line. The all-electric scenario exceeds the current maximum grid capacity of the 
neighborhood due to high electricity demand for heat pumps, combined with other electricity demand (cooking, 
appliances, electric car) in the evening hours. The other scenarios have different ways to lower the demand peak, eit-
her by shaving the peak with a fuel cell (all-electric H2), using hybrid heat pumps with hydrogen boilers (H2 hybrid), 
or a district heating network to fulfill the heat demand (PtX). Another interesting finding is that this cold day was 
sunny as well, which explains the low electricity import in the middle of the day when the roof PV systems fulfill the 
electricity demand of the households.

How heat demand is fulfilled is the determining factor that leads to the differences between the 
graphs. The all-electric scenario fulfills the heat demand completely with electricity, thereby crea-
ting a higher peak demand than the current maximum grid capacity (black line). Therefore, the grid 
capacity in this scenario needs to be increased. The all-electric H2 has the same electricity demand 
profile, but in this case, the fuel cell reduces the peak demand in the morning and evening. In the 
H2-hybrid scenario, the hydrogen boiler provides most of the heat demand as long as the tempe-
rature is below −5 °C. The explanation for the little peak around 3 pm is the heat pump switched on 
because the temperature is just above −5 °C, while the rooftop PV systems are not fully covering 
this demand. From 4 pm onwards, the hydrogen boiler provides the heat again as the temperature 
drops below −5 °C. Lastly, in the power-to-X scenario, the district heating network does provide 
most of the heat demand plus a little electricity demand for the booster heat pump producing tap 
water, but overall, the electricity demand stays well below 3 MW for the neighborhood as a whole.

The example given here is, of course, an exceptional situation. Nonetheless, the peak in electricity 
demand in the all-electric scenario is not an exception. During the runtime analyzed (2010–2014), 
the electricity demand exceeds the existing grid capacity about a hundred times a year in the 
all-electric scenario. In the other scenarios, the peak demand never exceeds the current grid 
capacity due to the deployment of the fuel cell or the existence of a DHN.
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At times of peak supply from PV on roofs and the solar park, the all-electric scenario has a battery 
to shave those peaks, while the other scenarios have a 2.1 MWel electrolyzer. In Figure 3.13 is 
illustrated how on two sunny days in April, the battery in the all-electric scenario cannot store the 
PV production peaks. Around noon, the battery is already full and unable to reduce the production 
peaks between 12 and 2 pm. This is not the case for the other scenarios because they have the 
electrolyzer and/or heat pump to reduce the peak at every hour of the day.
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Figure 3.13 Battery dynamics of the all-electric scenario during two days in April 2010. The graph shows how the 
energy demand (demand) is fulfilled with PV (sum PV), electricity from the grid (bought grid) and from battery (from 
battery). The surplus energy is first stored in the battery (battery capacity), and when the battery is full (4 MWh), 
energy is exported to the grid (grid export).

The electrolyzer is used as a peak shaver and runs only on local renewable electricity. This design 
choice impacts the load factor of the electrolyzer, which is between 14 and 18% (ca. 1200–1800 
full load hours); see Table 3.6. The industrial heat pump has a higher load factor (33%) than the 
electrolyzer because it can import electricity from the grid to store enough heat for the winter. In 
the three scenarios in which a fuel cell is installed, it has a >50% load factor because it is utilized 
as a baseload unit. This means that fuel cell capacity is used first to produce electricity before 
electricity is imported from the grid.
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Table 3.6 Load factors of main system components for all scenarios, based on a five-year average.

Load Factors in % All-Electric All-Electric H2 H2 Hybrid Power-to-X

Heat pump - - - 33.0

Electrolyzer - 17.5 18.3 10.9

Fuel cell - 53.9 66.2 -

PV park 11.4 11.4 11.4 11.4

PV houses 9.5 9.5 9.5 9.5

3.4.4 Zooming in on Long-Term Heat Storage

The power-to-X scenario includes HT-ATES, where heat is stored in aquifers. During heat storage, 
water is extracted from a warm well, heated, and injected in a hot well. During heat supply, the 
opposite happens, groundwater is extracted from the hot well, exchanged with the return flow of 
the DHN via a heat exchanger and reinjected in the warm well. The groundwater temperature at 
the wells changes during the simulated time of five years and is shown in Figure 3.14. During the 
first phase of the winter, water from the hot well is used directly to exchange heat with the return 
flow of DHN. At some point during the winter, the heat storage system has cooled down too much 
to deliver heat directly to the DHN. At that point, the HT-ATES system starts to use the heat pump 
to provide heat at the right temperature in the most efficient way (see Supplementary Information 
Section 3.3 for the details on the exact operating strategies of the heat pump combined with the 
HT-ATES wells). This also results in a sharp decrease of the warm well temperature as the heat 
pump allows for further cooling of the flow entering the warm well, see arrow in Figure 3.14. The 
yearly stored volume during heat supply and storage is 700,000 m3 on average and changes some-
what over time (see Table 3.7). For the five simulated years, the average heat recovery efficiency is 
55%. The recovery efficiency varies per year based on weather circumstances. 

https://www.mdpi.com/article/10.3390/en14092616/s1 
https://www.mdpi.com/article/10.3390/en14092616/s1 
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Figure 3.14 Temperature of the hot and warm well over five years (2010–2015). The last five years of ten years of 
modeling are shown, as the first five years were used to heat up the wells starting from background temperature (12 
°C). After five years, the system has reached an equilibrium state. The arrow shows the switch to a different operating 
strategy (see text) and a decrease in the warm well temperature.

The heat demand of the neighborhood is fulfilled 85.5% of the time from the HT-ATES system. 
Another 13% of the heat is used directly after production before it could be stored. The heat from 
the electrolyzer and fuel cell fulfills 1.5% of the heat demand. Lastly, electricity is used to elevate 
the return temperature of the DHN in winter when the hot well temperature decreases below 43 °C. 
This electricity use amounts to <1% of the heat demand. To produce the heat, a total of 5720 MWh 
of electricity is used by the heat pump, of which 1985 MWh came from local RES production and 
3735 MWh from the grid (derived from Figure 3.9).

Table 3.7 Overview of the HT-ATES performance over five years, starting from the sixth year that 
the system is running after it has been warmed up in years 1–5.

Hot Well 
Efficiency

Warm Well 
Efficiency

Yearly 
System 

Efficiency

Heat 
Storage 

(TJ)

Heat 
Supply (TJ)

Volume 
Storage 

(–1000 m3)

Volume 
Supply 

(–1000 m3)

Year 6 92% 73% 75% 83.4 62.9 717 747

Year 7 54% 117% 44% 100.0 43.7 788 522

Year 8 69% 91% 55% 92.6 51.0 728 604

Year 9 75% 88% 60% 92.5 56.0 696 666

Year 10 57% 108% 45% 91.9 41.3 689 472

Average 69% 93% 55% 92.1 51.0 724 602
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3.4.5 Economic Results

Table 3.8 shows the volumes of electricity and hydrogen bought and sold in each scenario, as well 
as the CAPEX of the system and the yearly costs per household for electricity, transport and heat 
(excluding taxes). In Figure 3.15, a breakdown of the costs per household per year is shown. The 
costs include bars for discounted CAPEX plus OM cost and separate bars for electricity/hydrogen 
import costs. Some of these costs will most probably be made by, for instance, the grid operator 
(grid reinforcement) or the heat provider (heat pump). Here we show the discounted costs if the 
costs made for a certain scenario would be divided over all households, so they represent the 
societal costs and are mainly meant for a fair comparison between the scenarios.

Table 3.8 Economic results of the four scenarios.

All-Electric All-Electric H2 H2 Hybrid Power-to-X

Total electricity bought (MWh/year) 7780 890 2870 9680

Total electricity sold (MWh/year) 2510 700 800 300

Total H2 used (ton/year) 66 415 420 66

Total H2 produced (ton/year) 0 64 66 36

Total CAPEX system (M€) 47 46 24 40

OM system (M€/year) 1.0 1.0 1.4 1.0

Ecost system  
(electricity + H2 in M€/year)

1.0 1.1 1.2 1.2

Discounted investment costs  
(€/year/household)

1820 1800 1480 1480

Electricity import costs  
(€/year/household)

400 30 140 550

Hydrogen import costs  
(€/year/household)

100 540 549 40

Costs per household  
(€/year)—see Figure 3.15 for breakdown

2320 2370 2175 2070
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Figure 3.15 Yearly cost breakdown of the different components in the four scenarios. Costs include discounted 
CAPEX and OPEX (OM and electricity/hydrogen costs) and are divided over the 2000 households. The all-electric 
H2 scenario has the highest costs (2370 €/household/year), mainly due to the high investment costs for insulation 
(retrofitting from label D to label A), the heat pump and the import costs for hydrogen. The insulation and heat pump 
costs are important cost factors because those are investments for each individual house. The scenarios with less 
retrofitting (H2 hybrid and power-to-X) have more costs for conversion, storage and infrastructure (hydrogen and 
heat), but these costs are shared among all households, resulting in overall lower costs per household.

The total CAPEX costs are the lowest for the integration mode with hybrid hydrogen heat pumps, 
the H2 hybrid scenario (24 M€). In this case, the costs for retrofitting are limited, and the gas 
network is reused for hydrogen, which saves costs for new infrastructure. The power-to-X scenario 
with both power-to-heat and power-to-hydrogen is about 16 M€ more expensive, mostly due 
to investments in the district heating network and heat pump. The all-electric and all-electric H2 
scenarios are another 6–7 M€ more expensive than power-to-X. In these scenarios, retrofitting 
costs (insulation + heat pump) are an important factor in the cost breakdown (Figure 3.15). For an 
all-electric system with an air-sourced heat pump, extensive insulation measures are necessary 
to keep the house warm with a low-temperature heat system. As the H2 hybrid mode needs less 
insulated buildings, there is a positive impact on the costs because the hydrogen boiler assists the 
heat pump at times of peak demand and can deliver higher temperature heat. In line with this result 
Table 3.8 shows a clear distinction between the all-electric and H2 hybrid/power-to-X scenarios 
with a yearly cost difference of about 145–300 €/household/year.
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If we compare the all-electric scenarios, we observe a similar CAPEX for both, but the OPEX costs 
of the all-electric H2 scenario are 100 k€/y higher, mainly because there is relatively more hydrogen 
import in this scenario.

The scenario with the most different energy carriers (power-to-X) has almost 70% higher system 
costs than the H2-hybrid system, but the discounted costs per household are the same. The higher 
investments in the power-to-X system are mainly due to the heat grid (and the industrial heat 
pump), as these are long-term investments, the yearly discounted costs are quite low. Additionally, 
the OPEX of the power-to-X system is 400 k€/y lower than for H2 hybrid. This is a combined effect 
of smaller heat pumps, which leads to lower OM costs (as we used a % of CAPEX for OM costs) and 
lower OM costs for the DHN (as% of CAPEX) versus the fixed yearly OM costs for the maintenance 
of the gas grid. The DHN is installed locally, while the gas grid should also be maintained outside of 
the neighborhood to provide gas from central gas storage locations.

The storage and conversion installations have a limited contribution to the yearly costs per house-
hold, contrasting with the retrofitting/insulation costs (see Figure 3.15). Although these instal- 
lations require large investments, when discounted over the lifetime and shared by 2000 house-
holds, the contribution to the yearly costs appears to be modest. Infrastructure, on the other hand, 
has a larger contribution to the cost breakdown, mainly maintenance of the gas infrastructure and 
the construction and maintenance of a DHN and industrial heat pump. The grid reinforcement 
costs, however, have a minor contribution to the yearly cost breakdown. In the all-electric scena-
rio, the costs for the electricity grid reinforcement are 50 €/household/year, or 2% of the total 
costs per household within that scenario. These costs are comparable to the battery (70 €/house-
hold/year) or the electrolyzer (50 €/household/year).

Two scenarios rely on hydrogen for 83–94% of their total energy import (all-electric H2 and H2 
hybrid), while the other two (all-electric and power-to-X) rely on 70–86% electricity import. As 
there is quite some uncertainty on the prices for both hydrogen as well as climate-neutral electrici-
ty, we have done a sensitivity analysis on these two economic parameters. The price ranges found 
in the literature and mentioned in Table 3.3 are applied. Moreover, we analyzed a low, middle and 
high price of electricity over a range of hydrogen prices and vice versa. In this way, we get more 
insight into the combined effect of changes in both prices simultaneously. The results are shown in 
Figure 3.16.
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Figure 3.16 Sensitivity analysis on electricity costs (import from the grid) and hydrogen import costs. The left side 
shows the sensitivity of the yearly costs per household to the electricity price for climate-neutral electricity, with a 
fixed hydrogen price in the low (a), middle (b) and high (c) range. The right side shows the sensitivity of the yearly 
costs per household to the hydrogen costs, with a fixed electricity costs price in the low (d), middle (e) and high (f) 
range. The middle range values are the values used for the economic analysis in this chapter. The analysis shows 
that the lowest costs option is either the H2 hybrid system or power-to-X, which are the systems with the most 
conversion and storage mechanisms and diversification of energy carriers in the households.

In general, we observe that the competition for the lowest cost option is always between the H2 
hybrid and power-to-X scenario. Even with very low electricity prices, especially the costs for 
retrofitting still make the all-electric scenarios more expensive. First, we look at varying electricity 
prices (Figure 3.16 a–c). The electricity price should be lower than 140 €/MWh for the power-to-X 
system to have the lowest system costs (per household) with the average hydrogen price (Figure 
3.16 b). If the hydrogen costs turn out to be at the low end of the range (1.8 €/kg), the H2 hybrid 
scenario will have the lowest system costs as the electricity price is higher than 83 €/MWh. 
Moreover, if the hydrogen costs eventually end up at the high end of the range, the power-to-X 
system will have the lowest costs over the total electricity price range.

Second, we take a closer look at varying hydrogen prices (Figure 3.16 d–f). The intercepts between 
the system costs for the H2 hybrid and power-to-X scenario are around 1.5, 2.5, and 3 €/kg of hydro-
gen, depending on the electricity costs. With a hydrogen price of 3 €/kg, the power-to-X scenario 
will most certainly be the lowest cost option for all electricity price levels (up until 150 €/MWh).
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3.5 Discussion

3.5.1 Energy Balance

3.5.1.1 Local production versus energy import
Creating a more integrated energy system has an impact on the energy balance of a neighborhood. 
System integration modes with power-to-hydrogen (all-electric H2 and H2 hybrid) leads to 30% 
less export of locally produced electricity than an all-electric scenario because of local conversion 
(and partly storage). For a scenario with a combination of power-to-heat and power-to-hydrogen, 
this is even 35%. At the same time, the local hydrogen production can fulfill 60–100% of the 
hydrogen demand for transport in the neighborhood. On the other hand, every scenario has a 
high amount of energy import, either in the form of hydrogen or electricity, whereas we already 
assumed a high potential for solar PV in the neighborhood. Therefore, we expect that the local 
renewable energy supply can fulfill a maximum of 30–40% of the total energy demand (heat, 
electricity and transport) with currently available PV technology for existing neighborhoods. The 
import of energy will thus still be important in future energy systems for existing neighborhoods, 
according to our analysis. This finding is confirmed by other neighborhood studies [69], [216].

3.5.1.2 More stable energy distribution pattern with HT-ATES
The all-electric, all-electric H2 and H2 hybrid scenarios show a seasonal pattern in their energy 
import due to the higher heating demand in winter (see Figure 3.11) and, therefore, rely on a central 
energy storage system. An exception is a power-to-X scenario with a more distributed energy 
import over the year. In this case, the heat storage is filled during summer, reducing the energy 
demand in winter. The combination of power-to-heat with local seasonal heat storage systems 
could thus create more stabilized demand patterns.

3.5.1.3 The impact of electrolyzer and fuel cell heat integration on the energy balance
Lastly, we expected the combination of power-to-hydrogen and power-to-heat would benefit 
the energy balance because the heat from the electrolyzer could be utilized in the DHN or heat 
storage. However, the results show a modest 1.5% contribution of the heat from the electrolyzer 
to the total heat demand. In this system design, there is thus no real added value for the recovery 
of heat (as it would also require extra installations to recover the heat). In earlier research, we have 
seen that the electrolyzer could fulfill up to 25% of the heat demand if the electrolyzer has a higher 
capacity factor, which means that there still could be a potential of coupling those two conversion 
technologies [217].
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3.5.1.4 HT-ATES recovery efficiency
The average yearly system efficiency is 55%, and the hot well efficiency is 69%. The literature on 
different HT-ATES systems gives values of 78–88% system efficiency at 100 °C injection temperatu-
re [218], 77–86% for hot well efficiency at 61 °C injection temperature [219] or 54–79% hot well effici-
ency with a cutoff temperature of 80 °C [220]. Thus, our findings are within the range or at the lower 
end of the range compared to the literature. One possible explanation is that the stored volume 
is lower, which negatively impacts the recovery efficiency due to a less optimal area/volume ratio 
compared to larger systems [125]. Moreover, our system could be further optimized, for example by 
using a smaller heat pump and/or storing less heat.This study is one of the first to include HT-ATES 
in analyzing a total neighborhood energy system and shows the potential of this type of seasonal 
energy storage. Further development and analysis of HT-ATES systems are necessary to get more 
insight into the potential of this type of seasonal storage within integrated energy systems.

3.5.2 Water Supply and Possible Water Demands

3.5.2.1 Rainwater supply and storage in the neighborhood
In the neighborhood, water could be collected both from roofs as well as from the nearby solar 
park. In total, 33,000 m3 rainwater/year is available, of which the electrolyzer only needs a fraction 
(1%). Hence, after treatment and storage, approximately 20,500 m3 of water is available for other 
purposes. To make this water available throughout the year, a local storage system needs to be 
installed. There are multiple reasons to implement local storage and use of rainwater. Rainwater 
storage systems help to prevent inundation, increase water availability, and plant evaporation has 
a cooling effect that helps to reduce the urban heat island effect. An example of a large-scale water 
storage system is an aquifer storage and recovery (ASR) system [97], [98]. Another smaller scale 
option is a blue-green roof [221], although such a system is often not combined with solar panels.

3.5.2.2 Possible water demands
The storage of collected rainwater could be deployed for plants in (communal or private) gardens, 
as well as for irrigation of the vegetation in the public spaces of the neighborhood. Furthermore, 
rainwater has a very low salt concentration (<20 mg Cl-/L) [97], even compared to drinking water 
(50–130 mg Cl-/L) [222]. This is an advantage for the production of pure water because the recovery 
factor of the RO increases, and there is a slight reduction in energy demand for desalination. Pure 
water is the source of hydrogen in the electrolyzer. However, next to that, it could be used for 
more industrial purposes inside or near the neighborhood, such as a car wash or laundry. Purifying 
rainwater for household purposes is an option as well. The water demand per household is 102.7 
m3/year, of which the toilet, dishwasher and washing machine appear suitable for applying RO-tre-
ated rainwater, which would add up to approximately 46 m3/household/year [223]. The supply of 
20,500 m3 would then cover about 20% of this water demand. A study on rainwater harvesting in 
the Netherlands found that if water from pavements would be included as well, about 50% of the 
water demands of a neighborhood could be covered by rainwater [224]. A more thorough analysis of 
the possible system layouts, future water demand patterns and costs would be a topic for further 
research.
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3.5.3 Peak Demand and Supply

3.5.3.1 The effect of power-to-hydrogen on peak demand
The results in Section 3.4.3 have shown that integrated system designs that include power-to-hy-
drogen are better able to deal with peaks in supply and demand than an all-electric scenario. 
Supply peaks caused by PV production are converted to hydrogen by an electrolyzer, which offers 
a more continuous capacity for peak shaving than the battery in the all-electric scenario. Moving 
towards a combination of different energy carriers instead of solely electricity thus has a positive 
effect on peak demands and supply within the neighborhood. However, we should note here that 
smart battery use was not thoroughly analyzed, as well as vehicle-to-grid options. If the battery 
would also be able to import electricity from the grid and provide that at times of high electricity 
demand, the demand peak in winter could decrease. In combination with the curtailment of PV 
production peaks in summer, there would probably be less need for grid reinforcement [225]. Howe-
ver, even if smart battery use would be included, we still think our estimation for peak demand in 
this research is reasonable because of the conservative estimation for peak demand (see Section 
3.3). The option of vehicle-to-grid could also offer flexibility during peak times [226] and would be 
interesting to include in the model in the future. Including BEV as the battery capacity is, however, 
subjected to more restrictions than stationary batteries.

3.5.3.2 More potential for peak shaving with power-to-heat and power-to-hydrogen
In the power-to-X scenario, there could be more room for peak shaving than was shown in the 
results. The power-to-X has a similar-sized electrolyzer compared to the other scenarios (2.1 MWel) 
next to a 2 MWel heat pump. The electrolyzer could probably be of a smaller size if the heat pump 
would be used more smartly. At times when the surface water temperature is not high enough, the 
heat pump is now switched off. An alternative is to increase the temperature in the DHN for a short 
period to reduce peaks in the local electricity grid. This option was not included in this study but 
could be looked into in future research to further optimize this scenario. Thus, integrating hydro-
gen or heat could offer even more peak shaving to the energy system than shown in this study.

3.5.3.3 Other flexibility services of power-to-heat and power-to-hydrogen
Besides reducing local peaks in demand and supply, both the heat pump and the electrolyzer 
could offer flexibility to the grid by buying at moments when there is an oversupply on the grid. 
The heat pump has a 33% load factor, but if only the hours during summer are considered (when 
the surface water is warm enough), the load factor would be approximately 70%. By shifting the 
running hours of the heat pump within the summer season, flexibility to the grid could be offered. 
The potential for load shifting and peak shaving is even higher for the electrolyzer, which currently 
has a load factor of 14–20%. The potential of offering flexibility to the grid was not analyzed in this 
study and could not be calculated because fixed electricity prices were used. Although fixed tariffs 
for consumers may continue to exist, the actual wholesale prices for electricity will become more 
volatile with high shares of renewables. Other research has shown that offering flexibility with a 
heat pump [33], [227] or electrolyzer [155], [228] could be feasible (i.e., targeting low electricity prices) 
and could be something to apply to these scenarios in future research.
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3.5.4 System Costs

3.5.4.1 Diversification of energy carriers lead to lower system costs
The sensitivity analysis has shown (see Figure 3.16) that the “tipping points” for the switch between 
the H2 hybrid and power-to-X scenario as the lowest cost option are actually within the possible 
price range of both electricity and hydrogen prices. Yet, we can conclude that in any case, inte-
gration modes with more diverse energy carriers (heat, electricity and hydrogen) do lead to lower 
system costs (145–300 €/year/household) than the all-electric scenarios with electricity as the 
main energy carrier.

As explained in Section 3.3.1, this chapter has not shown all different possible system designs for 
neighborhoods. Eventually, every neighborhood has its specific circumstances and (im)possibilities 
that need to be considered. However, based on the results, it could be interesting to compare more 
system designs with hydrogen in future research. For example, a design with fuel cell micro-CHP 
systems could be interesting as they both produce heat and electricity to be used directly within 
the house. Developments towards reversible hydrogen systems (combined electrolyzer/fuel–cell 
in one system) have an even larger potential as they can reduce demand and supply peaks at the 
household level. In summary, we see that modes of system integration with more diverse energy 
carriers lead to more complex systems, but because they can provide energy in multiple ways, they 
are more robust.

3.5.4.2 Retrofitting as an important factor in energy system costs
A factor that is often mentioned as an advantage for integrated systems is the reduction in grid 
reinforcement costs. However, this analysis shows the grid reinforcement cost within the neigh-
borhood, for the low voltage grid up until the transformer station, is a small factor in relation to the 
total system costs for end-users, such as households. Alternatively, the costs for insulating existing 
buildings have shown to be one of the most important cost components that determine the total 
yearly costs. Because the all-electric modes need a high level of insulation to be compatible with 
a low-temperature heating system, those scenarios are the most expensive. This is in line with a 
recent report by the Dutch Environmental Assessment Agency (PBL). The report concluded that the 
costs for insulation of a house from energy label D to B do not outweigh the energy savings (over 
30 years) and are not financially attractive for house owners [229].

3.5.4.3 Local hydrogen production to electricity is more expensive  
than using electricity directly

The all-electric H2 scenario is a mode where hydrogen is introduced as an energy carrier besides 
electricity and thus integrates more energy carriers in one system. We have seen that introducing 
more energy carriers leads to lower system costs, but in this case, the all-electric H2 scenario has 
the highest system costs. Only when the hydrogen costs would be low (1.8 €/kg) and the electricity 
price above 80 €/MWh, the all-electric H2 scenario will be cheaper than the all-electric scenario. 
The determining factor here is not the grid reinforcement versus the installation of the electrolyzer, 
as the discounted costs per year are both similar (50 €/household/year). As both scenarios assume 
an all-electric heating system, the retrofitting costs are similar as well. In this case, the import 
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costs for hydrogen become the determining factor (see Figure 3.15). Because of the conversion 
loss of hydrogen, it is cheaper to have an all-electric system with grid extension than to have local 
energy production with a fuel cell and hydrogen import (the all-electric H2 scenario). Converting 
an alternative energy carrier (here hydrogen) to electricity in a central place in the neighborhood 
leads to higher system costs than an all-electric solution. It is thus more useful to bring alternative 
energy carriers to the house itself, as was analyzed in the other scenarios.

3.5.4.4 The importance of hybrid designs
Our analysis shows that a hybrid design with hydrogen fulfilling part of the heat demand in 
households is a favorable option to obtain low system costs for existing neighborhoods. Without 
a need for thorough retrofitting, a start could still be made with less drastic retrofitting measures, 
including the installation of a hybrid heat pump, while still maintaining the natural gas boiler. As 
we have shown, about two-thirds of the heating demand could already be electrified. Over time, 
the gas boiler could be retrofitted or replaced with a hydrogen boiler or hydrogen-ready boiler, and 
maybe continue the retrofitting process to further reduce the energy demand. Hybrid systems are 
an important solution in the smooth transition to a renewable energy system in existing neighbor-
hoods.

3.6 Conclusions

In this chapter, we have analyzed four scenarios with different modes of system integration for 
100% renewable energy systems for existing neighborhoods. Moreover, we included several 
system services in a neighborhood (electricity, heat, transport and water). We consider the 
combination of multiple system services and energy carriers with local conversion and (seasonal) 
storage leading to integrated energy—and water systems as a novel aspect of this work. We can 
conclude that integrating different energy carriers at end-users shows a positive impact on the 
energy system costs. The integrated system designs with local hydrogen production combined 
with hybrid hydrogen boilers (H2-hybrid) or a low-temperature district heating network, heat 
storage and hydrogen production (power-to-X) lead to 145–300 €/household/year decrease in 
cost compared to an all-electric system. In these two modes of system integration, we utilize other 
energy carriers, such as heat and hydrogen, in the house itself, besides electricity. This diversifica-
tion of energy carriers decreases the need for extensive retrofitting measures, which have shown to 
be an important factor in the total system costs.

In the H2 hybrid scenario 2,175 €/household/year) houses have installed a heat pump as well as a 
hydrogen boiler for hot tap water and heat production on cold days. The Power-to-X scenario has 
local heat production and seasonal heat storage (with a HT-ATES) as well as hydrogen production 
(2,070 €/household/year). The sensitivity analysis has shown that the Power-to-X system is most 
likely to have the lowest costs over the sensitivity range, namely if the hydrogen price is above 3 €/
kg and the electricity price is < 150 €/MWh. 
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However, we can conclude that both modes of system integration (power-to-heat and 
power-to-hydrogen) are important to consider, depending on local circumstances and price 
developments for hydrogen and electricity.

Furthermore, the results show that integrated neighborhood energy systems with local conversion 
and storage mechanisms (heat or hydrogen) can lower electricity peak demands. Moreover, they 
have the potential to flatten peaks from the grid at times of oversupply, and only 5–10% of locally 
produced energy is exported to the grid. Yet, the percentage of local electricity use is not more 
than 23–35% of the total demand, so importing electricity will still be important in future neigh-
borhoods. A seasonal heat storage system leads to the most distributed energy import over the 
year compared to the other scenarios. Lastly, we have shown that a seasonal heat storage facility 
(in this study HT-ATES) for a neighborhood is a potentially suitable option for large-scale seasonal 
heat storage.

In conclusion, this research shows the importance of considering more integrated and hybrid opti-
ons in designs for future clean, affordable and reliable energy systems for existing neighborhoods.
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Abstract: In the energy transition, multi-energy systems are crucial to reduce the temporal, spatial 
and functional mismatch between sustainable energy supply and demand. Technologies as power-
to-heat (PtH) allow flexible and effective utilization of available surplus green electricity when inte-
grated with seasonal heat storage options. However, insights and methods for integration of PtH 
and seasonal heat storage in multi-energy systems are lacking. Therefore, in this study, we deve-
loped methods for improved integration and control of a high temperature aquifer thermal energy 
storage (HT-ATES) system within a decentralized multi-energy system. To this end, we expanded 
and integrated a multi-energy system model with a numerical hydro-thermal model to dynamically 
simulate the functioning of several HT-ATES system designs for a case study of a neighborhood 
of 2000 houses. Results show that the integration of HT-ATES with PtH allows 100% provision of 
the yearly heat demand, with a maximum 25% smaller heat pump than without HT-ATES. Success 
of the system is partly caused by the developed mode of operation whereby the heat pump lowers 
the threshold temperature of the HT-ATES, as this increases HT-ATES performance and decreases 
the overall costs of heat production. Overall, this study shows that the integration of HT-ATES in 
a multi-energy system is suitable to match annual heat demand and supply, and to increase local 
sustainable energy use. 
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4.1 Introduction

To limit global warming, governments aim to reducing greenhouse gas (GHG) emissions caused 
by the use of fossil fuels [1], [167]–[169] and transition to renewable energy sources. As a result of the 
transition to renewable sources, the energy system will, in part, become more decentralized with 
energy production by e.g., photovoltaic systems (PV) and, on a small scale, wind, brought closer to 
consumers [168], [169]. These types of renewable energies are intermittent and thus storage facilities 
are required to overcome the temporal mismatch between availability of and demand for energy 
[109], [230], [231]. These mismatches can (partly) be overcome by the introduction of multi-energy 
systems (MES), as they provide possibilities for system integration [23], [48], [52], [232]. In such 
integrated systems, production of sustainable electricity and heat, as well as storage and conver-
sion of these commodities, are integrated with the goal to efficiently maximize the utilization of 
available sustainable energy and to balance supply and demand. A MES consists of sustainable 
energy sources and conversion and storage facilities. Different forms of conversion can be applied 
in a MES, such as power-to-heat and power-to-gas (i.e., hydrogen). Consequently, traditionally 
separate operating sectors have become connected, such as the heat, transport and electricity 
sectors [47], [67], [69], [73], [171], [233].

In order to overcome seasonal mismatches between supply and demand, storage of gas from 
power-to-gas technologies is often applied. Additionally, great potential is attributed to under-
ground thermal energy storage techniques, like aquifer thermal energy storage (ATES) systems, 
as these techniques offer efficient and large storage capacities at relatively low costs [234]. Yet, 
the authors notice that seasonal heat storage is often overlooked in the design and evaluation of 
sustainable multi-energy systems [34], [67], [69], [77], despite the large potential benefits for overall 
system efficiency and GHG emission reduction [74]–[76], [171]. Probably, there is a lack of attention 
for including seasonal storage in MES because methods for the evaluation of integration based on 
cost-effectiveness and robustness are lacking [34], [67], [69], [77]. In previous work [134], [171] (Chap-
ter 2), we evaluated the potential benefit of a high temperature aquifer thermal energy storage 
(HT-ATES) system that is used for seasonal heat storage in a multi-energy system, and compared 
four MES designs [235] (Chapter 3). Here it was shown that a scenario with HT-ATES led to the most 
balanced energy demand profile compared to an all-electric and hydrogen scenario, the highest 
amount of local electricity use, and lower costs for households (250–300 €/year) compared to 
an all-electric scenario [235]. To further explore the novel application of HT-ATES in a MES, a more 
detailed description and evaluation of different innovative designs for the combined HT-ATES 
and heat pump system is necessary. This was not included in earlier chapters. Therefore, in this 
research, we elaborate on the connection between the HT-ATES and the heat pump of the MES, to 
provide methods for integration and foster the use of HT-ATES within multi-energy systems. 

4.1.1 Goal and Approach

The goal of this study is to develop novel methods for integration and control of a HT-ATES system 
in an innovative power-to-heat energy system. Moreover, we assess how these methods affect 
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the costs and provision of sustainable heat year-round. The methods are tested for a case-study 
neighborhood to assess how conditions and the different components in the integrated HT-ATES 
system affect the efficiency and ability to sustainably meet the heat demand. 

More specifically, three aspects are studied; firstly, the effect of the heat pump design (size, con-
denser temperature, modes of operation between heat pump and HT-ATES) on the heat delivery by 
the HT-ATES system is assessed. Secondly, the performance of the HT-ATES system is assessed to 
evaluate the effectiveness of this storage component. Thirdly, an analysis is done on the levelized 
costs of the heating system (in €/GJ) as a whole.

To do this, a detailed model of a multi-energy system is expanded and integrated with a numerical 
hydro-thermal model to simulate the functioning of a HT-ATES system. The integration of the 
multi-energy system and the HT-ATES system is applied in a case study of a neighborhood in 
Nieuwegein (the Netherlands) that has been the focus of earlier work on a multi-energy and water 
system [105], [134], [171], [217], [235] (Chapter 2 & 3). In this decentralized multi-energy system, renewa-
ble electricity (PV) is converted to high temperature heat and stored in the HT-ATES system during 
summer. In winter, the HT-ATES system is used to fulfil the heat demand of the neighborhood. 

4.1.2 Structure

In this chapter, we first explain the HT-ATES model (4.2.1) and the relevant parts of the multi-energy 
system model (4.2.2) in the methods, followed by a description of the field case and how the 
multi-energy system and HT-ATES are integrated (4.2.3). Then, we describe the scenarios for 
the case where we compare different heat pump designs (4.2.4) and we discuss the assessment 
framework (4.2.5). In the results, we compare the results of the different scenarios in terms of 
fulfilment of heat demand by the HT-ATES system (4.3.1), the HT-ATES performance (4.3.2), and the 
levelized costs of heat production (LCOE, 4.3.3). In Section 4.4, we discuss the results and combine 
the different aspects from the results to more overarching insights. Finally, in Section 4.5, we draw 
conclusions on the integration of HT-ATES in a multi-energy system. 

4.2 Materials and Methods

4.2.1 HT-ATES Model

Aquifer thermal energy storage (ATES) systems utilize groundwater to store heat (or cold) in 
water-bearing layers, so-called aquifers, in the subsurface. A conventional ATES system consists of 
(multiple) cold and warm wells. During heat demand, warm water is extracted from the warm well, 
heat is released to the system and the cooled water is pumped into the cold well. When cooling is 
needed, groundwater is extracted from the cold well, heated and stored through the warm well [236].
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For this study, a high temperature (HT-)ATES system is studied, which means that storage tempera-
tures are above 25 °C [237], Figure 4.1. In contrast to LT-ATES systems, the temperatures of the warm 
and the cold well are both above the ambient groundwater temperature. Therefore, we use the 
terms hot and warm instead of warm and cold for the wells in this study. 

Figure 4.1 High temperature aquifer thermal energy storage (HT-ATES) system working principle. (Left) In summer, 
available heat from solar + heat pump (PtH) is stored in the HT-ATES system. (Right) In winter, heat is delivered from 
the HT-ATES hot wells.

Compared to LT-ATES, the higher storage temperatures require consideration of temperature- 
dependent density and viscosity to simulate the heat transport [126], [238]. Therefore, the simulati-
ons for heat injection, storage and extraction are performed using the coupled groundwater flow 
model MODFLOW and the multi-species transport code MT3DMs in connection with SEAWAT 
[239]–[241]. In this study, we use Flopy, a software package to operate SEAWAT from within a Python 
environment [242]. The multi-energy system model is also programmed in Python code to facilitate 
coupling with the ATES model. 

4.2.1.1 Modelling Approach
Depending on the needed maximal capacity of a specific HT-ATES system (e.g., MWth), the produc-
tivity of the aquifer and the well screen length (dependent on the aquifer thickness), multiple hot 
and warm wells could be needed. In practice, these wells should be placed in such a configuration 
that interaction between wells has a positive effect. Beernink et al. (2020) showed that positive 
interaction between the hot and warm well(s) of a HT-ATES system causes a relatively small posi-
tive effect (< 7%) on overall system performance compared to a situation without interaction [243]. 
Therefore, to simplify the modelling exercise, we assume that the total thermal volume is stored 
and recovered from one hot and one warm well which do not interact. Our simulations, compared 
to a 3D model, thus represents a slight underestimation of actual overall performance. Because of 
these simplifications, an axisymmetric hydrogeological model could be used, as was done previ-
ously [126], [244]. For both the hot and the warm well, a separate axisymmetric model is initialized. 
From monitoring data, Lopik et al. (2016) [126] established a calibrated axisymmetric model of a 
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high temperature (80 °C) ATES system. In this study, we therefore use a similar axisymmetric model 
set-up and parameter values. Several modelling aspects of the model are described below:

• Spatial discretization. The spatial discretization in the horizontal direction is 0.5 m close 
to the well location. Because flow velocity decreases with the radial distance from the 
well, the cell size may increase outwards. This was done logarithmically to a maximum of 
50 m at the model domain boundary. To prevent boundary conditions from influencing 
simulation results, several test runs were carried out. The test runs showed that outcomes 
did not change significantly (< 1%) with an increasing grid size of 1500 m around the 
well. This was therefore set as the outer model boundary distance. To allow for sufficient 
detail/insight in the vertical (free convection) flow component, the vertical layers are also 
discretized at high resolution; 0.5 m thickness. Further refining of the modelling grid did 
not result in different results. The discretization was therefore assessed to be sufficient.

• Temporal discretization. Internal time steps of the SEAWAT model are limited becau-
se of the courant number that is implemented in the advection package. We use a 
value of 0.8, meaning that the maximal distance that advection will be allowed in one 
internal transport time step is 0.8 cell length; the length of the time step is automa-
tically adjusted accordingly. Model input and output is changed and transferred with 
the multi-energy system model with a daily time step. This means that the flow in/
out of the wells is changed once a day and evenly divided for this timespan.

• Boundary conditions. The boundary conditions are set as constant head and constant 
temperature at the outer boundary of the modelling domain. The top and bottom of the 
model are set as constant temperature and no-flow boundary. The constant temperature 
is equal to the starting temperature of the aquifer groundwater,  Tamb = 12 °C. Therefore, 
water enters the model via the well or via the outer model boundary (at 1500 m distance). 
Heat can leave the model domain via the top, bottom, and outer model boundaries. 

• Subsurface characterization and hydrogeology. The characterization of the subsurfa-
ce parameters follows the subsurface model presented in [24], which is a 30 m thick 
homogeneous aquifer. The model consists of an aquifer confined by 25 m thick 
aquitards at the top and bottom. Aquifer horizontal hydraulic conductivity is 35 
m/d, aquitard horizontal hydraulic conductivity is 0.05 m/d, and hydraulic conduc-
tivity anisotropy was used as Kh/Kv = 5 for both the aquifer and the aquitard.

• Well implementation. The simulated wells have a fully penetrating well screen (Lwell = 30 m). The 
well screen consists of multiple grid cells based on the vertical discretization. The flow for each 
well screen cell is calculated proportionally to the transmissivity distribution along the layers 
belonging to the cells. For the modelled homogeneous aquifer, this results in equal flow distri-
bution over the well screen length. The extraction temperature of each well cell is calculated 
by SEAWAT as the average well temperature at the well screen during extraction or injection.

• Parameter values. The parameter values assigned to MODFLOW follow Lopik et al. (2016) [30] and 
are corrected for axisymmetric flow according to Langevin (2008) [244], and given in Table 4.1. 

• Solvers. The groundwater flow is solved using the Preconditioned Conjuga-
te Gradient 2 package. The standard finite-difference method with upstream 
or central-in-space weighting is applied in the advection package.
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Table 4.1 MODFLOW, MT3DMs and SEAWAT simulation parameters.

Parameter Value Used for Package class [242]

Water heat capacity 4.18 kJ/kg/°C RCT

Solid heat capacity * 710 kJ/kg °C RCT

Water reference density 1000 kg/m3 RCT

Solid density * 2640 kg/m3 RCT

Water thermal conductivity 0.58 W/m/°C RCT

Solid thermal conductivity 3 W/m/°C RCT

Thermal distribution coefficient # 1.7 × 10−4 m3/kg RCT

Thermal retardation + 2.21 RCT

Porosity 0.3 BTN

Specific storage aquifer 6 × 10−4/m LPF

Longitudinal dispersion 0.5 m DSP

Transversal dispersion 0.05 m DSP

Vertical dispersion 0.005 m DSP

Effective molecular diffusion heat # 0.157 m2/day DSP

Effective molecular diffusion salt 8.6 × 10−6 m2/day DSP

* quartz, # Calculated following Langevin et al. (2008) [241], + Calculated following Hecht-Mendez et al. (2010) 
[245]. RCT = MT3DMs Chemical Reaction package, BTN = MT3DMs Basic Transport package, LPF = MODFLOW Layer 
Property Flow Package, DSP = MT3DMS Dispersion Package. 

4.2.1.2 Implementation of Variable Viscosity and Density
The viscosity and density of groundwater decrease with increasing temperature. This has an effect 
on the behavior of the groundwater at elevated temperatures compared to the ambient groundwa-
ter. Implementation of this relationship with temperature, therefore, is important for this model-
ling exercise. In reality, both viscosity and density have a non-linear relationship with temperature. 
In this study, we use the viscosity and density dependency of water as implemented by Langevin 
et al. (2008) [241]. Here, the non-linear viscosity–temperature relationship of VOSS (1984) [246] was 
used to determine the groundwater viscosity accurately. For density, however, a linear relationship 
was used to calculate the density at different temperatures. This was done because SEAWAT does 
not simply allow for a non-linear density function. Therefore, we used an approximation based 
on the injection temperature to include the possible influence of buoyancy flow according to the 
following linear relationship, similar to previous research [247]:
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(4.1)

where T is the water temperature in the aquifer °C and ρ is the density in kg/m3. Here, the density 
change gradient per temperature difference (δρ/δT) is changed according to the maximal injection 
temperature, resulting in a value of −0.22 for Tinj = 50 °C and a value of −0.29 for Tinj = 65 °C. 

4.2.2 Multi-Energy System Model

To analyze different layouts for future multi-energy systems (in neighborhoods) a simulation model 
was developed that matches supply and demand on an hourly basis and integrates different rene-
wable energy sources, conversion and storage mechanisms [171], [235] (Chapter 2 & 3). In Figure 4.2, 
an overview of the model components is given, with a highlight on the aspects that are the focus of 
this study. Most of the modelling methodology has been explained in detail earlier, including both 
energy and water aspects [134], [171], [235] (Chapter 2 & 3); here we focus on the coupling between 
the multi-energy system model and HT-ATES integration. The Python simulations of different 
model setups are done with an hourly time step for 10 years. The most important aspects of the 
model related to heat production and storage are described in the following paragraphs.

DemandConversion/storageSupply
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storage
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Figure 4.2 Overview of the components in the multi-energy system model, with a highlight on the model parts that 
are the focus of this chapter.
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4.2.2.1 COP Heat Pump
The coefficient of performance (COP) curve of the heat pump (HP) is based on supplier information 
(GEA: cooling agent R717, extra heat recovery by oil cooling, 1.8 MWel installation at 65 °C and 50 °C 
condenser temperature) for heat pump condenser temperatures of both 65 °C and 50 °C. From 
literature [185], we know that the COP of a heat pump (COPHP) is mainly based on the temperature 
lift and less on the exact condenser temperature (heat sink). Therefore, we can use one equation 
for different condenser output temperatures (THP,cond) (heat sinks), as long as the temperature lift 
between condenser and evaporator temperature (THP,evap) is taken into account: 

 
(4.2)

4.2.2.2 Heat Demand Pattern
The model input for heat demand is a fixed yearly heat demand that varies per type of household. 
Based on the degree-day method [248], the total heat demand is distributed over the runtime with 
the adaptation of using degree-hours, according to: 

(4.3)

with being the number of degree-hours in a certain hour and  being the outside air 
temperature, based on KNMI data from De Bilt [249]. The base temperature  is set to be 14 °C to 
calculate the degree-hours for a certain moment in time. In the degree days method, it is important 
to choose the right base temperature, which is often set around 18 °C [250]. We have chosen a 
value of 14 °C because the houses we consider in this case are well isolated and probably have a 
low-temperature heating system (such as floor heating) and large building inertia, and therefore 
space heating is not necessary above 14 °C outside air temperature. The heat degree hours are also 
weighted based on the season. This means  is multiplied by 1.1 in November–February, by 1.0 in 
March and October, and by 0.8 in the remainder of the year [250].

The next step is to calculate the heat demand of the neighborhood for every hour of the run 
period, based on the specific fraction of the total amount of heat degree hours:

(4.4)

Here,  is the heat demand of the neighborhood in a specific hour (t) in MJ,  is the 
sum of all heat degree hours over the total run period (in this case 10 years), and  is the 
total heat demand for the run period in MJ. 

Using this method implies that the distribution of the heat demand varies with the run period 
chosen. On the one hand, this is an advantage as yearly variations in outside air temperature are 
taken into account. On the other hand, this implies that the space heat demand of a particular 
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hour can vary slightly for a run period of i.e., 2010–2012 vs. 2017–2019. It is therefore important to 
only compare scenarios with the same run period; in our case data from 2010–2019 are used for all 
scenarios. 

4.2.2.3 Heat Supply Pattern
To ensure enough heat is stored to cover the heat demand in winter, a certain amount of heat 
needs to be stored in spring and summer. This should be the heat demand plus the expected 
loss during storage. The model applies a pattern with weekly values that represent a percentage 
of the total yearly heat demand that should be stored in the months from March to October, as 
elaborated upon in an earlier publication [171, p. 6] (Chapter 2). To compensate for the heat loss, 
a factor is applied to the total heat demand. The model will adapt this factor every year based on 
the difference in volume that is stored either in the hot or warm well. If the difference in volume 
is more than 15%, the factor is either increased by 0.1 (if the volume stored in the hot well is too 
small) or decreased by 0.15 (if the volume in the warm well is too small). The starting value of the 
loss factor is 1.8 for this study, meaning that the heat storage target for the HT-ATES is 1.8 times the 
yearly heat demand of the neighborhood at the start of the run time. This value of 1.8 is higher than 
the actual expected heat loss over time, because in the first years of system operation a shell with 
elevated temperature around the stored volume is developed. After this period, the loss factor will 
start to decrease and will finally stabilize around the yearly heat loss value of the wells (which is 
more around 1.1–1.4). 

4.2.2.4 Coupling of the HT-ATES Model and the Multi-Energy System-Model
The input of the SEAWAT model (see Section 4.2.1) is adjusted with a daily time step, while the 
multi-energy system model calculates the energy flows on an hourly basis. To bridge the hourly 
and the daily models, the hourly data of the multi-energy system is stored and combined into 
daily input data for the SEAWAT model. This can be interpreted as having an above-ground buffer 
tank that controls the daily fluctuations of the energy system. From the hourly multi-energy 
system model, both the weighted average temperature and the corresponding net flow from/to 
the HT-ATES are used as input for the SEAWAT model. The SEAWAT model subsequently returns 
the temperature of the extracted groundwater of both the warm and the hot well after simulation. 
These values are then used for the next 24 h of the overall energy system model calculations.

4.2.3 Application of the Multi-Energy System Model  
in a Case Study

4.2.3.1 Case Description; Nieuwegein, The Netherlands
In order to apply our multi-energy system with HT-ATES integration, we present a field case located 
in the eastern part of Nieuwegein (the Netherlands). We assume 2000 houses will be connected 
to a low-temperature heat grid and the houses will be suitable for low-temperature floor heating. 
The energy for domestic hot water production is provided with a booster heat pump. Assumptions 
for heat demand are given in Table 4.2 and are based on the Dutch energy label B, which is not the 
most efficient building type but is on a European level in the range of a Nearly Zero Energy Building 
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(40–70 kWh/m2) [196]. Energy demand related to domestic hot water consumption is set at 3.3 GJ/
person/year [195]. In this chapter, we use the case study only to determine the heat demand of the 
neighborhood and the role of heat storage in the fulfilment of heat demand. For exact temporal 
energy flows (local use, import and export) and comparison of the MES with a HT-ATES with other 
possible system designs, the reader is referred to an earlier publication focusing on the same 
neighborhood case [235] (Chapter 3).

Table 4.2 Neighborhood energy demand parameters.

Terraced House Apartment Total

Number of houses 1000 1000 2000

People per household 2.4 2 -

Energy demand domestic hot water 7.9 GJ/y 6.6 GJ/y 14.5 TJ/y

Space heat demand 24.4 GJ/y 17.6 GJ/y 42 TJ/y

The main heat source of the neighborhood is heat from surface water (aquathermal energy) 
provided by the Lekkanaal, a 100 m wide channel located east of the case study area. The surface 
water heat is extracted in summer (April–September) and the temperature is raised by a large scale 
heat pump. Part of the heat is used to provide heat directly, and the remainder of the heat is stored 
in a HT-ATES system to be utilized during winter. A HT-ATES system is chosen as the most suitable 
heat storage option, because of the large storage size required for 2000 houses, combined with 
a relatively low amount of space available on the surface level. The large scale heat pump will use 
excess electricity from local sources such as a solar farm and home solar PV systems on houses, 
supplemented with electricity from the grid to ensure enough heat is stored to fulfil the total heat 
demand of the neighborhood in winter. This system layout could assist in peak reduction on the 
electricity grid by PV systems in summer and prevent high peaks in electricity demand in winter 
if houses would be heated by i.e., an (air-sourced) heat pump. In this way, it is thus possible to 
decouple supply and demand, which gives more flexibility in a future energy system based on 
renewable energy. 

Hourly weather data on outside temperature from the period 2010–2019 are used in this analysis, 
from the weather station De Bilt (closest to the project location) [211]. 

4.2.3.2 Modes of Operation for the Heat Pump and HT-ATES
The heating system has different modes of operation defined in the model, depending on the 
situation. In the explanation, we have chosen a heat pump condenser temperature of 50 °C and 
heat delivery via a district heating network (DHN) with a minimum of 40 °C. Schemes for a heat 
pump condenser temperature of 65 °C are given in the Supplementary Information. 

https://www.mdpi.com/article/10.3390/en14237958/s1
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There are five possible modes of operation: 

1. Heat production and storage in the HT-ATES (no heat demand) 
In this mode of operation, heat is produced with surface water (14–26 °C) as input 
during the summer months (see Figure 4.3A). Heat is injected into the hot aquifer at 
48.5 °C (assumed 1.5 °C loss over the heat exchanger).  

2. Simultaneous heat production and delivery  
If there is a heat demand at a time when the heat pump is producing heat (during 
summer), the heat demand is fulfilled directly from the heat pump (50 °C) via the hot 
distributor (see Figure 4.3B). After fulfilling the heat demand, the remainder of the heat 
is injected into the hot aquifer at 48.5 °C. 

3. Heat delivery from the HT-ATES above the inlet temperature of the district heating network 
(hot well > 43 °C) 
In the period from October–April (approximately), the heat pump is not able to produce 
heat with surface water as the surface water temperature is too low (< 14 °C). Heat 
demand from the multi-energy system is now fulfilled by extracting heat from the hot 
aquifer of the HT-ATES system (see Figure 4.3C). Water from the hot well (43–48.5 °C) is 
extracted and exchanged with the return flow from the DHN (25 °C) and subsequently 
injected into the warm well (at 26.5 °C). The heat supply flow of the DHN is heated to 
41.5–47 °C.  

4. HT-ATES is shut off (Hot well under threshold temperature < 43 °C) 
In this mode of operation, the temperature of the hot aquifer has dropped below the 
threshold temperature (43 °C) to guarantee heat delivery at 40 °C. The HT-ATES system 
is now shut off and cannot be used to fulfil the heat demand of the multi-energy sys-
tem. In this case, heat must be delivered from another (external) source, such as a peak 
boiler or a sustainable heat source. This is not included in this analysis. For this study, 
we added an extra mode of operation to prolong the heat delivery from the HT-ATES 
system and to assess its effect on the efficiency of the heat production system and the 
heat production costs. 

5. HT-ATES feeds heat pump mode; heat delivery from the HT-ATES with alternative threshold 
temperature (hot well temperature between 30 °C and 43 °C) 
To prolong heat delivery from the HT-ATES system, we designed an extra mode of 
operation for the heat pump and HT-ATES. In this mode of operation, the heat delivery 
from the HT-ATES continues when the temperature of the hot well is below 43 °C but 
above 30 °C. This is possible because of additional heat exchange with the HT-ATES in 
combination with a heat lift by the heat pump (see Figure 4.3D). First, the return flow of 
the DHN is exchanged with water from the hot well (30–43 °C) and thereby the return 
flow is heated to 28.5–41.5 °C. This already heated return flow of the DHN is then fed to 
the condenser side of the heat pump and raised to 50 °C. The flow from the hot aquifer 
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is thus first exchanged with the return flow of the DHN, which results in a temperature 
of 26.5 °C. Then, the same flow is led to a second heat exchanger, to extract more heat 
by a (closed) loop that is connected to the evaporator side of the heat pump (inlet 
temperature of 25 °C). The return flow from the evaporator side of the heat pump is 
then finally exchanged with the flow that is injected in the warm well (at 16–22.5 °C). In 
this way, the heat from the hot well is exchanged in two stages before being injected 
into the warm well, making the heat exchange more efficient. Moreover, the injection 
temperature in the warm well is decreased, creating a larger ΔT between the wells 
which could be beneficial for the HT-ATES efficiency. The electricity demand of the 
heat pump in this mode is retrieved directly from local RES (renewable energy systems) 
when possible, or from the grid when no electricity from local RES is available. 
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Figure 4.3 Overview of the hydraulic schemes for the different modes of operation. (A) Mode of operation 1: Heat 
production and storage in the HT-ATES. (B) Mode of operation 2: Simultaneous heat production and delivery. (C) 
Mode of operation 3: Heat delivery from the HT-ATES above the inlet temperature of the DHN. (D) Mode of operation 
5: HT-ATES feeds heat pump mode for charging the HT-ATES with a heat pump condenser temperature of 50 °C. 
In the mode of operation 4, the HT-ATES is shut-off, therefore no hydraulic scheme is shown. The shaded lines are 
inactive hydraulic connections, needed for other modes of operation. An indication of the temperature (range) of 
the different flows is given.
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4.2.4 Scenarios

The goal of this study is to identify methods for integration and control of a HT-ATES within a 
multi-energy system, as well as assess how these methods affect the performance of the energy 
system. In Section 4.2.3, we have introduced an additional mode of operation for the heat pump/
HT-ATES system. We hypothesise that this mode of operation prolongs heat delivery from the hot 
well and could increase the overall performance of the heat pump/HT-ATES system. Therefore, 
we have selected ten scenarios (Table 4.3) to examine this hypothesis, as well as obtain general 
insights on how the HT-ATES system performs within the multi-energy system. 

The heat demand and heat delivery temperature are kept constant for all scenarios. The amount 
of heat that should be provided to the neighborhood houses is 55.2 TJ per year at a temperature 
of at least 40 °C. We have chosen to vary the condenser temperature, the threshold temperature 
(HT-ATES feeds heat pump mode) and the size of the heat pump. Table 4.3 gives an overview of 
the ten scenarios that are investigated in this study. The description code is built up as: condenser 
temperature|HT-ATES threshold temperature|heat pump size.

We compare two condenser temperatures because we hope to learn more about their actual effects 
on heat delivery, recovery efficiency and costs. We know that a higher condenser temperature of 65 
°C leads to a lower COP of the heat pump compared to 50 °C, decreasing the amount of energy that 
can be stored with a given heat pump size. Additionally, the heat pump will be more expensive at a 
higher condenser temperature and more heat loss can occur at a higher storage temperature. On 
the other hand, storage at 65 °C leads to a smaller storage volume for the HT-ATES system, which 
saves costs and space. By comparing scenarios with both condenser temperatures, we obtain 
more insight into the combined result of these contradictory effects on the chosen performance 
parameters. 

To ensure heat delivery at 40 °C, the threshold value for the hot well is set at 43 °C. In Section 4.2.3, 
we introduced an HT-ATES feeds heat pump mode that allows a lower threshold temperature of 
the hot well of 30 °C, as the heat pump is then used for an extra temperature lift. Scenarios 65|30|2, 
65|30|1.5, 50|30|2 and the 50|30|1.5 will give insight into the effects of including this HT-ATES 
feeds heat pump mode, and can be compared to their respective twins where the HT-ATES feeds 
heat pump mode is not used and the threshold temperature is set at 43 °C. 

Lastly, we investigate the effect of different heat pump sizes. A smaller heat pump will save costs, 
but it should be large enough for the HT-ATES system to provide sufficient heat in winter. We hypo-
thesise that the scenarios with an extra heat pump mode lead to a more efficient HT-ATES system, 
which could imply that the amount of heat stored in the HT-ATES could be reduced. For a good 
comparison, we included scenarios with a 2 MWel, 1.5 MWel and 1 MWel heat pump. We expect the 1 
MWel heat pump to be too small to fulfil the heat demand of the neighborhood in the multi-energy 
system (55.2 TJ/y). With an average COP of 4 and approximately five months of heat production, a 
maximum of 51.8 TJ/y could be stored with a 1 MWel heat pump, which is less than the heat demand 
of the neighborhood (55.2 TJ/y). However, to investigate the effect of a relatively small heat pump 
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on the HT-ATES system, we included two scenarios with a 1MWel heat pump, both with a lower  
(30 °C) threshold temperature.

Table 4.3 Overview of scenarios.

Heat Pump Condenser
Temperature

HT-ATES Threshold
Temperature

Heat Pump Size

65|43|2 65 °C 43 °C 2 MWel

50|43|2 50 °C 43 °C 2 MWel

65|30|2 65 °C 30 °C 2 MWel

50|30|2 50 °C 30 °C 2 MWel

65|43|1.5 65 °C 43 °C 1.5 MWel

50|43|1.5 50 °C 43 °C 1.5 MWel

65|30|1.5 65 °C 30 °C 1.5 MWel

50|30|1.5 50 °C 30 °C 1.5 MWel

65|30|1 65 °C 30 °C 1 MWel

50|30|1 50 °C 30 °C 1 MWel

4.2.5 Assessment Framework

4.2.5.1 Fulfilment of Heat Demand
The main goal of the combined heat pump and HT-ATES system is to fulfil the heat demand of 
the neighborhood in the multi-energy system in a reliable and affordable way. To fulfil the heat 
demand at a certain moment, there are multiple options. In our system, we first check if the heat 
demand can be fulfilled by direct heat production, which mainly happens during summer. Next, 
it is checked if the heat demand can be fulfilled by the HT-ATES system, which mostly happens in 
the winter season. If the HT-ATES feeds heat pump mode (see section 4.2.3.2) is switched on, it is 
possible to increase the temperature of the HT-ATES with the heat pump, and the heat demand 
is fulfilled by the HT-ATES system with some additional electricity use. Lastly, if the temperature 
of the hot aquifer is below the set threshold temperature (43 °C or 30 °C in our case), the HT-ATES 
system will not be used for heat production. In this case, an external source of heat is necessary. 
This external source is not defined in this study, but could, for example, be a peak gas boiler, or a 
renewable option. 

In the first few years of operation, it is likely that the HT-ATES system has not yet stored enough 
heat to ensure continuous heat delivery throughout the year. However, the goal would be to reach 
continuous operation within a few years, so no external heat source is necessary and the heat 
pump-HT-ATES system can function independently.
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Because the heat pump can work on 100% renewable electricity with surface water as a source, 
there are no direct GHG emissions of the system if it operates independently from an external 
source. Energy use during production and recycling of system components is not taken into 
account here. The GHG emissions of the external heat source are not taken into account in this 
study as we do not define a particular heat source. 

4.2.5.2 HT-ATES Performance
The performance of the HT-ATES system is assessed with two main parameters, the well recovery 
efficiency of stored energy and the volume balance between the wells. 

Regarding the recovery efficiency, we use three different indicators that give insight into the 
efficiency of the heat system as part of the multi-energy system. The performance of the HT-ATES 
system is calculated in terms of hot well recovery efficiency, warm well recovery efficiency and sys-
tem recovery efficiency. For each indicator, a separate ΔT is used, see below. The average recovery 
efficiency (η) over the total run period (10 years) is calculated and analyzed in the results section. 

(4.5)

(4.6)

(4.7)

(4.8)

Thot and Twarm are the temperatures of the hot and warm well (in °C) per day, vin and vout are the 
flows in or out of the hot well (m3/hr), and cw is the heat capacity of water (4180 kJ/K/m3). Tamb is the 
ambient background temperature of the aquifer (12 °C). Depending on the ΔT applied in formula 
(4.5), either the system recovery efficiency (4.6), hot well recovery efficiency (4.7), or warm well 
recovery efficiency (4.8) is calculated. 

Secondly, the volume balance ratio ( ) between the hot and warm wells is calculated as described 
by Beernink et al. (2019) [251]:

(4.9)

where  is the yearly total storage volume (m3) and is the yearly total pro-
duction volume (m3). Here, a positive ratio means that more volume is used to store heat in the hot 
well. Therefore, this also means that less volume is stored in the warm wells. Oppositely, a negative 
ratio means that more volume is stored in the warm wells. 
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4.2.5.3 MES Performance
For improved integration of HT-ATES within a multi-energy system, it is relevant to know the 
efficiency of the MES as a whole, under varying modes of HT-ATES integration. This indicator gives 
insight into the final efficiency by which the heat is delivered from the MES to the houses. Thus, 
this parameter is the amount of total delivered energy (heat) to the neighborhood divided by the 
used total energy (electricity) for heat production:

(4.10)

With  as the MES efficiency, is the average amount of delivered heat to the neigh-
borhood (in TJ/year over the first ten years), which can thus be lower than the actual heat demand.  

 is the average COP of the heat pump over the run time (10 years), and  is the 
average electricity demand of the total heat system over the run time (10 years). 

It includes the efficiency of both directly produced as well as stored heat and heat loss in the dis-
trict heating network. In case a certain system design is not able to provide the total heat demand, 
this is corrected for by only taking the delivered heat into account and not the total heat demand 
of the neighborhood. The part of the heat that must be delivered from an external source is thus 
not taken into account by this parameter. The MES efficiency purely gives the efficiency of heat 
delivery of the MES including a heat pump and HT-ATES system, without other sources. 

4.2.5.4 Economic Analysis/Levelized Cost of Energy
We determine the levelized costs of heat production (LCOE) in €/GJ, including the costs for heat 
storage, and excluding the heat delivery (district heating network), according to:

(4.11)

in which:

(4.12)

where α is the capital recovery factor (no unit), representing a fraction of the total CAPEX costs 
depending on the yearly depreciation. r is the discount rate (as a fraction of 1) and  is the lifetime 
of a system component i. The  are the total capital expenditures for a particular system 
component i, such as the heat pump, heat exchanger or HT-ATES wells.  are the operational 
expenditures and maintenance in €/year for a system component i, expressed as a percentage of 
the CAPEX. are the average (in this study, for 10 years) electricity costs for the heat system (in 
€/year). These costs are thus only for the modelled heat system, and not for any external source 
that might be necessary to fulfil the total heat demand.  is the part of the heat demand 
delivered by the multi-energy system with HT-ATES in GJ/year. We thus only take into account 
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the heat that can actually be delivered by the multi-energy system with HT-ATES and not by an 
external source. This ensures a fair LCOE comparison between different scenarios.

Cost data is given in Table 4.4. A discount rate (r) of 6% (0.06) is applied, and electricity costs are 
set at 60 €/MWhe based on CBS data for non-households with an electricity demand of > 70,000 
MWhe in 2019 [252], and is similar to Wesselink et al. 2018[75]. Lastly, the electricity use of the heat 
pump is calculated, averaged over the run period (here 10 years). 

Table 4.4 Investment and operational costs for HT-ATES components.

System Component CAPEX (in €) OPEX (%) Lifetime (in y)

Aquifers and equipmenta (75,860 × ln(kWth/6.69) − 115,000) × 1.25 4% 30

Heat exchangerb 1500 × √kWth × 1.1 2% 20

Heat pump—65 °C 
condenser temp.c

600 €/kWth 1% 20

Heat pump—50 °C 
condenser temp.c

400 €/kWth 1% 20

a Formula was originally for ATES systems [253], and is adapted for HT-ATES by multiplying with 1.25, because 
at higher temperatures more expensive materials have to be used. b Costs data based on supplier data for ATES 
systems, multiplied by 1.1 for higher temperatures (HT-ATES). c Costs estimation based on different sources [185], [186] 
in combination with supplier data. Heat pump size in MWth is calculated by multiplying the electrical power (MWel) 
with the average COP of the heat pump in that scenario. 

4.3 Results

In the previous section, we described the models, the coupling of the models and the scenarios 
that are used as input for the coupled model infrastructure. In this section, we describe the results 
of the scenario model runs assessed on the heat fulfilment by the (HT-ATES) system to the neigh-
borhood, the performance of the HT-ATES, the differences in costs (LCOE) between scenarios, and 
finally we combine these results in an overall analysis of the performance.

4.3.1 Fulfillment of Heat Demand with HT-ATES

Simulation results show that in all cases, 12–14% of the heat demand in summer is delivered to the 
neighborhood directly by the heat pump for all scenarios (Figure 4.4) during the ten-year simula-
tion (A) and the last five years of the simulation (B). This percentage is the same for each scenario 
because the net demand is the same and in all cases, the heat pump capacity is much larger than 
the heat demand in summer, when the heat pump produces heat that otherwise would be stored in 
the HT-ATES.
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The simulation results show that at the heat delivered from the HT-ATES, a distinction is made 
between scenarios that are able to reach heat delivery by the HT-ATES system within five years, 
and scenarios that take longer to reach 100% delivery of demand by the heat pump and HT-ATES 
system. In scenarios that take longer than five years to reach 100% delivery, the HT-ATES system is 
shut off for > 20% of the time, which negatively influences the amount of heat delivered from the 
HT-ATES system (40–65%). The other scenarios that reach a stable heat supply within five years 
have 70–80% of the heat demand delivered from the HT-ATES system. In Figure 4.4B, the origin 
of the heat delivered during the last five years of operation of the heat pump-HT-ATES system are 
shown. Five scenarios can operate independently of an external source after an initial start-up 
period. 

For this case study, we show that the addition of a HT-ATES to a multi-energy system with power-
to-heat results in > 90% fulfilment of the heat demand during the first 10 years of operation, while 
after 3–5 years, the combined system can supply the full heat demand of the neighborhood in the 
multi-energy system sustainably.

The HT-ATES feeds heat pump mode of operation allows a lower threshold temperature. As a 
result, the HT-ATES system can be operated longer during winter. Hence, with a 2 MWel heat pump, 
the amount of heat provided from the HT-ATES is increased by 6–7% when using the HT-ATES 
feeds heat pump mode (see Figure 4.4A). When specifically comparing the scenarios at 50 °C con-
denser temperature (see 50|43|2 and 50|30|2 in Figure 4.4A), the HT-ATES feeds heat pump mode 
decreases the time needed to reach 100% heat delivery from 5 to 3 years. This positive effect of the 
HT-ATES feeds heat pump mode is even more pronounced with a 1.5 MWel heat pump and leads to 
9–11% more heat delivery from the HT-ATES system. 

For the 65 °C and the 1 MWel and 1.5 MWel heat pump scenarios, it is not possible to reach 100% 
heat delivery in 10 years. Without the HT-ATES feeds heat pump mode, an external heat source is 
still necessary after 10 years of operation (see 65|43|1.5 and 65|30|1.5 in Figure 4.4A). At 50 °C, the 
HT-ATES feeds heat pump mode is able to reduce the time it takes to reach stable operation to 
five years, compared to nine years for a scenario without the HT-ATES feeds heat pump mode (see 
50|43|1.5 and 50|30|1.5 in Figure 4.4A). Thus, the HT-ATES feeds heat pump mode makes it possible 
to create a reliable HT-ATES system with a smaller heat pump (1.5 MWel vs. 2 MWel) at 50 °C conden-
ser temperature. 

The amount of electricity necessary for this mode comes from local RES when possible, or from 
the grid otherwise. In Figure 4.5, the electricity demand for heat production is shown over time 
in relation to the heat demand. This graph makes it clear that the electricity demand for the extra 
mode of operation is small in relation to the total electricity demand of the HT-ATES system. In all 
scenarios, it is never more than 2–6% of the total electricity demand of the HT-ATES system (6% 
for the 65|30|1.5 scenario in Figure 4.5). This small amount of electricity used in winter decreases 
the utilization of an external heat source for fulfilment of heat demand by 6–12%, depending on 
the scenario (12% for the 65|30|1.5 scenario). Furthermore, Figure 4.5 clearly shows the temporal 
decoupling of heat production and demand made possible by the integration of HT-ATES in the MES.
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Figure 4.4 Stacked bar plots of the distribution of heat delivery from direct production of heat and from the HT-ATES 
system. In grey, the amount of heat that cannot be fulfilled by the heat pump and HT-ATES system is shown. The 
left plot (A) shows the distribution for the first ten years of operation. The numbers on top of the bars indicate the 
number of years when full heat delivery from the heat pump-HT-ATES system is reached, with no external source 
requirement. The right plot (B) shows the distribution of heat delivery for the last five years of operation, with five 
scenarios fully able to fulfil the heat demand.
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Figure 4.5 Electricity demand (left axis) for heat production is shown together with the heat demand (right axis) for 
the 65|30|1.5 scenario, which is the scenario with the highest utilization of the HT-ATES feeds heat pump mode. The 
electricity demand is divided into heat production for the HT-ATES (Elec—HT-ATES), the direct production of heat 
for the MES (Elec—direct heat) and the electricity for the HT-ATES feeds HP mode (Elec—HP mode).

4.3.2 HT-ATES Performance

4.3.2.1 Well Temperature Development
Results show that the fulfilment of the heating demand by the HT-ATES system varied significantly 
between the 10 scenarios (Figure 4.4), to a large extent as a result of the varying performance of the 
HT-ATES system. The HT-ATES system cannot supply the entire demand if the threshold tempe-
rature is reached during heat extraction from the hot well. Figure 4.6 shows the well temperature 
over time of the relatively large 2 MWel heat pump size scenarios. The hot well temperature drops 
below the threshold temperature during recovery in the first years. After year 4, the hot well 
temperature always stays above the threshold temperature, both for the Tthreshold = 43 °C and the 
HT-ATES feeds heat pump mode (Tthreshold = 30 °C). The effect of the HT-ATES feeds heat pump 
mode is visible as a sharp drop in warm well temperature when the hot well temperature drops 
below the first threshold of T = 43 °C. For the 65 °C storage temperature, the HT-ATES feeds heat 
pump mode is no longer activated after the system has sufficiently warmed up after the first years, 
as shown in Figure 4.6A. For the 50 °C storage scenarios (Figure 4.6B), the HT-ATES feeds heat 
pump mode is active for most of the modelled years, because the hot well temperature often drops 
below the threshold of 43 °C at the end of extraction season. This is also visible in the warm well 
temperature of this scenario in Figure 4.6B; the warm well temperature drops once the HT-ATES 
feeds heat pump mode becomes active, which results in a very irregular warm well temperature 
pattern.
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For the smaller heat pump scenarios (1.5 and 1 MWel), the temperature in the hot and warm wells 
is presented in Figure 4.7. Here we observe the same behaviour, but the temperature drops in both 
the hot and the warm wells are stronger. Hence, for these smaller heat pump capacity scenarios, 
less heat is stored compared to a 2 MWel heat pump, resulting in a more depleted heat storage at 
the end of the extraction season. As a result, the threshold temperature of 43 °C is reached for both 
the 65 °C scenarios and the 50 °C scenarios in almost all years. However, at the end of the simulated 
period, we see that higher temperatures are maintained and the threshold temperature is reached 
less often. This indicates that the losses of previous years have created a shell with elevated 
temperature around the stored volume over time. As a consequence, the heat loss decreases and 
the system moves towards an equilibrium situation. 

Figure 4.6 Overview of the temperature variations of the hot well and warm well for a 65 °C condenser temperature 
(A) and 50 °C condenser temperature (B). Scenarios with a 2 MWel heat pump are shown, both with (65|30|2 or 
50|30|2) and without (65|43|2 and 50|43|2) the HT-ATES feeds heat pump mode. The green lines show the threshold 
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temperatures at 43 °C and 30 °C (with the HT-ATES feeds heat pump mode). With the HT-ATES feeds heat pump 
mode (threshold temperature of 30 °C), a sharp drop in the temperature of the warm well is visible when the 43 °C 
threshold temperature in the hot well is reached. The HT-ATES feeds heat pump mode is utilized mostly during 
the first four years of operation at the 65 °C condenser temperature and during most of the run period at the 50 °C 
condenser temperature. The legend in (B) is valid for (A) as well.

Figure 4.7 Overview of the temperature variations of the hot well and warm well for a 65 °C condenser temperature 
(A) and 50 °C condenser temperature (B). Scenarios with a 1.5 MWel heat pump are shown, both with (65|30|1.5 or 
50|30|1.5) and without (65|42|1.5 and 50|43|1.5) the HT-ATES feeds heat pump mode. Furthermore, scenarios with a 1 
MWel heat pump are included (65|30|1 and 50|30|1). The green lines show the threshold temperatures at 43 °C and 30 
°C (with the HT-ATES feeds heat pump mode). The legend in (B) is valid for (A) as well.
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4.3.2.2 HT-ATES Performance Results
The hot well, warm well and system recovery efficiency are presented in Table 4.5.  
In the previous section, we showed that the heat that is delivered by the multi-energy system 
is influenced strongly by the size of the heat pump. With a large heat pump size, more energy is 
stored in the subsurface in summer, which results in more energy that is recovered in winter. Table 
4.5 shows that, while this might feel counter-intuitive, the system recovery efficiency is lowest 
(50–55%) for the scenario where most heat is provided to the multi-energy system (largest heat 
pump scenarios) and vice versa. Because the amount of stored energy varies between the scena-
rios, the delivery of heat from the HT-ATES system cannot be directly coupled to the recovery 
efficiency of the HT-ATES system.

In the large heat pump scenarios, more volume is stored in summer than required (and thus recove-
red) in winter, resulting in low recovery efficiencies. Oppositely, for the small heat pump scenarios, 
more volume is extracted in winter compared to what was stored in summer. The balance between 
these two volume flows, the volume balance ratio (rVB) varies from −0.15 for small heat pump 
scenarios to 0.21 for the large heat pump scenarios (Table 4.5). 

In Figure 4.8, the recovery efficiency and rVB during the last five years of simulation are shown. The 
rVB has an opposite effect on the hot and the warm well efficiency. For the hot well, a negative rVB 
means that relatively large amounts of water is extracted, compared to what was initially injected, 
resulting in high recovery efficiency. The opposite is true for positive rVB.

The system recovery efficiency is a result of the recovery efficiency of the hot and the warm well. 
However, the hot well has a stronger influence, compared to the warm well, because relatively 
more heat is stored in this side of the system. Consequently, the highest system recovery effici-
ency is observed for the highest hot well recovery efficiencies at negative rVB. However, for the 
lowest rVB ratios, the system recovery efficiency stops increasing because the warm well recovery 
decrease has a stronger effect compared to the hot well recovery efficiency increase. It thus seems 
that maximal system recovery is obtained at slightly negative rVB. 

The recovery efficiency is not only influenced by the volume balance ratio; the storage temperature 
affects the recovery efficiency as well. For higher storage temperature, more losses due to buoyan-
cy flow occur, resulting in lower recovery efficiency. This is clearly visible for the scenario operating 
in volume balance (last five years) in Figure 4.8. Here, the warm well recovery efficiency is higher 
compared to the hot well recovery efficiency. Moreover, we observe two linear relationships for the 
hot well efficiencies, corresponding to the two varied storage temperatures, which is due to higher 
energy losses during storage for the 65 °C storage scenarios. Due to the limited difference in stora-
ge temperatures (65 °C vs. 50 °C) and the strong effect of volume balance, the recovery efficiency is 
dominated by the volume balance ratio for the simulated scenarios.
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Table 4.5 Ten-year average HT-ATES performance results. The amount of stored energy is mainly 
determined by the size of the heat pump and the temperature levels. This subsequently results in 
different amounts of stored volumes and recovery efficiencies. The scenario name abbreviation 
consists of: condenser temperature|HT-ATES threshold temperature|heat pump size.

Scenario

Vhot Injection 10y Average 
(103 m

3/y)

Vhot Extraction 10y Average 
(103 m

3/y)

Volum
e Balance Ratio (rVB)

H
ot W

ell Recovery Effi
ciency 

10y Average (-)

W
arm

 W
ell Recovery Effi

ciency 
10y Average (-)

H
T-ATES H

eat D
elivered 10 y 

Total (
 in TJ)

H
T-ATES H

eat Stored 10 y 
Total (TJ)

H
T-ATES System

 Recovery 
Effi

ciency 10y Average (-) 

M
ES Effi

ciency 10y Average 
(ηM

ES )

65|43|2 446 339 0.14 0.64 0.88 413 778 0.53 0.53

65|30|2 450 397 0.06 0.69 0.85 445 780 0.57 0.56

65|43|1.5 330 282 0.08 0.70 0.82 322 569 0.57 0.57

65|30|1.5 315 389 -0.10 0.83 0.59 377 568 0.66 0.63

65|30|1 193 259 -0.15 0.86 0.51 239 354 0.68 0.64

50|43|2 774 509 0.21 0.63 0.92 436 900 0.48 0.48

50|30|2 736 570 0.13 0.71 0.89 480 838 0.57 0.55

50|43|1.5 692 450 0.21 0.62 0.90 381 810 0.47 0.48

50|30|1.5 680 540 0.11 0.71 0.87 448 785 0.57 0.55

50|30|1 432 441 -0.01 0.83 0.69 351 522 0.67 0.61
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Figure 4.8 HT-ATES System, hot well and warm well recovery efficiency (last five years) (y-axis) vs. the volume balan-
ce ratio (rVB) during the last five years (x-axis) for the ten modelled scenarios. The average recovery efficiency during 
the last five years of simulation is shown to take out any effects of the first start-up years of HT-ATES operation.

The system recovery efficiency of the HT-ATES only indirectly provides insight into the amount of 
heat that is delivered to the multi-energy system, because this depends on the absolute amount 
of energy that is actually stored in the HT-ATES system. The largest heat pump scenarios can store 
and deliver most heat, but they do this with a relatively small system recovery efficiency, shown in 
Figure 4.9. Consequently, this means that a relatively high amount of the stored heat is lost to the 
subsurface. Additionally, we observe here that for equal heat pump size, the 50 °C scenarios can 
provide more heat, with a lower system recovery efficiency. This is caused by the fact that more 
heat is stored for the 50 °C scenario (higher COP of heat pump) and that less heat is lost during 
storage due to the lower storage temperature and larger storage volume. 

To get more direct insight into the actual efficiency of the delivered heat within the MES, we have 
included the system delivery efficiency in the calculations (see Table 4.5). The system delivery 
efficiency of the MES is similar (1–2% lower) to the system recovery efficiency of the HT-ATES for 
most scenarios. This outcome indicates that heat loss in the district heating network and the direct 
heat production and delivery more or less outweigh each other in these scenarios. Three scenarios 
that take longer than eight years to reach 100% delivery and have a negative rVB (65|30|1.5, 65|30|1 
and 50|30|1) have a slightly lower MES efficiency (3–6%) than HT-ATES system recovery efficiency. 
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Still, the same trend is observed that scenarios with a small heat pump have a high MES efficiency, 
but a relatively low amount of heat delivered, and vice versa.

The influence of the HT-ATES feeds heat pump mode when recovery temperatures reach the 
threshold is observed in Figure 4.9. For the four scenarios for which both the normal and the extra 
mode of operation were simulated, we observe that both the absolute amount of energy that can 
be delivered to the multi-energy system and the system recovery efficiency strongly increase. The 
HT-ATES feeds heat pump mode thus has a positive impact on the performance of the HT-ATES, 
resulting in a higher recovery efficiency of the system (4–10% depending on the scenario) which 
increases the amount of heat delivered (in TJ) to the houses (7–15% depending on the scenario). 
In Figure 4.9, the optimal scenario regarding heat delivery is the 50|30|2 scenario, because most 
heat is delivered (difference of 25 TJ), while the same system recovery efficiency is observed as the 
50|30|1.5 and 65|30|2 scenarios. 

Figure 4.9 The absolute amounts of delivered heat (y-axis) vs. the HT-ATES system efficiency (x-axis) for the ten 
modelled scenarios. An optimal system would have both a high amount of delivered heat (TJ) and a high HT-ATES 
system efficiency. The HT-ATES feeds heat pump mode provides a more efficient HT-ATES system for all scenarios.



153

4

4.3.3 LCOE of Heat Production and Storage

The levelized costs of energy (in this case heat) in €/GJ are shown in Table 4.6. All scenarios with a 
50 °C condenser temperature have a higher LCOE (2.5–4.5 €/GJ or 11–18%) than at 65 °C condenser 
temperature with the same heat pump size. An important reason is the higher COP for the 50 °C 
scenarios, which results in more heat injection in the HT-ATES with the same heat pump size. The 
difference in COP is proportional to the difference in Carnot efficiency based on the extra tempera-
ture lift when the heat pump condenser temperature is raised to 65 °C instead of 50 °C. This means 
that it is 30% more efficient to produce heat from surface water at 50 °C (average COP = 5.5) than 
at 65 °C (average COP = 4). Moreover, the heat pump investment costs per kWth are higher for 65 °C 
(600 €/kWth) than for 50 °C condenser temperature (400 €/kWth). On the other hand, this cost diffe-
rence is almost cancelled out as the COP is higher at 50 °C, resulting in a higher thermal heat pump 
capacity for the same electrical heat pump capacity. Eventually, the investment costs for the heat 
pump are slightly lower (around 6%) with 50 °C condenser temperature. The investments for the 
HT-ATES depend on the required capacity and with that the number of doublets (shown in Table 
4.6). There is an increase of one doublet required at 50 °C vs. 65 °C condenser temperature, as the 
capacity delivered from the HT-ATES is quite similar over all scenarios, resulting in limited variati-
ons in the HT-ATES investment costs across the scenarios. The main decrease in costs between 50 
°C and 65 °C condenser temperature is caused by the lower electricity demand (because of higher 
COP) at 50 °C vs. 65 °C. 

Next to the condenser temperature, the HT-ATES feeds heat pump mode has an impact on the 
LCOE. The differences in results between 65|43|2 and 65|30|2, as well as the 50|43|2 and 50|30|2 
scenarios illustrate this, as the only difference here is the extra mode of operation. In both cases 
with the additional mode of operation, there is an increase in costs for an additional heat exchan-
ger, but a decrease in electricity costs while the amount of delivered heat increases. For the 65 °C 
condenser temperature, the electricity costs increase by 2%, while 6% more heat is delivered from 
the heat pump/HT-ATES system, which leads to a reduction of 1.0 €/GJ for the LCOE; while at 50 °C 
condenser temperature, the HT-ATES feeds heat pump mode leads to a decrease in electricity costs 
of 5%, and 7% more heat delivered, resulting in a total LCOE decrease of 1.4 €/GJ. 

The HT-ATES feeds heat pump mode thus results in extra heat delivered at limited extra costs, 
hence the low LCOE for these scenarios. With a smaller heat pump size of 1.5 MWel, the LCOE decre-
ases further. For the 65 °C scenarios, the electricity demand does significantly decrease as well, 
although the % of heat demand delivered decreases with a smaller heat pump. Still, a reduction of 
1.1 €/GJ is realized compared to a 2 MWel heat pump with an LCOE of 18.5 €/GJ. The cost reduction 
is further enhanced by the HT-ATES feeds heat pump mode with 12% more heat delivery resulting 
in an LCOE of 16.6 €/GJ. For a 50 °C condenser temperature, the same effects are visible, although 
in this case, the HT-ATES feeds heat pump mode does not lead to an increase in electricity demand, 
but raises the heat demand delivered to 90%, which is almost similar to the 50|30|2 scenario, but 
with a smaller heat pump (1.5 MWel vs. 2 MWel). In this scenario (50|30|1.5), the LCOE is 13.8 €/GJ, 
which is 1.7 €/GJ lower than without the HT-ATES feeds heat pump mode. 
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A 1 MWel heat pump with a 65 °C condenser temperature (65|30|1) does not lead to a further 
decrease in LCOE compared to a similar scenario with a 1.5 MWel heat pump (65|30|1.5). The savings 
on heat pump investment and electricity costs thus do not compensate for the decrease in heat 
delivery (56% vs. 80%) by the heat pump/HT-ATES system. 

Overall, the 50|30|1 scenario with a 1 MWel heat pump has the lowest LCOE, with 75% of the heat 
demand delivered from the heat pump/HT-ATES system. The lower investment costs for the heat 
pump do make this scenario the most feasible. Furthermore, these results show that by installing 
a HT-ATES system, the heat pump size is not the determining factor for heat delivery anymore. As 
the HT-ATES is the main source of heat delivery during winter, the capacity of the HT-ATES system 
is more important than the size of the heat pump. HT-ATES systems thus help to reduce the size of 
the heat pump. 

These results indicate a tipping point in heat pump size in relation to the amount of heat that can 
be delivered from the HT-ATES system to the multi-energy system. In the cases where the heat 
pump size is becoming a limiting factor, the positive effect of the extra mode of operation is most 
pronounced. The actual heat pump size tipping point will depend on the local conditions (maxi-
mum required heating power, temperature level) and thus vary per project. This analysis showed 
that for identifying the lowest LCOE scenario, it is worthwhile to identify this tipping point when a 
HT-ATES system in a multi-energy system is realized. 
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Table 4.6 Energetic and financial performance of the heat production and storage system as part of 
a multi-energy system. The % of heat delivered by the HT-ATES/heat pump is the sum of the yellow 
and orange bars in Figure 4.4. The scenario name abbreviation consists of:  
condenser temperature|HT-ATES threshold temperature|heat pump size.

Scenario
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65|43|2 * 4 8.8 11.7 6 21.8 84% 19.6

65|30|2 * 4 8.8 11.7 6 22.2 90% 18.6

65|43|1.5 4 6.5 10.0 6 16.5 68% 18.5 

65|30|1.5 4 6.5 11.0 7 17.7 80% 16.6

65|30|1 4 4.3 8.3 6 12.0 56% 16.7

50|43|2 * 5.5 12.6 11.7 7 17.6 85% 17.1

50|30|2 * 5.5 12.6 11.7 7 16.7 92% 15.7

50|43|1.5 5.5 9.4 11.8 8 16.3 78% 15.5

50|30|1.5 * 5.5 9.5 11.6 8 16.3 90% 13.8

50|30|1 5.6 6.2 10.9 7 12.6 75% 12.2

* The * added to the scenario code indicates that the HT-ATES can deliver 100% of the heat to the multi-energy 
system within the first five years.

4.3.4 Overall Performance: An Integral View on Heat 
Delivery, System Efficiency and Costs

In this study, we considered several scenarios with varying heat pump designs and storage 
temperature levels and assessed how these variations impact the fulfilment of the neighborhood 
heat demand, the performance of the HT-ATES system, and the costs of heat production including 
storage (LCOE). The overall performance of the varied scenarios is assessed here by combining all 
assessment criteria, as shown in Figure 4.10. Here, the arrows indicate the influence of the HT-ATES 
feeds heat pump mode compared to the normal operation mode. The most optimal system would 
have: 1. a large amount of delivered heat (y-axis); 2. a high HT-ATES system efficiency (x-axis); and 
3. low LCOE (colour). The following observations stand out:
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• At a small heat pump size and a high storage temperature (65|30|1), a relatively small 
amount of the total heat demand can be delivered to the multi-energy system (0.56) and 
LCOE does not decrease compared to a 1.5 MWel heat pump scenario (both around 16.6 
€/GJ). However, decreasing the storage temperature to 50 °C has a large positive effect 
for this small heat pump scenario (50|30|1); the LCOE strongly decreases (16.7 to 12.2 €/
GJ) and the delivered amount of heat increases to 75%. 

• Overall, the 50 °C storage temperature ensures lower costs and higher fulfilment of 
heat demand to the neighborhood. This is probably caused because the heat pump is 
cheaper and more effective, which results in larger amounts of stored heat. This has a 
stronger effect than the increase in costs due to the needed number of wells. 

• For all scenarios, the HT-ATES system feeds heat pump mode (43 °C vs. 30 °C shut-off 
temperature) has a strong positive effect on all assessment criteria: the LCOE decreases, 
the fulfilment of heat demand increases, and the MES efficiency increases. Hence, this 
mode of operation has a high potential to be integrated into future HT-ATES systems. 
With only a small amount of electricity use in winter (not more than 2–6% of the total 
electricity use), the amount of heat delivered from the HT-ATES increases by 6–12%. 

• The most optimal scenario for this neighborhood, based on all assessment criteria, is 
the 50|30|1.5 MW scenario. This scenario can provide 100% of the heat demand year-
round to the neighborhood within the first five years, while the LCOE is 13.8 €/GJ, the 
second cheapest system.
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Figure 4.10 The relationships between the three main aspects investigated in this study; the fulfilment of heat 
demand by HT-ATES + heat pump to the MES (10-year average), the 10y MES efficiency and the costs of heat 
production and storage (LCOE). The * added to the scenario code indicates that the HT-ATES can deliver 100% of the 
heat to the multi-energy system within the first five years.

4.4 Discussion

4.4.1 The Functioning of a HT-ATES within a Multi-Energy System

We have shown that seasonal heat storage, HT-ATES, is crucial to be able to increase the amount of 
locally provided sustainable energy in a multi-energy system. Hence, HT-ATES is probably a better 
option for seasonal heat storage instead of the hot water storage tanks that are usually applied in 
a multi-energy [67], [69], [73], [77]. However, HT-ATES is not applicable everywhere, as it requires the 
presence of an aquifer.

The use of HT-ATES including the heat pump booster mode enables better utilization of the stored 
heat, and with that, increases HT-ATES performance. We showed that this mode of operation has a 
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high potential to be integrated into future HT-ATES systems, because the costs strongly decrease 
and HT-ATES performance increases, leading to an increase in local sustainable heat delivery. 

The performance of the HT-ATES system is assessed via the recovery efficiency of heat from the 
HT-ATES system. The HT-ATES system recovery is determined by the recovery efficiency of heat 
from the hot and the warm well, which are strongly related to the volume (im)balance between the 
two wells. When the volume imbalance is negative (net extraction from the hot well), the recovery 
efficiency of the hot well increases and decreases at the warm well. However, the total amount of 
energy that can be provided to the MES can be larger than expected based on a simulation with a 
volume balance. For example, this could have a significant improvement for the recovery efficiency 
of HT-ATES wells that experience high heat losses during storage. Previous studies [220], [238], [254] 
evaluated the effect of several HT-ATES storage conditions on the recovery efficiency at Vin = Vout, 
and showed that energy losses can vary significantly. Therefore, it is recommended to analyze 
the combined effect of both varying storage conditions and the effect of volume (im)balance on 
recovery efficiency to get insight in the optimal combination of both factors for a given scenario. 

In this study, we separately simulated the hot and warm wells of the HT-ATES systems. In reality, 
the wells will be placed next to each other, in such a way that positive interaction from the hot 
and warm wells is optimal. Previous studies showed that this leads to increased HT-ATES system 
performance [243].

4.4.2 The Impact of HT-ATES in a Multi-Energy System

In a multi-energy system with power-to-heat but without a HT-ATES, the heat pump size would be 
determined by the maximum peak in heat demand. By including a HT-ATES system in the mul-
ti-energy system, the heat demand and supply are mostly decoupled and the (peak) heat demand 
is delivered from the HT-ATES system during winter. The heat pump is employed in an optimal way 
by producing most of the heat in summer, the most likely time of abundance of (local) solar energy, 
but is also, to a small extent, employed in winter for the HT-ATES feeds heat pump mode when 
necessary.

Figure 4.11 shows the maximum capacity delivered to the heat users and the condenser capacity of 
the applied heat pump. The scenarios which end up in 100% heat delivery by the HT-ATES in the 
multi-energy system (*) indicate that the peak heating demand is 11.8 MWth. For these scenarios, 
the ratio of the maximum demand and the applied condenser capacity shows how much smaller 
heat pump capacity can be installed to optimally utilize heat produced by power surplus. The 
50|43|2 and 50|30|2 scenarios have a positive ratio, indicating the heat pump is over-dimensioned. 
From the 65|43|2, 65|30|2, 50|43|1.5 and the 50|30|1.5 scenario results, it is concluded that the 
heat pump can have a 21–25% smaller capacity than the actual peak heating demand. The other 
scenarios (not leading to 100% heat delivery) have ratios of 0.6–0.7, indicating that 25% lower 
heat pump capacity is the maximum. Besides a smaller capacity, the heat pump is employed both in 
summer to store the heat and in winter to provide additional heat when the HT-ATES heat pro-
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duction is not sufficient. This fosters year-round heat pump utilization, although the energy use 
in winter is a fraction (< 6%) of the total energy use of the HT-ATES system (see Figure 4.5). Thus, 
most energy demand is still during summer, with a likely oversupply of sustainable local electricity 
from PV. 

The addition of HT-ATES in a power-to-heat MES affects the total yearly electricity use, and, 
the yearly distribution of electricity use, as energy demand and availability are decoupled. For a 
multi-energy system with power-to-heat without HT-ATES, all heat needs to be produced directly 
by the heat pump on demand, which can become a problem in winter because (a) the temperature 
of the heat source (canal) becomes too low to use, and (b) sustainable power to run the heat pump 
is not available. This results in the need for larger heat exchangers and the need for other sources 
of heat and associated costs, as well as a reduction in the use of local sustainable energy.
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Figure 4.11 The maximum heat pump capacity vs. the heat delivery at the peak demand is shown for all scenarios. 
Because of the addition of the HT-ATES system, it is possible to deliver the peak demand from the HT-ATES, which 
explains why the maximum thermal heat pump capacity is lower than the maximum capacity delivered. The * sign 
shows which scenarios reach 100% heat delivery by the HT-ATES to the MES (within the first five years of operation).

Following the basic heat pump dynamics, a simplified calculation for a multi-energy system with 
only direct heat production will result in a total average electricity use of 12.8 TJ/year with a 3.1 
MWel heat pump (assuming an average heat pump evaporator temperature of 8 °C, and 50 °C 
condenser temperature), with an electricity demand as shown in Figure 4.12. In the first 10 years of 
operation, a MES with HT-ATES will consume around 16–17 TJ/year of electricity and a maximum 
of 90% of the heat demand will be fulfilled. Yet, after the first two to four years of operation, the 
heat demand can be provided completely from the HT-ATES and the electricity demand of the 
system decreases. For example, in the case of the most optimal 50|30|1.5 scenario, the electricity 
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demand in the 10th year of operation is 13.6 TJ. This is about 6% higher than a MES with direct heat 
production. The total electricity use thus slightly increases when HT-ATES is included. The total 
electricity use by the HT-ATES + HP system is influenced in two ways. Firstly, the source of heat 
(canal) is mainly harvested when its temperature is relatively high. This is favorable for the heat 
pump COP and results in relatively less electricity use. Secondly, more heat needs to be produced 
than the total yearly heat demand because a part of the produced heat will be lost during storage. 
Hence, the second effect is of slightly more influence on the total electricity demand in this study, 
for the first 10 years of operation. However, as pointed out in the previous section, the energy 
losses of HT-ATES systems, and thus their electricity use, may vary strongly for different HT-ATES 
storage conditions (e.g., storage volume, hydrogeological conditions). Consequently, under more 
favorable storage conditions, yearly electricity use of the MES may be lower compared to direct 
heat production. 

More importantly, the integration of HT-ATES has a strong effect on the distribution of electricity 
use over the year. The electricity use is decoupled by the integration of HT-ATES, and the electricity 
use peak switches from winter to summer, following the availability of sustainable electricity by 
solar energy (Figure 4.12). Here, we compare the electricity use of a MES with and without HT-ATES. 
The electricity use of scenario 50|30|1.5 is compared to a reference system that uses a HP for direct 
heat production only. Thus, the HT-ATES system enables the use of more sustainable and local 
electricity when available (in summer) and reduces the size of the heat pump compared to systems 
with direct heat production. The yearly electricity use slightly increases for the modelled scenarios 
in this study; however, this may change under more favorable HT-ATES storage conditions.
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Figure 4.12 Comparison of the monthly electricity demand of a reference scenario with direct heat production by a 
heat pump with 8 °C evaporator temperature and the 50|30|1.5 scenario with HT-ATES. The areas under the graph 
show the total electricity demand over the year, in this case the year 2019.
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4.4.3 The LCOE Placed in Perspective

The LCOE for the different scenarios of heat pump size, condenser temperature and threshold tem-
perature varies between 16.6–19.6 €/GJ for 65 °C heat pump condenser temperature, and between 
12.2–17.1 €/GJ for 50 °C condenser temperature. Choosing a lower condenser temperature (50 °C 
instead of 65 °C) leads to lower costs as the COP of the heat pump is higher and the costs of the 
heat pump are assumed to be lower. However, exact cost curves of (large scale) heat pumps are not 
available, so the cost difference is not known exactly and needs further investigation. Additionally, 
at 50 °C condenser temperature, the total stored volume in the HT-ATES is approximately twice as 
large as at 65 °C, and therefore requires more hydraulic pumping for the injection and abstraction. 
Lastly, a higher condenser temperature could lead to lower investments for household installations 
as heat is delivered at higher temperature, possibly counteracting the higher heat delivery costs.

The costs of the assessed scenarios in this chapter are comparable to the costs (20.5 €/GJ) that 
were determined by Wesselink et al. [75], who considered a HT-ATES system in combination with 
geothermal energy. In an overview of different HT-ATES feasibility studies, the LCOE of heat varied 
between 14.7–29.3 €/GJ, with larger systems (> 350,000 m3) resulting in a LCOE below 20 €/GJ [255]. 
The LCOE calculated in this chapter thus fits within the price range known for HT-ATES systems. 
Heat delivered by a gas boiler costs on average 10–12 €/GJ [49]. For the scenarios considered in this 
study, calculated prices are higher with a minimum difference of 0.2–2.2 €/GJ (50|30|1). This gap 
could be bridged by an increase in the CO2 price or subsidies on the installation or heat price of 
100% renewable power-to-heat systems with HT-ATES. With a CO2-price of 55.6 €/ton CO2 and 
CO2-emission factor of 35.97 kg CO2/GJ of heat [150], the LCOE of a gas boiler would rise to  
12–14 €/GJ, which would then fall in the same range as the 50|30|1 and 50|30|1.5 scenarios. At 
a CO2-price of 100 €/tonne CO2, the price range of heat from a natural gas boiler would rise to 
13.6–15.6 €/GJ, increasing the feasibility of a HT-ATES system with power-to-heat further.

4.4.4 Prolonged Lifetime of the Multi-Energy System with HT-ATES

In this study, only the first ten years of operation of the HT-ATES have been simulated. The lifetime 
of the multi-energy system and HT-ATES is longer than ten years, and the results show that most 
scenarios can reach a 100% heat delivery within the first ten years of operation (see Figure 4.6 and 
Figure 4.7). After this time, the electricity demand is more representative compared to the first few 
years of operation as the system is still stabilizing and not able to provide the total heat demand. 
Hence, we performed an extra financial analysis assuming the electricity demand of the 10th year 
of operation would stay constant for the next 30 years of operation. This is a conservative estima-
tion because the systems will most likely continue to improve in performance and system recovery 
efficiency over the years. On the other hand, we assumed that all systems would be able to provide 
the total heat demand of the neighborhood after 10 years of operation, although we are not 
completely sure about this for i.e., scenario 65|43|1.5, 65|30|1.5, 65|30|1, and 50|30|1. The results 
can thus not be used to reliably compare the scenarios with each other, but give an idea of how the 
LCOE would develop over time.  
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The results are shown in Table 4.7 and show a reduction of 1.2–5.6 €/GJ, which is a reduction in 
LCOE of 4–28% and 13% on average. The LCOE presented in this study are thus a conservative 
estimation and will be significantly lower when considering a lifetime of 30 years, which would be 
further enhanced when a reduction in electricity consumption is taken into account as well. 

Table 4.7 LCOE analysis with 30 years of operation of the heat pump/HT-ATES system.

Heat Production Costs 
(LCOE) in €/GJ—10 Years

Heat Production Costs 
(LCOE) in €/GJ—30 Years

65|43|2 19.6 17.4

65|30|2 18.6 17.4

65|43|1.5 18.5 14.3

65|30|1.5 16.6 14.3

65|30|1 16.7 11.1

50|43|2 17.1 14.6

50|30|2 15.7 14.2

50|43|1.5 15.5 13.0

50|30|1.5 13.8 12.3

50|30|1 12.2 10.1

4.5 Conclusions

In this study, it is shown that with the novel integration of a HT-ATES system to a multi-energy 
system, it is possible to provide > 90% of the heat demand during the first ten years of operation, 
and supply the full heat demand after 3–5 years. The system recovery efficiency of the HT-ATES 
system was 50–70% depending on the system design chosen. By including a HT-ATES system in 
a multi-energy system, the size of the heat pump could be reduced by maximally 25% as the peak 
in heat demand can be delivered from the HT-ATES system, which reduces both the impact on the 
surface level (smaller installation) and costs. The integration of HT-ATES allows for the decoupling 
of energy demand and availability, meaning that the yearly distribution of electricity use is shifted 
completely from mainly in winter to mainly in summer, to match the availability of sustainable 
electricity by e.g., solar PV. 

Choosing a condenser temperature of 50 °C led to a 11–18% lower LCOE than a system with 65 °C 
condenser temperature at the same heat pump size and threshold temperature. Overall, a heat 
pump condenser temperature of 50 °C with a 1 MWel heat pump and a threshold temperature of 30 
°C led to the lowest LCOE (12.2 €/GJ). Yet, with this heat pump size, only 75% of the heat demand 
was fulfilled and 25% of the heat demand had to be fulfilled by another source (in the first ten years 
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of operation). The scenario with a 50 °C condenser temperature, 1.5 MWel heat pump size and 30 °C 
threshold temperature is seen as the most optimal regarding the combination of LCOE (13.8 €/GJ), 
fulfilment of heat demand (90% in the first 10 years of operation) and MES efficiency (55%).

The extra mode of operation of the heat pump is a booster mode during recovery from the HT-ATES 
system and allowed to lower the acceptable temperature threshold value of the hot well below the 
actual delivery temperature of the DHN. We have shown that this innovative “HT-ATES feeds heat 
pump mode” is able to prolong heat delivery from the HT-ATES, and therefore the amount of heat 
delivered increases, as well as the system recovery efficiency and MES efficiency. The effect of the 
HT-ATES feeds heat pump mode is most pronounced in situations where the size of the heat pump 
is becoming a limiting factor for a well-functioning system. In these cases, the HT-ATES feeds heat 
pump mode allows the installation of a smaller heat pump without compromising on the efficiency 
of the HT-ATES, which eventually leads to lower costs of heat within the multi-energy system. 
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5 Utilization of waste heat from 
PEM electrolyzers –  
Unlocking local optimization

“ Don’t ask whether you can do something,  
but how to do it ”

Adele Goldberg

Abstract: Recovery of heat from electrolyzers is potentially interesting to increase the total system 
efficiency, reduce CO2 emissions, and increase the economic feasibility of both hydrogen and heat 
production. This study examines different designs for the utilization of (waste) heat from a 2.5 
MWel polymer electrolyte membrane (PEM) electrolyzer. Redundancy is important in the design, to 
ensure safe operation regardless of the heat demand of the heat consumer. We analyzed cases with 
local heat consumption (with/without a heat pump) and coupling with a district heating network 
(DHN). Overall, 14-15% of the electricity input to the stack can be utilized by a heat consumer, 
increasing the total system efficiency to 90% (HHV) with CO2-savings of 0.08 (DHN)-0.28 (direct 
use) tonne CO2/MWhheat,used. We performed a first-order techno-economic analysis showing that 
the levelized costs of the electrolyzer heat (8.4-36.9 €/MWh) fall within the range of other industri-
al heat sources and below lower-temperature heat sources. 
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5.1 Introduction 

Our future energy system needs to be reliable, affordable and clean. To reach that goal, an integra-
ted energy system needs to be created has smart combinations of technologies so energy supply 
and demand are matched in both time and space. In this future integrated energy system, green 
hydrogen is increasingly seen as an essential energy carrier [18], [256]. Hydrogen is a feedstock for 
industry as well as a zero-carbon energy carrier, that can transport and store renewable energy 
cost-efficiently and de-carbonize energy use in industry, transport and buildings [40], [193], [256]. 
As (green) hydrogen is an energy carrier, and not an energy source, it needs to be produced first by 
water electrolysis with renewable electricity. The European Commission has raised the ambition 
of renewable hydrogen production with the REPowerEU action plan from 5.6 Mton to 10 Mton 
domestic EU production and 10 Mton of hydrogen imports [8]. Production of hydrogen can take 
place both at local hydrogen clusters (‘Hydrogen valleys’) as well as at or near large RES production 
sites in less inhabited areas (oceans, deserts) [38]. At these remote locations with high wind speeds 
or high solar irradiation, hydrogen can be produced, if necessary converted, and transported to 
areas with high demand for either hydrogen or electricity. To connect areas of supply (i.e. Africa, 
Iceland) with areas of hydrogen demand (i.e. Europe) [257], [258] infrastructure has to be installed, 
which is reflected in the plans for a European hydrogen backbone [199], [259].

In this chapter, we focus on local hydrogen clusters, as these clusters give more possibilities for 
the integration of hydrogen production with other sectors and services. Because the electrolysis 
process is not 100% efficient, (waste) heat is produced as a by-product and could be utilized by 
other sectors. The new generation electrolyzers have a system efficiency of 74-79% [256], [260] and 
a balance of stack efficiency of 77-80% (higher heating value – HHV) [261]. For most of the balance 
of plant processes (i.e. electricity transformation or demineralized water production) no heat 
can be recovered, so the technical potential of heat recovery can only be based on the balance of 
stack efficiency. Conventionally, the heat (at 50-80°C) from the stacks is dissipated by dry coolers 
on top of the electrolyzer containers. When electrolyzers are installed at short distances of heat 
demand, the heat produced by the electrolyzer can potentially be used resulting in a higher overall 
system efficiency. Eventually, the utilization of waste heat can lead to a reduction in CO2 emissions, 
when the electrolyzer heat is exchanged with heat from natural gas or other fossil energy sources. 
Besides CO2 emission reduction, it will also reduce the dependence on fossil sources and could 
lower the hydrogen production cost.

Utilizing waste heat from electrolyzer installations is mentioned by Buttler & Spliethoff as a way of 
increasing the system (stack + balance of plant) efficiency from 75-80% to 86-95% (HHV based) 
[129]. They mention three concrete projects where heat integration was part of the activities. Firstly, 
the BioCat project deployed a 1 MW installation to produce hydrogen via electrolysis and converted 
it to methane with the help of biological methanation. The intention was to reuse both the heat 
from the electrolyzer and methanation process in the waste water treatment plant or a renewable 
heat grid. Eventually, the utilization of heat from the electrolyzer was not realized in the project (p. 
6 final report) [262]. Secondly, Stromlückenfuller is a project where waste heat from a 200 kW elec-
trolyzer is used in a heating network [263]. A similar project with a 1 MW electrolyzer and reuse in a 
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district heating grid is Green Hydrogen Esslingen [264]. Lastly, RWE uses heat from electrolysis (150 
kW) in a gas pressure regulation station [265], but no further publications are found on how these 
systems work and how much heat is recovered. It is thus hard to find concrete examples of the 
realization of waste heat recovery, but new plans for heat utilization are created. In Hamburg, a 100 
MW electrolysis system is proposed with waste heat utilization in the district heating network and 
thermal treatment of municipal waste, that should be operational in 2025 [266]. The 2050 scenario 
for the district heating network of Aalborg, the utilization waste heat from a 330 MW electrolyzer is 
mentioned as an additional heat source [267]. The Institute of Process Technology has worked out a 
design for a 1 GW electrolysis plant, which should be heat integration ready [268].

The scientific literature on heat utilization of electrolyzers is limited. Bilbao [269] worked out a case 
study in Chile for an alkaline electrolyzer, with as goal to provide the electrolyzer with pre-heated 
water to have a higher overall efficiency. The overall efficiency increase was marginal (< 1%). The 
reason for the small overall efficiency increase is not the amount of available waste heat, but the 
relatively small amount of water consumption, which is 30 times lower than the mass flow of waste 
heat water. This means that the waste heat it not used to its full potential. Bilbao states that when 
it would be possible to utilize the full potential, it could lead to a total increase in efficiency of 
13%, comparable to Buttler & Spliethoff [129], but they do not mention how this heat could be used 
[269]. A modelling and experimental study on an alkaline electrolyzer of 46.5 kW showed that the 
efficiency of the electrolyzer system can be increased to >90% if heat recovery is included [270]. 
Frank et al. [271] notice an 18% increase in efficiency if all waste heat from their 1 MWel electrolyzer 
would be used. Huang et al. [272] consider a model predictive control strategy including the waste 
heat of the electrolyzer and conclude that it leads to more cross-sectoral flexibility of their system, 
but does not quantify the amount of heat recovered. Hückebrink & Bertsch introduce a concept 
for a neighborhood where both a fuel cell and electrolyzer are installed in a building and their heat 
is used, reducing the need for a heat pump [273]. No quantification of the amount of heat from the 
fuel cell and electrolyzer is given in this study. Böhm et al. [274] give a conceptual overview of the 
use of electrolyzer waste heat from low temperature and high-temperature electrolysis in district 
heating systems. Based on literature research and expert consultation, they conclude that there 
is possible synergy between power-to-hydrogen and district heating systems and a significant 
potential for electrolyzer waste heat of temperature levels below 100°C. They state that there is 
a need for more quantitative research. Overall, we conclude that both the scientific community 
and industry recognize the potential of electrolyzer waste heat, yet both publications and prac-
tical examples are scarce. Moreover, there is a lack of detailed system design and analysis for the 
utilization of waste heat from electrolysis.
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5.1.1 Research goal

Based on the scarce availability of literature and concrete examples of waste heat utilization from 
electrolysis, our research question is:

What is the potential of waste heat from electrolyzers and how could it be 
utilized? 

To answer this question, we will elaborate on different designs for the utilization of electrolyzer 
waste heat based on a 2.5 MWel Polymer Electrolyte Membrane electrolysis (PEM) electrolyzer 
(stack size) in Nieuwegein, the Netherlands. The electrolyzer is part of the H-Flex project, which 
investigates multiple ways in which the electrolyzer can be utilized next to hydrogen production, 
by offering flexibility to the electricity grid as well as waste heat utilization [275]. The theoretical 
heat utilization potential can be 500 kWth of heat at 100% load at the start of the lifetime, based on 
80% efficiency (HHV) of the electrolyzer stack. How heat can be utilized will differ per use case. We 
will work out three different use cases that represent possible situations for local system integrati-
on. In an ideal case, there is a heat consumer that uses heat at the output temperature level of the 
electrolyzer. As a second case, we include a heat pump for higher-temperature heat. The third  
use case is the delivery of heat to a local district heating system. We will perform a first-order  
techno-economic analysis on these three use cases including calculations on how much heat can 
be utilized and what the combined system efficiency will be. Furthermore, the potential CO2 reduc-
tion is calculated when electrolyzer heat replaces heat from fossil sources. Finally, the costs of heat 
recovery and transportation are calculated to get a first idea of the feasibility of heat recovery in 
general and specifically for these three cases. 

5.2 Methodology

5.2.1 Design of a PEM electrolyzer with heat utilization

In this chapter, we focus on a 2.5 MW PEM electrolyzer installation in Nieuwegein [275], although 
our method could potentially be applied to other electrolyzer capacities as well. In water elec-
trolysis, water is converted via an electrochemical process with two electrodes into hydrogen and 
oxygen. The chemical reactions in a PEM electrolyzer are given in equations 5.1-5.3, with a change 
in enthalpy ΔH of 285.84 kJ/mol, which is the energy required to drive the reaction.

Cathode:  (5.1)

Anode:  (5.2)

Overall:  (5.3)
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5.2.1.1 Heat sources in an electrolyzer
Heat is produced in the electrolyzer stack due to the irreversibility of the chemical reactions happe-
ning and the ohmic resistance of the cell. The electrolysis reaction can occur without consumption 
or production of heat, at the so-called thermoneutral voltage. However, at this potential, the 
reaction rate is too low, so there is almost no hydrogen production. Therefore, an overvoltage is 
applied to the cells, which increases the reaction rate and makes the electrolysis reaction exother-
mic, thus heat is released. The total amount of heat produced ( , in Watt) is the cell current 
(  in ampere) times the difference between the operating 
voltage (  in Volt) and the thermoneutral voltage ( , in Volt) is given in equation 
5.4.

(5.4)

In some cases, the released heat is in balance with the heat consumption for the evaporation of 
water in the stack, but otherwise, this heat needs to be removed from the electrolysis stack to 
maintain the cell temperature and prevent overheating. Heat can be extracted from the stack from 
three different sources in a PEM electrolyzer [276], [277]; from the oxygen stream, the hydrogen 
stream and the water recirculation loop. Both the oxygen and hydrogen flow contain some water 
vapor after leaving the stack from which heat can be extracted. 

Based on the design of Mancera et al. [276], the one GigaWatt electrolyzer project [268] and 
information from electrolyzer manufacturers, Figure 5.1 shows a simplified cooling system of an 
electrolyzer. Heat is extracted from the recirculating water that is separated from the hydrogen/
water stream by the gas-liquid separator. The oxygen/water stream flows to an oxygen separation 
tank which is combined with the deionized (ultra-pure) water recirculation stream, with a heat 
exchanger on the stream between the oxygen separation tank and the recirculation pump. Excess 
heat is removed to limit the inlet temperature to the stack if the condensing heat from the oxygen 
flow exceeds the heat needed to raise the temperature of the demineralized water inlet. Tempera-
ture levels for PEM electrolyzers are mostly reported in the 50-80°C range [129], [268], [277]. We have 
considered here an average working temperature of the electrolyzer of 65°C, and a cooling circuit 
with a maximum inlet temperature of 57°C and a ΔT of 3°C over the heat exchangers [277]. 

Figure 5.1 Cooling system of an electrolyzer stack. In orange/brown the oxygen flow is shown, in (dark)green the 
hydrogen flow and in dark blue the water flow. The cooling water flow is shown in red and blue. 



171

5

This is an efficient design where heat is extracted from both the oxygen and (indirectly) the 
hydrogen stream and directly used to heat the deionized water stream to the electrolyzer. If the 
temperature of the stack is known, then one can calculate the amount of heat necessary to heat 
the incoming water based on the hydrogen production. According to the thesis of Tiktak [277], 
this amounts to approximately 5-8% of the total available heat. The excess heat is removed by a 
dry cooler. In case the excess heat would be used by a third party, the design has to be adapted to 
make this possible with an extra tie-in on the cooling system. Choosing for and extra tie-in on the 
cooling system instead of replacing the dry cooler makes the system redundant. 

5.2.1.2 Variance in heat production
Two factors lead to variation in heat production; the efficiency load curve of the electrolyzer stack 
and the degradation process. Firstly, the efficiency is negatively correlated with the load, therefore 
we use an efficiency curve (equation 5.5, visualized in Figure 5.2) that varies with the load based 
on empirical statistics analysis [278], but with efficiency values adapted to recent developments. 
Equation 5.5 gives an electricity consumption of about 49.25 kWh/kg at 75% load or an expected 
balance of stack efficiency of 80%which is the expected stack efficiency of the PEM electrolyzers 
that are currently available [135], [260].

(5.5)

With  the electrolyzer stack efficiency in %,  represented as a 
fraction of full load (i.e. 0.8) and the  being 39.4 kWh/kg. Equation 5.5 is only valid above 
10% load. Below 10% load, the efficiency sharply decreases. In this study, we will only consider 
electrolyzer capacities above 10% load. 
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Figure 5.2 Electrolyzer balance of stack efficiency in relation to the load, based on equation 5.5, [135], [260], [278].

Secondly, the ageing and degradation of the electrolyzer stack lead to a lower hydrogen produc-
tion efficiency. Mainly due to the degradation of the stacks, the resistance over the membranes 
increases and therefore requires a higher overpotential over time. This linear voltage degradation 
can result in a cell voltage increase. With an 80,000-hour lifetime, this would result in a voltage 
degradation of 1.9V to 2.06-2.22 V [129]. Therefore, the amount of heat production will increase 
over the lifetime of the project if the hydrogen production rate is kept constant. An evaluation of 
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several electrolyzer projects in the EU [279] shows that these PEM electrolyzers have a degradation 
of 0.12%/1000 hours, which is the FCHJU target for 2030. The final reported value for PEM degra-
dation is 0.19% per 1000 hours, which means after a year of full production (8000 hours) 1.5% 
extra energy consumption and 15% extra energy consumption after 10 years [279]. Suppliers on the 
other hand report <1.0% efficiency degradation [261]. We will adopt the lower-end values for newer 
generation electrolyzers, thus assuming a 1.0% annual efficiency degradation which will lead to a 
10% increase in energy consumption after 10 years. 

5.2.2 HHV vs LHV

The chemical energy content of a fuel is expressed as the HHV (higher heating value). For hydro-
gen, this is 39.4 kWh/kg or 141.8 MJ/kg. In addition, there is also a lower heating value (LHV, 33.3 
kWh/kg or 120 MJ/kg), which is only relevant when a substance is burned and no heat is recovered 
from flue gases. When the latent heat from flue gases is recovered, there is no burning process 
involved, or hydrogen is used as feedstock, it is misleading to use the LHV as it leads to an overesti-
mation of the waste heat potential. 

Let’s illustrate this with an example of electrolysis (electrochemical conversion, so no burning 
process is involved), where the LHV would lead to an overestimation of the available heat from 
electrolysis. If we would assume 80% electrolyzer stack efficiency on HHV, this amounts to an 
electricity consumption of 49.25 kWh/kg hydrogen by the electrolyzer. The LHV value of hydrogen 
is 33.3 kWh/kg or 121 MJ. The LHV stack efficiency would then be 33.3/49.25 * 100 = 68.2%. Using 
the LHV for the calculation of the heat recovery potential of electrolysis would lead to a perceived 
heat recovery of 31.8%. While at HHV, a stack efficiency of 80% means there is a theoretical heat 
recovery potential of 20% . By using the LHV, one would thus overestimate the heat recovery 
potential by more than 50%. So, calculating with the HHV is required to arrive at a univocal energy 
balance in the electrolyzer/fuel cell application. It provides more information on the actual energy 
content of hydrogen, as well as how much waste heat is available. In this dissertation, we will 
therefore consistently use the HHV. 

5.2.3 Case studies

The waste heat utilization of the electrolyzer was analyzed by three relevant use cases. For all cases, 
the electrolyzer details as presented in Table 5.1, based on the 2.5 MW (stack size) installation in 
Nieuwegein. The hydrogen production pattern was based on the yearly production target, scaled 
down to a hourly production target. The electrolyzer is stimulated to run at 75% of its capacity, on 
local solar PV as much as possible (based on weather data) or during hours of low electricity prices 
(based on day-ahead prices). In case the production capacity stayed behind the target (based on 
the sum of the production), the capacity target was increased to 90%. In hours where no rene-
wable capacity is available, the capacity was limited to 75%. In our analysis, we only considered 
the stack size for heat recovery, as no heat will be recovered from the auxiliary equipment. The 
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efficiency of the total electrolysis installation is thus lower. The electrolyzer worked on average at 
a 75% load and 80% efficiency (HHV), so the theoretical waste heat potential of the electrolyzer 
stack would be 20% of the energy input. The technical potential for heat recovery was set at 80%, 
which means 16% of the electrolyzer waste heat was recovered. Tiktok found a recovery percenta-
ge of 92% [277] with internal cooling in the stack inside the bipolar plates. Our design has cooling 
outside of the stack, with multiple heat exchangers (see Figure 5.1) and more heat losses, therefore 
we have chosen a value of 80%. Over time, the heat potential increased (see 5.2.1.2) which at 75% 
load (1.875 kW) meant 300 kWth of heat in the first year of operation which increased to 330 kWth in 
year 10. Heat losses during heat transport are based on calculations of a DN80 pipe (90/162mm) 
with insulation (class 1) based on heat loss norms for heat pipes [280]. For pump energy, a pump 
efficiency of 60% is assumed. 

Table 5.1 Electrolyzer parameters.

Electrolyzer parameters 

Size of electrolyzer stack 2.5 MWel

Auxiliary equipment – outside of scope Energy use is ca. 5% of stack capacity

Production target 300 tonnes/year (capacity factor 0.71)

Hydrogen production efficiency (HHV) 80% at 75% load, see further equation 5.5

Minimum load 10%

Waste heat recovery efficiency [277] 80%

Available heat at 75% load Year 1: 300 kWth 
Year 10: 330 kWth

Heat for water flow to stack 0.571 kWh/kg H2 produced (ΔT = 55°C) 

Electrolyzer working temperature 65°C

Full load hours of the electrolyzer 6250

Cooling water inlet temperature [277] 57°C

Cooling water outlet temperature [277] 62°C

Loss over heat exchanger 3°C

Annual efficiency degradation [129], [268], [279] 1.0% 

5.2.3.1 Case 1 - Local use of heat
If the electrolyzer is placed in an area with more industrial applications, there may be a direct 
consumer for the available electrolyzer heat. In the case of Nieuwegein, this is an industrial-scale 
laundry washing company, but it could be a different user as well. We considered two options, 
either the heat was directly utilized at the right temperature, or the temperature was raised by a 
(high-temperature) heat pump, see Figure 5.3. High temperature heat pumps with temperature 
levels of up to 100°C are proven technology [185], [281]. In Table 5.2 the chosen parameters for case 1 
are shown. The maximum heat production of the 2.5 MW electrolyzer (at 100% load) would be 580 
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kWth up to 640 kWth after 10 years. Yet, most of the time the electrolyzer will work at a lower load 
(i.e. 75%) and not all heat can be recovered, hence the heat exchanger size was chosen to be 400 
kWth. The heat consumer has a larger heat load than the electrolyzer offers and has a heat buffer 
available which means the electrolyzer heat can be stored there outside of the working hours of 
the company. The heat load of the consumer is therefore not modelled in detail, but it is assumed 
that in general the electrolyzer will be able to deliver its heat to the consumer. Yet, the buffer could 
be full at a certain point, therefore it is not likely that all electrolyzer heat can always be utilized. We 
have assumed that 80% of the available heat can be used by a heat consumer. 

Table 5.2 Case 1 - Direct heat consumer parameters.

Parameter Value

Preferred temperature level – low (1a) 54°C

Preferred temperature level – high (1b) 100°C

Distance between production and use 200 m

Heat exchanger capacity 400 kWth

% of overlapping working hours of electrolyzer and heat consumer 
(including buffer)

80%

High-temperature heat pump capacity (1b) 520 kWth

Average COP heat pump (1b, see SI.1) 4.3

5.2.3.2 Case 2 - Low-temperature district heating network 
The electrolyzer heat could also be used in district heating systems. The temperature level fits 
best for low-temperature heating systems (4th or 5th Generation [282]), with a temperature level of 
40-50°C/25°C (supply/return temperature). In Chapter 3, a case of 2000 houses in a neighborhood 
was analyzed at a distance of about 3 km from the electrolyzer. In the ‘Power-to-X’ scenario, the 
heating system consisted of a district heating network (DHN), heat extraction from surface water 
with a heat pump, seasonal heat storage in a high-temperature aquifer thermal energy storage 
(HT-ATES) system and a day buffer [235] (Chapter 3). Space heating was supplied directly via the 
DHN, for domestic hot water (tap water) additional booster heat pumps are installed in buildings 
or houses to provide safe tap water of at least 60°C to households. Heat demand was varied based 
on house type and hourly weather data via the degree-day method [283]. We have considered the 
use of waste heat from an electrolyzer there as well, but with a strict assumption that the waste 
heat could only be delivered to the DHN if it would fulfil the total heat demand in that hour. Then, 
only 1.5% of the waste heat could be utilized [235] (Chapter 3). In the current chapter, we took a 
more flexible approach. Instead of delivering heat directly to the DNH, the electrolyzer heat was 
delivered to the day buffer of the DHN, see Figure 5.3 and Table 5.3 for details. The buffer adds the 
necessary flexibility so the electrolyzer heat could be combined with heat from other sources. We 
assumed that the electrolyzer heat can be added without limitations to the day buffer of the DHN. 
The day buffer of the DHN was estimated at 600 m3 (21 MWhth) to accommodate 12 hours of aver-
age heat demand (1.750 kWhth), while the electrolyzer delivers a maximum of 400 kWhth of heat to 
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the buffer in one hour. In case the buffer is full and there is low heat demand, heat could be stored 
in the HT-ATES system. Moreover, in the calculation, we took into account the ageing effects of the 
electrolyzer leading to an increase in heat availability over time. 

Table 5.3 Case 2 - Parameters for heat delivery to a district heating network.

Parameter Value

Preferred temperature level - low 45-60°C

Total neighborhood heat demand 55 TJ/y

Distance between production and use 3 km

Distance between waste heat production and day-buffer/HT-ATES 200 m

Size heat exchanger between electrolyzer and day buffer 400 kWth

Heat source Surface water + heat 
storage (HT-ATES)

Average COP large-scale heat pump [284], [285] 5

Day buffer charging/discharging efficiency [286] 90%/100%

Day buffer heat loss per weeka [287] 2%

a Data are given for 500 m3 with 2.1% heat loss, as we need a smaller tank here, we increased the heat loss to 3%.
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Figure 5.3 Schematic overview of the different cases; 1a – Local use of waste heat at low temperature, 1b – Local use 
of waste heat at high temperature, 2 – Delivery of waste heat to a low-temperature district heating network. The 
yellow arrows show which electricity demands are taken into consideration (pumping energy is included). Heat 
losses during heat transport are based on calculations of a DN80 pipe (90/162mm) with insulation (class 1) based on 
heat loss norms for heat pipes [280].
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5.2.4 Efficiency & energy balance

The amount of heat utilization was calculated on an hourly basis with the Power-to-X techno- 
economic simulation model based on the Power-to-H3 concept introduced in earlier publications 
[171], [235] (Chapter 2 & 3). Based on varying hourly demand profiles, hourly weather data, and 
data about conversion and storage technologies (batteries, power-to-heat, power-to-hydrogen, 
long-term heat storage and hydrogen storage), an hourly energy balance was calculated for 
multiple years. Because the electrolyzer degrades over time while the hydrogen production target 
is constant, the electricity demand increased over time, as well as the heat production. Both a 
yearly and 10-year average efficiency of the electrolyzer stack (  in %) were calculated according 
to equation 5.6.

(5.6)

With  the amount of hydrogen produced in a year (when i.e. i =1 and the number of time 
steps in hours  =8760) or over the total period (i =1 and n=87600) in kg, the higher heating 
value of hydrogen (39.4 kWh/kg),  the amount of useful heat from the electrolyzer in kWh 
over the period i to , and  the electricity consumption of the electrolyzer in kWh over the 
period i to  in hours. 

5.2.5 CO2 emission reduction

If the heat from the electrolyzer replaces heat from fossil sources, there is a CO2 reduction poten-
tial. The amount of CO2 reduction depends on the use case. For case 1, the local use of heat by a 
third party, we assume that this heat was otherwise produced by natural gas. For the gas boilers, 
we assumed an HHV efficiency of 90% ( ) for the industrial boiler. The CO2 emission reduction 
potential in kg for heat  is calculated by eq 5.7 for case 1a, and by eq 5.8 for case 
1b, including the heat pump electricity consumption. We assumed that the electricity for the heat 
pump is not certified renewable electricity, and therefore a CO2 emission factor is added. The 
reference situation for case 2 (DHN) is a heat pump. For the heat pumps, we calculated the maxi-
mum potential for CO2 emission reduction by using the CO2 emission factor for the average grid 
electricity mix in the Netherlands, see equation 5.9. In all cases, the pumping energy necessary for 
transporting the heat to the heat consumer  (in kWh) is taken into account.
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 (5.7)

(5.8)

 (5.9)

With  the average COP of the heat pump over the period analyzed.  
The emission factors ( ) in kg/kWh are given in Table 5.4. 

Table 5.4 CO2 emission factors for natural gas and renewable electricity, from a CO2 emission 
factors database for the Netherlands [150].

Well-to-wheel CO2 emissions

Natural gas – case 1 & case 2 2.085 kg/Nm3 or 25.7 g/kWh (HHV)

Grid electricity (grid mix The Netherlands) 42.7 g/kWh

5.2.6 Cost calculation

The levelized yearly costs for the heat recovery installation (  in €/year) including delivery 
at the consumer were calculated by equation 5.10 by summing over the number of units . The 
calculation was made from the perspective of the electrolyzer owner delivering heat to a heat 
consumer. General cost parameters used in the calculations are given in Table 5.5.

(5.10)

(5.11)

Where  represents the annual levelized costs for a certain system component in (€/unit/year). 
The  (€/unit) are the capital expenditures for a particular system component i such as the 
pumps, the pipes or the tie-in, see Table 5.6 for an overview of components. More information on 
the specific components and their costs is given in SI.1. The calculations included the necessary 
costs for heat recovery at the electrolyzer, transportation costs and control technology. It did 
not include an installation on the consumer side as it is not known how the heat will exactly be 
integrated into the process of the heat consumer.
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The  (€/unit/year) represent the operational expenditures for a particular system component, 
which are a percentage of the CAPEX costs.  (€/unit/year) are the electricity costs for a 
system component i., such as the electricity costs for pumps. The capital recovery factor (α, no 
unit) is a fraction of the total CAPEX cost. It represents a constant yearly value of depreciation and 
is calculated based on the project lifetime ( , in years) and the discount rate ( , as a fraction of 1) 
(eq 5.12). In the cost calculations, we allocated the investments of the heat recovery installation 
completely to the costs of waste heat. The costs of the electrolyzer were however excluded from 
the costs calculation of the waste heat as the investments for the electrolyzer installation are done 
regardless of the waste heat consumption. Yet, if there is a positive business case for waste heat 
utilization, this could lead to a lower hydrogen price. 

(5.12)

Based on the yearly costs, the levelized costs of heat ( ) in €/MWh were calculated accor-
ding to eq 5.13, with  the amount of heat utilized by the heat consumer in MWhth/year.

(5.13)

To know if the business case is positive, we calculated the cost savings for the consumer. Then, we 
calculated the margin between yearly costs and savings. If the margin is positive, it means there is a 
possibility for a business case as the saved cost for the consumer are higher than the costs for heat 
delivery. The costs savings for the consumer ( ) in €/year were calculated in euros by using 
heat from the electrolyzer instead of gas (case 1) or electricity (case 2). The costs savings are based 
on the average amount of  over the total project lifetime (in kWh/year), see equation 
5.14-5.15. 

(5.14)

(5.15)

With  the costs of natural gas in €/kWh,  the gas boiler efficiency (presented as a 
decimal value) of the heat consumer and  the costs of electricity in €/kWh. In case 2 
(DHN), the heat would otherwise have been produced by an industrial-scale heat pump. In this 
case, the amount of heat from the electrolyzer was divided by the average COP of the heat pump 

 over the same time period. 
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Finally, the margin per case (  in €/year) between potential savings and cost for the 
heat, recovery installation was calculated as an outcome according to equation 5.16. 

(5.16)

Yet, these calculations are highly sensitive to the costs assumptions of gas and electricity prices. 
Therefore, a sensitivity analysis was done (see section 5.2.7) to investigate the effects of energy 
prices on the business case. 

Lastly, the effect of CO2 pricing has been taken into account for every case j as optional cost savings 
with equation 5.17, with the saved costs by CO2-pricing of CO2 emission reduction in 
€/year.  is the CO2 price in €/tonne. 

(5.17)

The CO2 cost savings are taken into account in the LCOE as a reduction of the yearly costs accor-
ding to eq 5.18. 

(5.18)

In the margin, they are added to the other cost savings (eq 5.19).

(5.19)

Table 5.5 General cost parameters. 

Parameter Value

OM 2% of CAPEX

Discount rate ( ) 5%

Installation factor pipes 1.2

Installation factor for pump, heat exchanger, tie in & electronics 1.4

Electricity costs (for pumps/heat pumps)a ( ) 0.0834 €/kWh

Gas price industrial usersa ( ) 0.0341 €/kWh

CO2 priceb ( ) 60 €/tonne

a Price of gas and electricity for industrial users in the 10-1000 TJ (gas) or 2,000-20,000 MWh (electricity) range, 
including taxes, excluding VAT, average price 2016-2020. Prices are converted from GJ to kWh [288]
b The CO2 price is based on the middle value of the carbon pricing benchmark of the OECD [289], which is a conserva-
tive number compared to recent developments [290]. 
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Table 5.6 Individual component costs parameters. In SI.1, more information is given on the cost 
calculations for specific system components.

Component CAPEX Lifetime (L,
in years)

Tie-in electrolyzer 10 k€ 15

Electronics, controls & monitoring 40 k€ 10

Pumps see SI.1 15

Pipesa 230 €/m (2019) 40

Heat exchanger  (2017) 20

Heat pump (including installation)b – case 1b 600 €/kWth 20

a Based on the Polytherm pricelist (2019) [291]
b The investment is including installation, approx. 50% of costs [183]

5.2.7 Sensitivity analysis

To assess the effect of changes in variables that are still uncertain, or from which a large effect is 
expected, a local sensitivity analysis was performed. In Table 5.7 the parameters chosen for the 
sensitivity analysis are shown, including the ranges over which the parameters were varied and in 
which cases they are applied. The annual efficiency degradation, tie-in costs and costs for elec-
tronics are relevant and these numbers are hard to verify as there are no installations yet in place. 
Therefore, we assessed their influence on the LCOE to know how a change in value would affect 
the LCOE. The overlapping working hours, discount rate, heat pump temperature, the distance 
between production and use and the electricity price are likely to have a significant influence on 
the LCOE. Moreover, these values are likely to vary for other use cases, so the sensitivity analysis 
gives more general insights as well. High-temperature heat pumps with temperature levels above 
100°C are not yet standard products, but there are suppliers available with a technology-readiness 
level (TLR) of 7-9 for temperatures up to 200°C [292]. Here we have chosen a maximum of 150°C, so 
as to not overestimate the possible temperature lift at the heat consumer side. 

The gas price is not taken into account in the LCOE but only in the saved costs by the heat consu-
mer, therefore, we will assess this variable for the margin. As gas prices have recently been shown 
to be highly sensitive to geopolitical circumstances, we have taken extremely high prices into 
account. The range for the CO2 price is chosen to be 0 (no CO2 pricing) to 120 €/tonne based on the 
high range of the carbon pricing benchmark of OECD [289].

https://ars.els-cdn.com/content/image/1-s2.0-S0360319923015410-mmc1.docx
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Table 5.7 Ranges for sensitivity analysis.

Number Range Case

Annual efficiency degradation electrolyzer [129], [268], [279] 1.0% 0.5 – 2% 1,2

Overlapping working hours 80% 20-100% 1,2

Discount rate 5% 2-10% 1,2

Tie-in costs 10.000 € +/- 30% 1,2

Electronics 40.000 € +/- 30% 1,2

Heat pump temperature 100°C 80-150°C 1b

Distance between production and use/storage 200 m 100-5000m 1,2

Electricity price 0.0834 €/kWh -50/+500% 1,2

Gas price 0.0341 €/kWh -25/+500% 1

CO2 price 60 €/tonne 0-120 €/tonne 1,2

5.3 Results & Discussion

5.3.1 Design for heat recovery from a PEM electrolyzer

To utilize the electrolyzer heat, we propose a tie-in on the cooling system as shown in Figure 5.4. 
The tie-in is an add-on to the cooling system to create a redundant design independent of the heat 
consumer. The electrolyzer can thus either be cooled through heat consumption by an external 
heat consumer or by the dry cooler when there is no external heat consumption. We choose 
deliberately for a tie-in on the cooling system instead of replacing the dry cooler, as this makes the 
system redundant. Both the hydrogen producer as well as the heat consumer should continue their 
processes regardless of the delivery or demand of the other to give them the most flexibility. 

Table 5.8 shows the simulation results for all cases, starting with the reference case. The amount of 
available heat increases over time (Figure 5.7) due to the degradation of the electrolyzer stack (for 
specs see Table 5.1). The electric resistance increases and thereby the electricity consumption. This 
extra electricity consumption is not converted to hydrogen, but to heat instead. At the start, about 
20% of the electricity input to the stack is converted to heat. After ten years, the total electricity 
consumption has raised by 10%, so now 30% of the electricity input to the stack is converted to 
heat, which means the heat production increased by 50%. In the reference case, this heat is not 
recovered leading to an average (HHV) efficiency of 76% for the electrolyzer stack.
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Figure 5.4 Redundant designs for heat recovery from a PEM electrolyzer. 
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Table 5.8 Results overview table. Case 1a and 1b have the same total (stack) efficiency, thus these 
values are only presented once.

Reference 
case

Case 1 a Case 1b Case 2

Year

Electricity consum
ption 

electrolyzer (M
W

h)

H
2  production (tonne)

H
eat production (M

W
h)

Base effi
ciency (H

H
V)

H
eat utilized (M

W
h)

Total effi
ciency (stack +heat)

CO
2  savings (tonne/year)

Electricity consum
ption heat 

pum
p (M

W
h)

H
eat utilized (Electrolyzer &

 heat 
pum

p) (M
W

h)

CO
2  savings  (tonne/year)

H
eat utilized (M

W
h)

Total effi
ciency (stack +heat)

H
eat dem

and neighbourhood 
(M

W
h)

%
 electrolyzer heat of total heat 

dem
and

CO
2  savings  (tonne/year)

Y1 14,840 299 2,270 79% 1,820 92% 510 540 2,360 430 1,900 92% 19,060 10% 150

Y2 15,040 300 2,400 79% 1,920 91% 540 580 2,490 450 2,020 92% 14,420 14% 160

Y3 15,240 301 2,540 78% 2,020 91% 560 610 2,630 480 2,130 92% 15,730 14% 170

Y4 15,350 301 2,660 77% 2,100 91% 590 630 2,740 500 2,230 91% 17,080 13% 180

Y5 15,510 300 2,780 76% 2,190 90% 610 650 2,840 510 2,330 91% 12,860 18% 190

Y6 15,670 300 2,910 75% 2,270 90% 630 680 2,950 530 2,440 91% 14,040 17% 200

Y7 15,880 301 3,050 75% 2,360 90% 660 710 3,060 560 2,530 90% 15,760 16% 205

Y8 16,010 300 3,180 74% 2,440 89% 680 730 3,170 570 2,610 90% 14,750 18% 210

Y9 16,170 300 3,310 73% 2,520 89% 700 760 3,280 590 2,690 90% 15,270 18% 220

Y10 16,340 300 3,450 72% 2,600 88% 730 780 3,380 610 2,780 89% 14,450 19% 225

Avg 15,605 300 2,855 76% 2,220 90% 620 665 2,890 525 2,365 91% 15,340 16% 190

5.3.2 Efficiency & Energy balance 

The reference situation without heat utilization can be compared to three cases where the elec-
trolyzer heat is utilized, overall results are shown in Table 5.8. The first case has a heat consumer 
that utilizes the electrolyzer heat directly with an 80% overlap in electrolyzer heat production and 
heat consumption, thereby reducing gas consumption by a gas boiler. On average 2,220 MWh/year 
of heat can be utilized by the heat consumer in case 1a, which leads to a total system efficiency of 
90% (stack + waste heat, HHV based). In the Sankey diagram, all different energy flows are shown 
including the heat losses and amount of unused heat (see Figure 5.5) based on a ten-year average. 
Pumping energy is about 7 MWh/year, rounded off to 5 MWh and too small to be visible in the 
Sankey diagram. The increase in heat production and consumption over time and the overall  
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efficiency are shown in Figure 5.7. Eventually, almost 59% of the heat that is formed in the 
electrolyzer is utilized by the consumer. Similarly, we find that 14% of the electricity input in the 
electrolyzer is used as heat by a heat consumer. Compared to the base scenario without heat 
utilization, the average 10-year efficiency increases by 14% from 76% to 90%. In case 1b, with a 
heat pump to raise the temperature of the electrolyzer heat, 2,890 MWh/y of heat is available on 
average. The amount of heat delivered by the electrolyzer stays equal, but electricity has been 
used to increase the temperature, thereby increasing the ΔT and thus the amount of heat available 
at the consumer. The efficiency of the electrolysis system in case 1b is thus equal to case 1a and 
therefore not shown separately. 

In case 2, the electrolyzer heat is reused in a low-temperature district heating grid (Figure 5.6), and 
the heat from the electrolyzer is supplied to the heat buffer of the DHN. The total system efficiency 
raises to 91% when the heat from the electrolyzer is used in a low-temperature DHN. The amount 
of heat provided increased over the years and accounts on average for 16% of the total heat 
demand of the neighborhood (2000 houses) supplied by the DHN. The variation in the percentage 
of fulfilled heat demand by the electrolyzer is caused by a difference in heat demand over the years 
due to varying climate data (the years considered are 2010-2019). About 15% of the electricity 
input of the electrolyzer is finally used as heat in the DHN. Interesting to note is that the electroly-
zer waste heat is not used to fill the seasonal heat buffer, but only the day buffer. Thus, the daily 
heat demand in summer is still high enough to take up the daily heat produced by the electrolyzer. 

Figure 5.5 Sankey diagram for the energy balance of an electrolyzer system with an industrial (local) heat consumer 
(1a). The 10-year average energy flows are shown.
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Figure 5.6 Sankey diagram with an average yearly energy balance when electrolyzer heat is provided to a DHN (case 
2), 10-year average flows are shown. 
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Figure 5.7 Heat production by the electrolyzer and heat used by the heat consumer shown over 10 years for case a1 
(local heat consumer), including the reference case of the electrolyzer (without heat recovery) and the efficiency 
including heat recovery (total efficiency of stack + waste heat utilization). Efficiency (HHV) is shown on a secondary 
axis.

5.3.3 CO2 reduction potential 

The current energy source of the heat consumer is natural gas. When part of its heat demand is 
fulfilled by the electrolyzer heat, on average 620 tonnes of CO2 are mitigated each year, or 270,000 
m3 of natural gas (0.845 kg/Nm3 [293] and a boiler efficiency of 90%). In more general terms, this 
means 0.28 tonne CO2 per MWh of waste heat used (MWhheat,used). For the case with a heat pump 
(1b), the CO2 emission reduction is 525 tonnes per year or 0.18 tonne CO2/MWhheat,used. We assumed 
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that the electricity for the heat pump is not certified renewable electricity, which results in more 
CO2 emissions for the use of electricity by the heat pump than the savings by switching from 
natural gas to electricity. Yet, the amount of saved natural gas is higher in this case, about 350.000 
m3. If the heat consumer would buy or produce renewable electricity, the CO2 emission reduction 
would be higher than in case 1a. 

For the DHN network (case 2), the CO2 emission reduction is on average 190 tonnes/year or 0.08 
tonne CO2/MWhheat,used, compared to when the electricity would have been produced with a heat 
pump working on an average grid-electricity mix. The heat pump has an average COP of around 
5, so only 1/5th of the heat demand is reflected in electricity demand. On the other hand, the CO2 
emission factor for electricity is higher than for gas (due to conversion losses). In summary, the CO2 

CO2 reduction will be the highest when the electrolyzer heat would be used directly without a heat 
pump (1a), as long as the heat pump at the heat consumer is not running on green electricity.

5.3.4 Economic results

The results of the economic analysis are shown in Table 5.9 for all three scenarios. A detailed 
breakdown of the costs per component including OM costs and energy costs is given in table S2-S5 
of the supplementary information (SI). The yearly costs are similar for cases 1a and 2, but case 1b has 
factor 5 higher yearly costs, because of the investments in the heat pump. This effect is reflected in 
the LCOE, which is 36.9€/MWhheat, while case 1a has an LCOE of 8.9 €/MWhheat. In case 2, the LCOE 
is slightly lower than for 1a with 8.4 €/MWhheat, because more heat can be utilized in this scenario 
due to the larger heat buffer. 

When taking the saved yearly costs into account, we note that all scenarios have a positive margin, 
so a possible business case. Although in the current analysis, only a heat exchanger (or heat pump) 
has been taken into account at the heat consumer, so there are possible other costs for adaptations 
at the heat consumer to use the heat that have been neglected. Thus, a margin just above zero for 
case 1b, makes it uncertain if a business case can be realized. For the heat delivery without a heat 
pump, the margin is almost 65 k€/year. For case 2 (DHN) the margin is also positive (18.5 k€/year), 
although it is a factor 3 less than for the industrial heat consumer, while more heat is delivered. Our 
reference case for the DHN was heat produced with a heat pump that has a COP of 5, and not gas 
boilers. Therefore, just as with the CO2 calculations, here we see again the effect of the high COP of 
the heat pump. The heat pump produces heat with only 0.2 units of electricity for one unit of heat. 
Hence, the savings in electricity costs in case 2 are less than the gas savings in cases 1a and 1b. How 
the margin is divided among the stakeholders (electrolyzer owner, heat user and possibly others) 
will finally determine the effect on the heat costs for the heat consumer as well as the hydrogen 
production costs. If CO2 pricing is taken into account (Table 5.10), the LCOE decreases substantially 
while the margin increases. All margins are now at least 30 k€/year, pointing towards a high possi-
bility for a business case. For direct heat use (case 1a) the LCOE becomes negative. In practice, this 
means that a company can save more money on CO2 costs than it would cost to replace natural gas 
with waste heat, not even including the saved costs of the natural gas itself. Upgrading the heat 
with a heat pump to 100°C could also be economically feasible if CO2 costs are taken into account. 

https://ars.els-cdn.com/content/image/1-s2.0-S0360319923015410-mmc1.docx
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Table 5.9 Costs without CO2-pricing - results for the cases. 

Case 1a Case 1b Case 2

Total yearly costs (k€/y) 19.7 106.5 19.7

LCOEheat (heat production costs in euro/MWh) 8.9 36.9 8.4

Saved yearly costs (k€/y) 84.2 109.4 38.3

Margin (k€/y) 64.5 2.9 18.6

Table 5.10 Costs with CO2 pricing - results for the cases.

Case 1a Case 1b Case 2

Total yearly costs (k€/y) 19.7 106.5 19.7

CO2 emissions reduction cost savings (k€/year) 37.2 31.4 11.5

LCOEheat (heat production costs in euro/MWh) -7.9 26.0 3.5

Saved yearly costs (k€/y) 84.2 109.4 38.3

Margin including CO₂ emissions reduction cost savings (k€/y) 101.8 34.3 30.0

5.3.5 Sensitivity analysis 

We have investigated the impact of a change in certain input parameters on the LCOE, in Figure 
5.8 the results of the sensitivity analysis are presented. Although in the case of Nieuwegein, the 
distance is known, in other cases of heat utilization the distance between the electrolyzer and heat 
consumer could deviate considerably. The sensitivity analysis clearly shows that the distance has a 
large influence on the LCOE, especially with direct heat delivery (case 1a, Figure 5.8a) and delivery 
to a low-temperature DHN (case 2, Figure 5.8c). Delivering waste heat over long distances will thus 
not be feasible. The CO2 price is the second most important factor in case 1a and 2 that influences 
the LCOE, yet the adoption of a CO2 price would positively influence the business case. When a 
heat pump is installed (case 1b, Figure 5.8b), the electricity prices are the most important factor 
in determining the LCOE. Long-term contracts for electricity prices will give more certainty in the 
business case. Another option would be to have dedicated renewable production capacity for the 
heat pump electricity demand. In cases 1a and 2 (a&c), the electricity price is not such a major fac-
tor as electricity is only used for pumping the heat around. Besides the distance, the percentage of 
overlapping working hours shows to be sensitive as well in the case of delivery to a heat consumer 
(a&b). For case 1b (b), the LCOE furthermore proves to be sensitive to the heat pump temperature 
and to the CO2 price as well. Of slightly less importance in all cases is the discount rate chosen. 

The exact percentage of annual efficiency degradation, costs for electronics and tie-in in the 
electrolyzer for heat recovery have a high degree of uncertainty still. Yet, the sensitivity analysis 
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shows that their impact on the LCOE remains small. So, although we need more exact information 
about these parameters, they are not the most essential while developing a business case for heat 
recovery from electrolysis. Of these three parameters, the annual efficiency degradation has the 
largest impact on the LCOE. 
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Figure 5.8 Results of the sensitivity analysis with tornado diagrams of case 1a (a), case 1b (b) and case 2 (c).



189

5

As the distance shows to be an important factor in the business case of electrolyzer heat, Figure 
5.9a shows more precisely how the distance influences the margin between costs and benefits 
(saved costs) for the consumer. If heat is delivered directly to the consumer (1a) the maximum feasi-
ble distance is around 3 km. For heat delivery to the DHN (2), this distance is 1 km. For heat delivery 
with the heat pump (1b), the margin is too small resulting in a negative business case above 200 m 
distance. These values are valid for an electrolyzer size of 2.5 MWel, with larger installations, the 
more heat is transported, the lower the investment costs per unit of heat will be, as well as smaller 
heat losses [294], [295]. 

The sensitivity of the gas price is shown with respect to the margin in Figure 5.9b. We have 
assumed a relatively low gas price in the analysis based on historical data, but the war in Ukraine 
has caused a tremendous increase in gas prices. It is uncertain how the gas price will develop in 
the coming years, yet it is more likely to stay high. As expected, high gas prices will have a (highly) 
positive influence on the margin. In the analysis, the gas price and electricity price are changed by 
the same percentage, as the gas price will influence the electricity price. Because of the electricity 
consumption of the heat pump in case 1b, it has a lower margin than case 1a over the total range. 
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same percentage for a fair comparison. 
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5.4 Discussion

5.4.1 General reflections and limitations of the study

The results presented in this study are subjected to certain limitations. The lack of literature and 
concrete examples of heat recovery from electrolysis, as mentioned in the introduction as a reason 
to perform this study, is also its limitation. We have given insight into the feasibility of using elec-
trolyzer waste heat, but we have had to make assumptions as there is no available data. Therefore, 
we have included a sensitivity analysis (see also 5.3.5), which has shown that uncertain parameters 
such as the actual efficiency degradation and exact prices for the tie-in and electronics have a 
limited influence on the business case. Thus, the results obtained are reliable enough regardless of 
the uncertainties in these parameters. 

Another general comment is that every case will have its specific circumstances. The BOP will 
be different per supplier and will also depend on the engineering. Yet, the design we propose 
gives both possibilities to reuse heat within the electrolyzer as well as supply heat to an external 
consumer, and could thus be helpful as a starting point for other studies. Regarding the economics, 
we should note that we have worked with a stable hydrogen production rate for over ten years. 
New electrolyzer projects are not likely to start producing at full capacity from year one. Over time 
the production capacity will increase, building up to full capacity, thus in the first circa five years 
probably less heat will be delivered (and less CO2 reduced). More precise calculations for specific 
cases should be done to determine the exact effect on the business case. For the cases presented in 
this chapter, it means that the LCOE and margins presented should be seen as a first-order approxi-
mation. A highly feasible case (1a) will probably stay feasible even with these start-up effects taken 
into account. Furthermore, the decision for a heat consumer to replace natural gas with waste heat 
does not have to be of a purely economic nature, or more indirectly. A ‘green’ profile can enhance 
the reputation of a company, leading to a better position in the market and eventually to higher 
financial performance [296]. 

Furthermore, in this study, we only considered the costs to extract and deliver waste heat, inde-
pendent from the hydrogen production costs. Eventually, both ‘products’ (hydrogen and heat) are 
connected for the owner of the electrolyzer, and thus the hydrogen production costs could play a 
role in the business case of the waste heat. For example, in the results (see 5.3.5), we have shown 
that high gas prices will increase the margin between the costs of waste heat delivery and saved 
costs for the consumer. But, high gas and (therefore) electricity prices will affect the business case 
for green hydrogen and may lead to the hydrogen producer asking a higher price for the waste heat 
to compensate for higher electricity costs. This is even the case for green hydrogen produced with 
a solar or wind-based power purchase agreement (PPA), as those PPA prices are affected by the 
wholesale market including fossil-based electricity sources [297]. 
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5.4.2 Ancillary services and hot standby mode

Electrolyzers can fulfil ancillary services [298], [299]. This would mean that the electrolyzer would 
quickly (within seconds) reduce or increase its capacity [300]. We have not considered the impact 
of this mode of operation in this study. Yet, although the ancillary services can have a positive 
impact on the business case of the electrolyzer [301], the total amount of hydrogen (and thus heat) 
produced will not vary significantly when production targets have to be met. We thus expect that 
the influence on the amount of heat produced will not deviate more than a few per cent. 

When ancillary services are part of the business case for an electrolyzer, it either has to operate at 
the time when it is bidding in for the balancing markets, or it has to stay in hot standby mode so 
it can react quickly [300]. In the hot standby mode, the electrolyzer will consume electricity, about 
3% of its nominal power [300], [302]. Part of the electricity consumption for the hot standby mode 
is used to keep the electrolyzer warm and could maybe be supplied by its own waste heat. With the 
assumption of 50% of the hot standby energy use being fulfilled by waste heat, we calculated that 
about 28 MWh/year of heat could be used within the electrolyzer itself (for case 1a). This is a small 
potential but could be interesting in combination with other waste heat uses, so the costs for a 
heat buffer could be shared.

5.4.3 Efficiency raise of electrolyzer stack

We have seen an efficiency raise of the total PEM electrolyzer stack from 76% to 90/91% (HHV 
based) when the electrolyzer heat is taken into account, thus a 14-15% efficiency increase in total. 
Bilbao mentions a 13 % potential efficiency increase for an alkaline electrolyzer if heat would be 
recovered [269]. In Buttler & Spliethoff two projects are mentioned that increase their efficiency 
including heat utilization to 95% and 86%. Frank et al. [271] show a range of options for a 1 MW 
Power-to-Gas plant with an alkaline electrolyzer including different parts of the electrolyzer design 
to recover heat from. With the stack, electrolyte circuit, product gas treatment and water supply 
taken into account, they calculated an efficiency gain of external heat use from circa 78% to 97% 
with a 60°C operating temperature. For the overall electrolysis system, the efficiency gain would 
be 17.6% (from 72.8-90.4%). Jonsson & Miljanovic found an overall system efficiency for a PEM 
electrolyzer including heat recovery of 94.7%, an 18% increase from their reference scenario if all 
waste heat can be utilized (at 80°C working temperature) [303]. So although most available data 
are for alkaline electrolysis, our findings for the efficiency raise are comparable with the literature. 
Moreover, we have not yet considered the possible reduction in energy use of the dry coolers of 
the electrolyzer system, which could lead to lower energy use of the electrolysis process. The 
heat utilization from the electrolyzer can thus clearly increase the overall system efficiency of the 
electrolysis process. When applied, the electrolyzer will be a hydrogen as well as heat producer and 
will help to make even better use of available renewable energy. 
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5.4.4 Comparison to other (waste) heat costs

We have calculated the LCOE of waste heat from the electrolyzer for different temperature levels 
and applications. We have concluded that there is a high possibility for a positive business case for 
direct heat delivery to a heat consumer and heat delivery to a low-temperature DHN (40-60°C). 
Moreover, it is relevant to compare our results with other sources of (waste) heat, especially for 
district heating networks. Table 5.11 shows a comparison of heat production costs per MWh, 
without the distribution costs. For low-temperature waste-heat sources below 40°C, a heat pump 
is necessary to increase the temperature, which is reflected in the LCOE. The LCOE of electrolyzer 
heat without a heat pump including a short transport distance (8.4-8.9 €/MWhheat) is well below 
this range (36-73.4 €/MWhheat). Even with a heat pump to increase the temperature, the costs for 
electrolyzer heat are at the lower end of the range with 36.9 €/MWhheat, while the temperature 
is higher (100°C). Electrolyzer heat could compete as well with higher temperature waste heat 
sources, but only at a lower temperature level (at 54°C), so without a heat pump. Overall, these 
data show that the waste heat from the electrolyzer may compete with other industrial waste heat 
sources depending on the necessary temperature level, and is likely to be cheaper than lower-tem-
perature heat sources. 

Other sources that specifically discuss the business case of heat from electrolyzers are scarce. Jons-
son & Miljanovic found costs of 20 €/MWhth for waste heat utilization from a PEM electrolyzer of 
100MW, with a heat pump raising the temperature to 120°C [303]. Without the heat pump (so only 
a heat exchanger), they calculated 1.65 €/MWhth, yet costs for a tie-in and controls have not been 
taken into account here so these values seem to be an underestimation. Our results show higher 
costs because more cost components have been taken into account, but Jonsson & Miljanovic [303] 
show that with larger electrolyzer installations, the costs will probably decrease. 

Table 5.11 Heat source cost (LCOE) comparison.

Heat source Costs (LCOE) in €/MWhheat

Waste heat electrolyzer to DHN – this study without heat pump (54°C) 8.4-8.9

Waste heat electrolyzer to DHN – this study with heat pump (100°C) 36.9

Heat from surface water with a heat pump (45°C) 55.4-73.4

Industrial waste heat sources (<35°C, with heat pump to 75°C) [304] 36-46 

Industrial waste heat sources (75-100°C) [304] 6-10

Geothermal energy at low temperature (50°C, depth 500-1000m, 
including heat pump) [305]

54-65 
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5.4.5 Theoretical potential of electrolyzer heat 

In our case study, we have considered a 2.5 MW electrolyzer that could part of a local hydrogen 
cluster. Local green hydrogen production is expected to grow exponentially in the coming years 
and decades, within the current plans of for example the EU and its RePowerEU programme [8]. The 
waste heat from the electrolyzer could thus potentially become a waste heat source for district 
heating. Yet, there are many other possible waste heat sources available, so what would be the 
share of heat from hydrogen production compared to the total available waste heat potential? We 
will focus on Europe to answer this question. Fleiter et al. [103] calculated that there is a potential 
of 425 PJ (118 TWhth) of heat at 95°C available within Europe, 503 PJ (140 TWhth) at 55°C and 960 PJ 
(267 TWhth) with a temperature of 25°C. Of this 425 PJ at 95°C, 151 PJ could be utilized within a 10km 
range from the heat source in existing district heating grids and almost all of the heat (415 PJ – 115 
TWhth) would be usable considering the expected increase of district heating grids. 

How does the amount of heat from electrolyzer installations relate to this? The EU target is 10 milli-
on tonnes of domestic hydrogen production in 2030 [8]. According to van Wijk et al. [182], about 5% 
of this hydrogen production capacity will be decentral capacity, and 15% will be produced directly 
at the industry/point of use itself (captive market). The other 80% of green hydrogen production 
will be large centralized production, at places with good solar and wind resources, probably further 
away from (heat) consumers. For the captive market and decentral capacity, it is most likely that 
there is a useful purpose for the waste heat. Thus, if we assume that about 20% of the expected 
hydrogen production capacity could lead to useful heat production, this corresponds to 2 million 
tonnes of hydrogen production. With 80% efficiency of the electrolysis (HHV based), this amounts 
to 98.5 TWh of electricity input. We have calculated that 14% of the electricity input will be used as 
heat (see section 5.3.2), so around 13.8 TWhth of electrolyzer heat could be added to the total waste 
heat potential within the EU. This is about 10% of the waste heat potential at 55°C, a modest, but 
not insignificant amount of heat. Böhm et al. calculated a 56-84 TWhth (theoretical) potential of 
thermal energy from hydrogen supply based on the European hydrogen strategy [274], but haven’t 
corrected for hydrogen production in proximity of heat demand. Our calculations are thus probably 
closer to the technical potential of hydrogen waste heat.

5.4.6 Recommendations for future research

We have obtained insights on how heat from electrolyzers could (technically) be recovered as 
well as an energetic, environmental (CO2-reduction) and economic potential. Yet, the adoption of 
heat utilization from electrolyzers is still small so there is a lack of real data from actual projects. 
Validation of results is now merely done with other theoretical studies, so for future research, 
validation with practical data would be very valuable. These data could also give more insight 
into a stepwise increasing hydrogen (and thus heat) production pattern during the first period of 
operation. Furthermore, other use cases can be evaluated. Some interesting other use cases could 
be a wastewater treatment plant with local hydrogen production (where oxygen could be utilized 
in aeration) or a hydrogen fuelling station with local hydrogen production and use of the waste 
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heat for car washing. Another possibility is to use the waste heat for thermal desalination, thereby 
producing deionized water at lower costs than with reversed osmosis technology [306]. 

If a heat pump is necessary to increase the waste heat temperature, more research could be done 
on how local renewable capacity would influence the business case in terms of electricity prices. 
Lastly, the results could be further refined by taking into account the business case of hydrogen 
as well, including different modes of operation of the electrolyzer as well as ancillary services. 
Furthermore, there is the possibility to use part of the waste heat for the hot standby mode of the 
electrolyzer, combined with another heat consumer. 

5.5 Conclusions

We have shown that it is possible to make a redundant system design to utilize heat from an 
electrolyzer without compromising on the hydrogen production process. The utilization and 
valorization of heat from electrolyzers could lead to:

• Higher system efficiency - An increase in combined electrolyzer system (stack + waste heat) 
efficiency from 76% to to 90-91%, based on HHV. Furthermore, 14-15% of the electricity 
input to the electrolyzer stack can be utilized as heat by a heat consumer, depending on 
the use case. For the district heating system (case 2), we have shown that the electrolyzer 
(waste) heat can fulfil around 16% of the total heat demand of the neighborhood.

• CO₂ savings - Direct heat use (case 1a) leads to 0.28 tonne CO2/MWhheat,used. With a heat 
pump (case 1b) to increase the heat temperature, the savings would be 0.18 tonne CO2/
MWhheat,used if the heat pump works on an average electricity grid mix. Delivery of heat 
to a low-temperature DHN leads to 0.08 tonne CO2/MWhheat,used, compared to heat 
produced directly by a heat pump working on an average electricity grid mix. 

• Economic feasibility - When a heat pump is necessary to increase the waste heat temperature, 
it will be harder to realize a business case (LCOE 36.9 €/MWhheat,used) than without a heat pump 
(8.9 €/MWhheat,used). If CO2-pricing of 60 €/tonne would be taken into account, the business 
case is likely to be positive in all cases (LCOE of -7.9 - 26 €/MWhheat,used). The sensitivity analysis 
has shown that the transport distance of heat is an important factor in determining the 
feasibility of electrolyzer heat utilization. The feasible distance varies per use case between 
1-3 km. Compared to other waste heat sources, the LCOE of the electrolyzer heat (8.4-36.9 €/
MWhheat,used) falls within or below the range of lower-temperature heat sources. Without a heat 
pump, the LCOE (8.4-8.9 €/MWhheat,used) also falls within the range of other high-temperature 
industrial heat sources. 

Overall, we show that electrolyzer heat can both from an environmental and economic point of 
view be a valuable addition to a local integrated energy system, and further enhance local system  
optimization by integrating both hydrogen and heat production.
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Supplementary Information
Supplementary information containing a detailed breakdown of the costs per component  
including OM costs and energy costs is available via:  
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Raw data of the modelling results from the cases described in this chapter can be accessed via 
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6 Increasing solar panel out-
put with blue-green roofs in 
water-circular and nature 
inclusive urban development

“ If you want to go fast, go alone;  
but if you want to go far, go together ”

African proverb
 

Abstract: With an increasing demand for climate resiliency, water sensitivity, nature inclusiveness 
and energy efficiency in dense urban environments, the call for layered and multifunctional use of 
rooftops is rising. Vegetated roofs combined with Photo-Voltaic (PV) installations are an example 
of multifunctional and more effective use of available space, and well-irrigated systems could have 
an enhanced cooling effect. This research investigated a blue-green capillary irrigated solar roof 
with grey (shower) water suppletion, with a constructed wetroof for grey water purification. Two 
full-scale commercial PV systems on twin rental apartment blocks in Amsterdam were analyzed, 
on a blue-green roof (BGR) versus a bitumen roof (BiR). The energy output, PV panel temperature, 
relative humidity and air temperature under the panels were monitored during 5 warmer months 
(June-October 2022). On average, a solar panel on the BGR is expected to produce 4.4% more 
energy than a solar panel on the BiR at similar irradiation. A clear difference in panel temperature 
on the roofs is only seen when the surface temperature of the roofs differs by at least 4.64°C. 
Otherwise, other factors such as wind or albedo have probably more influence on the PV panel 
temperature and thus on PV power output.

This chapter is based on the publication:  
E. van der Roest, J. G. W. F. Voeten, D. G. Cirkel, “Increasing Solar Panel output with Blue-Green Roofs in Water-Cir-
cular and Nature Inclusive Urban Development”, Building & Environment, vol. 244, p.110704, May 2023, https://doi.
org/10.1016/j.buildenv.2023.110704.
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6.1 Introduction 

Expectations of multifunctionality and functional-layered urban design are rising. Urban environ-
ments need to reduce air pollution, adapt to climate change-induced drought, flooding and heat 
stress, and play a key role in the energy transition. At the same time, urban space is often scarce, 
and choices have to be made on how to utilize space effectively. Roofs are in general seen as an 
ideal location for local renewable energy production and on new buildings, PV panels are becoming 
indispensable to meet energy performance requirements. At the same time, greening roofs is seen 
as a promising solution for urban heat island mitigation, and stormwater runoff reduction [221], 
[307] as well as reducing energy consumption for cooling, noise- and air pollution, while enhancing 
biodiversity [308], [309]. Would this mean that we have to choose between energy production or the 
beneficial effects of vegetated roofs? 

It is well known that the performance of PV modules decreases with increasing temperature, with 
a temperature coefficient of 0.2-0.4%/°C depending on the type of solar cell [310]. There is a clear 
correlation found between the average daily air temperature under the PV module and the tempe-
rature of PV modules [311], [312]. Over the last few years, it has been shown that green roofs and PV 
are not necessarily in conflict over the same space, but can be combined on the same surface with 
possible positive effects for the energy production of solar panels.

Green roofs namely have transpiring plants cool the air in their surroundings by shifting the distri-
bution of energy from warming up air (sensible heat, H in J m-2) to using energy for the evaporation 
of water (latent heat, LE in J m-2). If water is abundantly available LE on green roofs can become as 
high as 95% of net incoming radiation, Rn (J m-2) on a long-term annual basis [221]. On a green roof, 
the evapotranspiration of the plants can thus lead to cooling of the air under the panels, which 
in turn positively affects the PV efficiency [313], [314]. As mentioned, water availability is crucial for 
evapotranspiration. When water becomes scarce, rooftop plants stop transpiring and the ratio H / 
LE can change from below 0.1 to more than 10 [221] resulting in strong heating of air. In this respect, 
so-called blue-green roofs are an interesting option. These roof systems capture and store rainwa-
ter under the vegetation layer, reducing stormwater runoff and provide the vegetation with water, 
ideally through sub-surface capillary irrigation, for longer periods of time. It is interesting to note 
that Schindler et al. (2018) [315] suggested that regular irrigation of green roofs in Mediterranean 
climates could enhance the power output of PV-green roofs, and El Helow found water stress of 
the plants in Toronto causing them to evaporate less [316]. Osma-Pinto & Ordóñez-Plata [317] state 
that a green roof will only give a thermal benefit as long as it has a satisfactory moisture level (in 
tropical climates). 

Although still limited, the number of studies on the effect of green roofs on energy production 
of solar panels is increasing and the results so far are summarized in Table 6.1. The available 
studies show a positive effect of green roofs on PV performance with between 0.5-6% increase 
in power output. Yet, many studies have a small set-up [313], [315], [317]–[319] of only one or a few 
panels. Moreover, the set-ups of PV systems on green and bitumen roofs are often not comparable 
in height [315], [317], [320], [321], although the height is indicated as a factor that influences solar 
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panel performance [322], [323]. Therefore, there is a need for more large-scale systematic research 
on green roofs with PV systems whereby the height of the panels above the roof is comparable 
between set-ups [322], [323]. Also, the application of a blue-green roof could lead to continuous 
evapotranspiration of the vegetation during dry (and warm) periods and thus positively affect the 
PV panel efficiency. Thus, our research question is:

Is there an increased performance of solar PV above a capillary irrigated, 
blue-green roof vs a bitumen roof in a temperate maritime climate? 

To answer this question, research is performed on two identical rental apartment buildings in 
Amsterdam (The Netherlands), providing a unique setting for a large scale field study. The novel 
system set-up combines a blue-green roof with PV, and has additional water supply by transfor-
ming grey water from showers to irrigation water with a shallow rooftop version of a horizontal 
flow constructed wetland, a so-called constructed wetroof [324]. This way a local source of irrigati-
on water is available for the vegetated roof, even during dry spells, reducing the sewer loading and 
the use of drinking water for irrigation. This way we opt to demonstrate the win-win-win situation 
for future buildings, contributing to energy production, local water reuse, reduction of urban 
drought and increasing biodiversity while reducing heat stress and flooding as a result of heavy 
rainfall. 

(Table 6.1 is presented on p.202-203)
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6.2 Material and methods 

6.2.1 General experimental setup 

PV panels were placed on the rooftops of two identical six-story, 34.4 m high apartment buildings 
in Amsterdam (latitude 52.35°N, longitude 4.84°E). One building was equipped with a blue-green 
roof (BGR) and the other with standard bitumen roofing (BiR) (Figure 6.1). The climate of the 
research site is temperate maritime, with an average maximum day temperature of 22.5 °C in July, 
average global radiation of 393 MJ cm-2yr-1, average precipitation of 880 mm yr-1 and an average 
Makkink reference crop evapotranspiration [327] of 627 mm yr-1 (period 1992 until 2022, from 
weather station Schiphol, located 7 km from the research site). On the roof of the western building, 
we installed a blue-green roof equipped with a Permavoid 85s rainwater retention and capillary 
irrigation system [328] and a substrate layer of 6 cm. The rainwater storage level in the Permavoid 
units was set to 60 mm. An added advantage of the full field surface capillary irrigation system is 
the fact that water availability for plants underneath and in between the rows of panels is equal. 
The constructed wetroof [324] was integrated into a waterproof-lined section (ca 30 m2) of the 
substrate layer in the blue-green roof, to receive and treat grey water (shower only), coming from a 
collection, pre-treatment and pump tank in the basement of the building, with an overflow of the 
treated water into the Permavoid rainwater retention units underneath the substrate layer. The ini-
tial vegetation consisted of sedum mix blankets from the company Sempergreen. After placement 
of the sedum mix blankets, 26 plant species native to the Netherlands were sown on the blankets. 

The installed Jinko 405 Wp PV panels (see Table 6.2 for specifications) are facing south (180°) and 
are fixed at a 20° angle and have a size of 1.03 x 1.86 m in landscape position. The total system 
capacity on each roof is 23.78 kWp (62 panels per roof) of which 6 panels per roof were chosen for 
more detailed monitoring (see Figure 6.2 and next section). The panels for detailed monitoring 
were chosen such that the panels on the blue-green and bitumen roofs are as close together 
as possible, yet the panels closest to the roof edge are excluded from the study as they will be 
influenced more by i.e. wind effects and less by vegetation. A sunlight study (Figure 6.2) has shown 
that due to adjacent tall buildings, the eastern roof (the black roof) receives quite a lot of shade in 
the morning hours in spring and autumn. In summer the effect is less pronounced, and in winter 
shade has a similar impact on both buildings. To be able to correct for shade effects, we installed a 
pyranometer on both roofs (see next section). 

The lower side of the panels were positioned 32 cm above the surface, being either the soil surface 
or the rooftop surface on both roofs (see Figure 6.3). Rows are spaced at 73 cm between the high 
end of a panel in one row and the low end of the panel in the next row. The reduction in electric 
efficiency due to the warming up of the panels compared to the efficiency at standard test conditi-
ons can be calculated as follows: 

(6.1)
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With  (%) the efficiency of the solar cell,  the efficiency (%) at standard test conditions 
(STC),  the temperature coefficient of power (Pmax) in %/°C,  the panel temperature and  
the cell temperature at standard test conditions (25°C). Characteristic values for  and  are 
given in Table 6.2.

a) b) c)

Figure 6.1 Overview of (a) the BiR, (b) the BGR (c) the blooming BGR with the integrated constructed wetroof in the 
background (grey PVC water inlet distribution pipe).

a) a)
b)b)

Figure 6.2 Schematic overview of the chosen panels for monitoring on the western blue- green roof (a), and the 
eastern bitumen roof (b). The panels for detailed monitoring are chosen in such a way that the differences in shading 
are kept to a minimum. The symbols represent sensors and are explained in Figure 6.3 The shade situation is given 
for 30 September 9:59 (bitumen roof is still in the shade) and 10:59 (half of the bitumen roof is in the sun).
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Table 6.2 PV panel characteristics of the Jinko Solar 405Wp panels.

Panel characteristic Unit Value

Maximum Power Output at STC W 385

Module efficiency ( ) % 20.17

Nominal Operating Cell Temperature (NOCT) °C 45 ±2

Temperature coefficient of Pmax ( ) %/°C -0.35

Temperature coefficient of Voc %/°C -0.28

Temperature coefficient of Isc %/°C -0.048

6.2.2 Data acquisition 

On each roof, a section of six panels was equipped with sensors to measure incoming short wave 
radiation Rs (J m-2), ambient air temperature  Tamb (°C), air temperature below the PV panels Ta 
(°C), relative humidity RH (%), surface temperature TS (°C), substrate temperature Tsub (°C) and 
back of panel temperature Tp (°C) (Figure 6.3 & Table 6.3). Precipitation P (mm) was measured with 
a rain gauge (ARG314, EML Ltd.) on the blue-green roof. Incoming shortwave radiation (Rs) was 
measured at 1.25 cm above the roof surface using pyranometers (CS320, Campbell Scientific Inc.). 
Air temperature ( Tamb &Ta ) and relative humidity (RH) were measured using a combined element 
(HygroVUE5, Campbell Scientific Inc.) placed in a radiation shield next to the pyranometer and 
below each pair of solar panels at a height of 25 cm. The surface temperature (Ts ) of the vege-
tation and bitumen was measured, in the shade, below three panels on each roof using infrared 
radiometers (SI-431-SS, Apogee Instruments). The substrate temperature (Tsub) was measured at 
two locations below the panels on the blue-green roof using a temperature sensor string (CS225, 
Campbell Scientific Inc.). PV panel temperature (Tp) was measured at the back of each of the six 
panels on each roof using back-of-module temperature sensors (CS241, Campbell Scientific Inc.). 
Measurements were collected at 10 min intervals, aggregated to hourly values, and logged on a 
datalogger (CR380, Campbell Scientific Inc.). Wind data was obtained from the nearby Schiphol 
weather station. Besides the detailed measurements the energy output of each panel on the two 
roofs is logged on an hourly basis. The PV panels are installed with microinverters to avoid string 
effects, enabling us to measure PV output of each panel at hourly intervals via the SolarEdge data 
platform.
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Tamb/Ta - Air temperature and relative humidity (HygroVUE) 

Tp - Surface temperature sensor (CS 241 PT1000)

TS - Roof surface temperature (Apogee radiometer)Pyranometer (CS320) (1.25 m above roof surface)

Soil temperature (CS 225)

73 cm 

Bitumen

a)

b)

Figure 6.3 Overview of sensor types and locations on both roofs. The Apogee sensor is pointed towards the roof 
surface and thus measures the roof surface temperature below the panels.

Table 6.3 Overview of sensor type, characteristics and location.

Sensor Accuracy Operating 
temperature

Amount Location

HygroVUE5 air tem-
perature and relative 
humidity (RH)

± 0.3-0.4°C 
± 1.8-3% (RH)

-40°C to 70°C 3 per roof/
1 per roof

Under panel/
1.25m above panel

CS320 pyranometer ± 2.6% -50°C to 60°C 1 per roof 1.25m above panel

Apogee radiometer 
SI-431-SS

± 0.2°C -30°C to 65°C 3 per roof Mounted in the middle of 
the panel

CS 241 PT1000 ±(0.15 + 0.002t)°C -40°C to 
150°C

6 per roof Placed on the back side of 
the panel (in the middle)

ARG314 Raingauge 99% up to 120 mm/
hr

+1°C to 70°C 1 (on blue-
green roof)

Open location on the roof

CS225 Temperature 
sensor

± 0.2°C -55°C to 85°C 2 (on blue-
green roof)

In soil under panel (3 cm 
depth)
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6.2.3 Data analysis methods

The presented data are from the measurement period of June up until October 2022. We have 
only used daytime values (Irradiation > 4 Wm-2) and removed outliers of PV output. If the average 
energy output of 6 measured panels was higher than their maximum capacity (385 Wh) or the 
energy production was very low (< 3 Wh) while the irradiation was > 100 Wm-2, the data were not 
considered.

On this combined dataset of sensor data and PV output, different methods were applied. First, we 
calculated the differences in PV output for both roofs, whereby the data were divided into bins of 
both temperatures (per 5°C) as well as irradiation (per 100 Wm-2). Secondly, we performed a linear 
regression analysis (OLS method) on the daytime dataset for both roofs, to find a relationship 
between irradiance and solar PV output, with the intercept at 0 (at zero irradiation, there will be no 
PV output). 

Thirdly a multilinear regression analysis was performed on the combined day-time dataset of both 
roofs. In the combined dataset, all measurements from both roofs were merged, whereby roof 
type was added as a parameter (integer, BGR=1, BiR=0). A correlation table was obtained for the 
correlation values between PV performance and roof type, irradiation, relative humidity, PV back 
panel temperature Tp, roof surface temperature TS, air temperature under PV panel Ta , the ambient 
air temperature above the roof (1.25 m)  Tamb, and wind (nearby Schiphol weather station). 

6.2.4 Calculation of sensible heat flux densities

The sensible heat flux QH (Wm-2) is proportional to the difference between surface temperature 
and air temperature measured at a certain level times a convective heat transfer coefficient [329]. 
QH was calculated according to: 

(6.2)

With  the convective heat transfer coefficient (Wm-2K-1).  can be approximated using the 
empirical Jürges formula which is used in urban canopy models [329]–[331]:

(6.3)

With   the wind velocity (ms-1). Given the complexity of urban surfaces, it is questionable whether 
the application of an empirical heat transfer coefficient will provide exact values for QH. Xu & Asa-
wa [331] mention an uncertainty of ±15-20% associated with the use of Jürges formula. Calculated 
values are, however, valuable for comparison between the two roofs and to other applications.
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6.3 Results & Discussion

6.3.1 PV performance

To assess the effect of roof type on PV performance, we present the average difference in PV 
power output and categorized the data based on both ambient temperature and solar irradiance. 
Due to the differences in shade on both roofs, we have chosen to not compare the roofs at similar 
moments in time, but at similar irradiance. This was possible because we have placed two irradian-
ce sensors at both measurement locations. 

Overall, the BGR is constantly performing better than the BiR in all solar irradiance categories (see 
Table 6.4). The absolute difference is increasing as well, which is expected as the absolute solar 
output also increases with higher irradiance. A similar trend is seen for all temperature categories, 
although there is a significant outlier at the 5-10 °C/100-200 Wm-2 category (with only 1.2% of 
the data). The data thus suggest that for temperatures above 10°C, regardless of the amount of 
irradiation, the PV system on the BGR produces more power than the BiR. 



210

Table 6.4 Average difference in solar PV output of 6 panels on each roof presented as solar output 
BGR– solar output BiR in kW (kWh/hr) is shown. The data are categorized according to solar 
irradiance and ambient temperature. Table layout inspired by Nagengast et al. (2013) [321]. 

Solar  
Irradiance  
(Wm-2) - Irr

Ambient temperature (°C) -  Tamb Weighted 
average 
BGR – BiR  
per panel 
(kW) 

% of 
data 

  < -5  -5 - 0  0 - 5  5 - 10  10 -15  15 -20  20 -25  25-30  30- 35  >35     

0-100        0.2  2.0  0.1  -0.7  -1.0      0.6  23.9 

100-200        -6.3a  4.8  3.3  -0.8  -1.0      1.7  16.7 

200-300          8.9  2.0  1.3  0.9  7.3a  -4.7a  2.5  14.0 

300-400          14.5  4.8  6.8  -4.1  4.7a  -1.8a  5.2  11.9 

400-500          -1.8  9.4  3.8  17.2  19.6a    3.1  11.1 

500-600          6.7a  -0.7  11.2  6.4  15.1  10.4a  6.1  7.7 

600-700          4.8a  16.7  9.8  2.1  19.0  5.6a  6.1  7.6 

700-800            13.2  13.0  16.3  12.3a  -3.5a  9.8  4.9 

800-900            19.0a  14.2  10.0      9.0  2.1 

900-1000            8.1a          4.1a  0.1 

>1000                         

Weighted 
average  
BGR – BiR (kW) 

0  0.0  0.0  -1.1  4.6  5.5  6.0  5.6  13.6  1.2     

% of Data  0  0.0  0.0  1.2  16.7  49.4  24.4  6.8  1.2  0.2     

a Value is based on 1-3 datapoints

 
To quantify this effect further, we have done a linear regression analysis with all daytime data for 
both roofs with irradiation versus PV output. The 95% confidence interval is shown in Figure 6.4, 
and the confidence intervals of both regression lines do not overlap, which means the difference in 
PV output between the two roofs is significant. Based on the regression values (see Table 6.5), the 
BGR roof would on average produce 4.4% more electrical energy at similar irradiance. 

This result is on the higher side of the range based on available studies (see Table 6.1), for which we 
discuss two possible explanations. Firstly, different studies [322], [323] pointed out that differences 
in enhanced solar panel performance between studies are influenced by the height of the panels 
above the roof. The higher the panels are placed, the larger the cooling effect of the airflow is. 
This could have influenced the almost insignificant results of Nagengast et al. [321] who conclude 
that only if the temperature is > 25 °C/irradiance > 800 Wm-2 a green roof would make a difference 
on PV panel output, otherwise it would not. However, the height of the panels above the green 
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roof was 53 cm, and for the black roof 13 cm, so this could explain the small difference. The study 
of Alshayeb & Chang [311] could have been influenced by the different heights as well. Here, the 
sedum is placed under already installed panels which results in less height between the surface and 
panel on a green roof than with a black surface. The same seems to be true for Schindler et al. [315], 
although the windy climate could have influenced the results here as well, combined with the low 
evaporation of plants on the green roof. Our study is one of the few studies with a long-term  
large-scale set-up that paid attention to comparable heights between PV systems on both roof 
types. Secondly, our BGR has a continuous water supply, thus evapotranspiration doesn’t decline 
during dry and warm periods, as in other studies [315]. An inconvenience of our setup was the 
difference in shadow effects between the BGR and BiR. Therefore, the BGR is longer exposed to 
sunlight than the BiR, so even at similar irradiation, the BGR is already receiving sunlight for a lon-
ger period and thus the solar panels could already have warmed up a bit, this could have influenced 
our results. That means that our results could be on the conservative side, so with similar shadow 
effects, the BGR could possibly perform even better than measured here. 

Figure 6.4 Linear regression results including a 95% confidence interval for the average PV panel output versus 
irradiation in Wm-2 for both the BiR) and BiR based on all hourly daytime data, outliers removed.

Table 6.5 Linear regression results (OLS method) for irradiation vs PV panel output for both roof types. 

Number of observations Coefficient (irradiation/
PV panel output)

t-statistic P-value R²

BiR 2048 0.3915 291.7 0.000 0.977

BGR 2048 0.4090 294.1 0.000 0.977
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6.3.2 Multi-regression analysis

We have performed a multi-linear regression analysis on the combined dataset of the two roofs to 
determine if the roof type has a significant effect on the PV panel output, roof type was added to 
the dataset as a parameter (BGR = 1, BiR = 0). 

First, the correlation coefficients of all measured parameters were analyzed (Table 6.6) to check 
which parameters influence each other. The roof type has only a small negative correlation with  TS, 
meaning that the BGR tends to result in a lower roof surface temperature. On the other parameters, 
no effect is visible, which means as well that there is no risk of multicollinearity with other parame-
ters. Moreover, we see that TS and  Tamb are highly correlated and thus shouldn’t both be included 
in the multilinear regression equation. The same line of reasoning is valid for the TS and Tp, and 
for  Tamb and Tp. Therefore, we have chosen to include the air temperature  Tamb, and not TS and Tp in 
the regression analysis. Furthermore, irradiance (Irr) was included as we know it highly affects PV 
output. To assess the effect of roof type, two analyses were done.

First, we have taken only the irradiation and air temperature into account and evaluated how these 
two parameters explain the variance PV power output. With an R2 = 0.943 the coefficients were sig-
nificant (P< 0.05) at a 95% confidence interval (Table 6.7). Secondly, we have added the roof type as 
a factor in the regression analysis. The roof type proves to be significant as well (P < 0.05) and the 
R2 for the combined analysis of irradiation, solar panel temperature and roof type was 0.944 (Table 
6.8). Thus, the roof type proves to be a significant factor, although it does not explain the variance 
in the data significantly more than without the roof type included as a factor. 

Table 6.6 Correlation coefficients for roof type (here interpreted as BG=1) , air temperature above 
the roof (Tair), irradiation (Irr), relative humidity (RH), PV panel back temperature (Tp), roof surface 
temperature under the panel (Ts) and air temperature under a PV panel (Ta,p) for the combined 
dataset of the two roofs (day values). 

Roof type  Tamb Irr RH Tp TS Ta

Roof type (1 is BG, 0 is BiR) 1

Tair -0.02 1

Irr -0.03 0.47 1

RH 0.02 -0.74 -0.65 1

Tp -0.02 0.79 0.87 -0.78 1

TS -0.21 0.90 0.61 -0.76 0.87 1

Ta -0.03 0.99 0.53 -0.76 0.84 0.93 1
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Table 6.7 Multi-regression analysis results for PV panel output variance explained by air  
temperature and irradiation.

Coefficient Standard
Deviation 

t-statistic P-value

Intercept 4.86 1.665 2.93 0.003

Irr 0.415 0.002 237 0.000

Tair -0.599 0.096 -6.25 0.000

R2 0.943

No. of observations 4210

Table 6.8 Multi-regression analysis results for PV panel output variance explained by air  
temperature, irradiation and roof type.

Coefficient Standard
Deviation 

t-statistic P-value

Intercept 1.943 1.69 1.15 0.25

Irr 0.415 0.002 237 0.000

Tair -0.598 0.095 -6.27 0.000

Roof type 5.50 0.74 7.44 0.000

R2 0.944

No. of observations 4210
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6.3.3 Differences in surface temperature TS, Air temperature 
below panels Ta and back of panel temperature Tp

The daytime roof surface temperature TS measured underneath the PV panels was lower on the 
BGR compared to the BiR. ΔTS (BiR – BGR) increases with higher irradiation and can become as high 
as 12 °C on a clear summer day (Figure 6.5). Mean daytime TS were lower on the blue-green roof 
with a statistically significant difference of 2.39 °C. Although less pronounced, the BiR indicates 
a measurable, positive effect on the daytime near-roof air temperature Ta measured below the PV 
panels. During the measurement period, Ta was on average 0.19 oC higher on the BiR, this difference 
was however statistically non-significant. A maximum ΔTa of 2.63 oC was reached on August 14 
2022 at 14:00 PM. Mean Tp was almost equal on the BiR and BGR (mean ΔTp = -0.05). There were 
several periods where positive ΔTp’s were measured, reaching a maximum ΔTp of 6.63 oC on 
September 2 2022.

However, as is also visible in Figure 6.5, there are negative spikes in the ΔTS, ΔTa and especially ΔTp 
data, indicating a higher Tp on the BGR compared to the BiR. This is caused by shade from a nearby 
tall building on the BiR in the morning before 11 am (Figure 6.2). Even with the sun at its highest 
azimuth (around the 21st of June) we still see these shadow effects causing discrepancies in the 
amount of irradiance on both roofs, resulting in lower temperatures on the BiR. Besides these sha-
de effects, there are also periods with negative ΔTp, ΔTa (Figure 6.5) and sometimes even negative 
ΔTS. So, although the mean surface temperature of the BGR is significantly cooler than the BiR and 
we saw in Figure 6.5 that there seemed to be a smaller but similar effect on ΔTa as well as ΔTp, there 
are also periods where temperatures measured at the BiR are lower than at the BGR.  

−5
0

5
10

Te
m

pe
ra

tu
re

 d
iff

er
en

ce
  

(o C
)

ΔTs
ΔTa
ΔTp

2022−08−10 2022−08−11 2022−08−12 2022−08−13 2022−08−14 2022−08−15



215

6

−5
0

5
10

Te
m

pe
ra

tu
re

 d
iff

er
en

ce
  (

o C
)

ΔTs
ΔTa
ΔTp

2022−07−02 2022−07−03 2022−07−04 2022−07−05 2022−07−06 2022−07−07

Figure 6.5 Hourly differences in temperature (ΔTs, ΔTa and ΔTp) between the BiR and the BGR during the periods 
10-15 August and 2-7 July. A positive value means that the temperature measured at the bitumen roof is higher than 
at the blue-green roof.

6.3.4 Differences in estimated sensible heat flux

Sensible heat flux estimates QH, below the PV panels, were higher at the BiR compared to the BGR 
with a significant mean difference of 52.5 Wm-2. During our measuring period estimated QH at the 
BGR stayed below 60.0 Wm-2 and were often very small, or even negative during daytime (Figure 
6.6). At the BiR estimated QH was much higher with a mean value of 50.2 Wm-2 and peaks reaching 
291.1 Wm-2. Negative sensible heat flux estimates point to a so-called oasis effect, where energy is 
transferred from the surrounding air to the plants and used for evapotranspiration. The observed 
negative daytime QH estimates on the BGR coincide with cooler Ta and Tp on the BGR (Figure 6.5). 
Note that above QH estimates are based on temperature measurements in the shade of PV panels, 
resulting in relatively low sensible heat flux densities. In literature values for QH reaching up to 280 
and 750 Wm-2 were found for respectively green and bitumen roofs without the shade of PV panels 
in a similar climatic setting [329]. 
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Figure 6.6 Estimated sensible heat flux densities QH on both roofs for two periods: 10-15 August and 2-7 July.
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6.3.5 Nonlinear relation between Ts, Ta and Tp

From earlier studies, we know that a clear temperature effect of green-solar roofs [311], [313] versus 
bitumen roofs is expected. There are several explanations for our more ambiguous results. On the 
BGR energy is stored in the substrate and water storage layer, buffering temperature fluctuations at 
the surface. As a result, the cooling rate of the bitumen roof is higher over the course of the night 
resulting in lower nocturnal TS than the green roof [329]. Note that in our setup TS is measured in 
the shade of the solar panels on both roofs, which delays the warming effect of irradiation in the 
morning. Another explanation can be found in rainfall. After rainfall events, not all rainfall is drain-
ed from the BiR immediately and the roof surface stays wet for several hours or even days until the 
remaining water is evaporated, cooling down the BiR surface during that proces. Wind effects can 
also play a role, mainly in the sense that the cooling effect of wind can overrule the effects of roof 
temperature. For example, Osma-Pinto & Ordóñez-Plata [317] conclude that the air velocity is more 
influential than the roof type, at least in warm and tropical climates. Lastly, positive effects of the 
BGR besides the roof temperature could be the difference in albedo between both roofs [332].

Additional analysis was done to further understand the temperature effects. We found that there 
is a significant positive non-linear relationship between ΔTs and ΔTa (R2: 0.69) and between ΔTs 
and ΔTp (R2: 0.43) (Figure 6.7). Fitting segmented linear regression models [333] on the data results 
in two linear sections with different slopes for each relation with an estimated significant break-
point at ΔTs = 4.64 oC (st err. 0.14 and 0.31). Below this temperature difference there is almost no 
measurable relation between ΔTs and ΔTa or ΔTp. The cooling effect of the BGR thus has to result 
in an at least 4.64°C lower surface temperature compared to the BiR, before an effect on ΔTa and Tp 
becomes measurable. 
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Figure 6.7 Relation between ΔTs and ΔTa and ΔTs and ΔTp and fitted segmented linear regression lines with 95% 
confidence intervals.

6.3.6 Vegetation-PV interaction

From the literature we know there is also an effect of PV on the vegetation; PV systems on green 
roofs lead to lower evapotranspiration due to the shade effect of the PV panels [334]. In warm 
climates, the shading of the PV panels can even lead to faster growth of vegetation and 50% lower 
pigment levels [317]. The type of plant chosen also affects the power output performance [322]. 
During our measurements, relatively low sedum species still dominated the vegetation, but (taller) 
native herbs started to slowly overtake the vegetation and gradients in plant growth became 
visible between shaded and sunny areas (Figure 6.8). Below the panels, plants remained relatively 
low. In the sunny paths between the panel rows plant growth was more abundant. If succession 
proceeds to a grass/herbs-dominated vegetation with taller plants, this might also affect air 
circulation underneath the PV panels. As we discussed in the previous section air velocity can be an 
important factor in cooling PV panels [317]. Taller vegetation might therefore result in a less positive 
effect on PV output than observed during our measurement period.
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Figure 6.8 Impression of the vegetation in between the PV panels (sunnier area) and under the PV panels (shaded area).

6.3.7 Grey water system

The grey water system in the building provided a more continuous water supply for the vegetation 
and therefore prevented drought stress. As a result, transpiration and the cooling effect of the 
plants can be considered optimal for the meteorological conditions during the measurement 
period. However, the abundant supply of water comes at a price. Energy is needed to pump the col-
lected shower water from the basement to the roof. We have calculated that the (multi-05) pump 
which has to overcome 34m of height difference can pump about 1m3/hour at full capacity (900 
W). Depending on if the water supply to the roof is only functioning during spring and summer, 
or during the whole year, this means that between 65-160 kWh per year is needed for pumping. 
The expected extra production of the BGR versus the BiR with 62 panels is about 970 kWh/year 
(405 Wp panels, based on the 4.4% higher power production). Thus, 7-17% of the expected extra 
power production is needed for the water supply on the roof, which is significant, yet manageable. 
Moreover, the water supply is not only influencing (indirectly) the solar panel output, but is used 
for the vegetation on the balconies and lower roofs as well. Overall, the extra solar power output 
is expected to more than compensate the pump energy, the water system meanwhile is also 
enhancing other positive effects of the building such as reducing heat stress, increased urban plant 
coverage, increased biodiversity and better stormwater management [319], [322].
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6.3.8 Development of water- and energy-sensitive buildings

Design and construction of the twin buildings, where we performed our research, required a lot of 
extra effort from all parties involved because of the non-conventional water system in the building 
and multifunctional use of the rooftops for energy, vegetation and water management. The most 
important lessons learned are:

• Sustainability goals like water circularity, stormwater management, biodiversity, energy 
production and improved liveability for the tenants have to be considered and included 
in the designs from the start of the process because these goals affect architecture, 
structural design, rooftop waterproofing systems and water- and power infrastructure 
from the basement all the way up to the roof. 

• Where in the past the roof was considered lost space where for example HVAC, venti-
lation and other technical infrastructure could be placed where convenient, with the 
multifunctional approach it now becomes important to minimise the amount of space 
used for this infrastructure and cluster it in limited and specific areas on the roof. 

• Normally the roof is the ‘final’ stage of waterproofing the building, yet to create a 
multifunctional rooftop landscape, specialists from different fields (ventilation and 
HVAC, power, water management, landscaping, solar PV) should be involved in design 
and construction. This requires understanding, extra cooperation and design, and 
smart building planning between these specialists, to construct the roof in an efficient 
manner. 

• When creating buildings with novel and innovative water management systems, it will 
take at least one year after construction (covering all seasons) to optimize the systems 
and get experience in actual required maintenance to be incorporated in the final 
maintenance manual. Clearly appoint responsibility and budget time and money  
for these tasks.

6.4 Conclusion

We have investigated the performance of a full-scale solar PV system on a bitumen roof and a blue-
green capillary irrigated roof on twin buildings in Amsterdam. Based on a 5-month data collection 
period (June-October 2022) we see a clear positive effect of the BGR on the PV performance. On 
average, a solar panel on the BGR is expected to produce 4.4% more energy than a solar panel on 
the BiR at similar irradiation, in a North-West European climate. The positive effect is seen at air 
temperatures above 10°C, regardless of irradiation. A clear difference in panel temperature on the 
roofs is only seen when the surface temperature of the roofs differs by at least 4.64°C. Otherwise, 
other factors such as wind or albedo have probably more influence on the PV panel temperature 
and thus on PV power output. Overall, we have shown that a blue-green PV roof creates a win-
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win-win situation both for PV production, the local water balance as well as biodiversity. Future 
research could better investigate wind and albedo effects, different heights of solar panels above 
the roof and development of the vegetation and the effects of this changing vegetation on PV 
output. 

 

Data 
The dataset of the sensors and PV output of the measured panels on both roofs that was used  
for this publication can be accessed via:  
http://doi.org/10.4121/679c03a2-bcae-46b9-a4f0-91c230708ca5

Acknowledgements
The authors would like to thank Aedes Care BV/Plan 8 Vastgoedontwikkeling BV for facilitating 
this research by making it possible to perform this full-scale research on their water-sensitive 
and green building and facilitating the research in all possible ways. We furthermore thank the 
technical project partners for the fruitful collaboration and technical base underneath the project: 
Permavoid B.V.,  ECOFYT,  Techniplan Adviseurs BV, and SDR Elektrotechniek BV. We would like to 
thank Solnet for letting us monitor the solar panels and install sensors on them.

Also, we thank the municipality of Amsterdam for the cooperation on the research concerning the 
tenants and the outreach/communication. Lastly, Pim Post and Diederik van Hasselt (deceased) are 
thanked for their help with the statistical analysis. 

Funding 
This study is a result of the TKI project Urban Photosynthesis and is co-financed with PPS funding 
from the Topconsortia for Knowledge & Innovation (TKI’s) of the Ministry of Economic Affairs and 
Climate. 

http://doi.org/10.4121/679c03a2-bcae-46b9-a4f0-91c230708ca5


7 Concluding remarks and 
recommendations

“We have such a long way to go”, sighed the boy.  
“Yes, but look how far we’ve come”, said the horse.

The Boy, the Mole, the Fox and the Horse - Charlie Mckay



7 Concluding remarks and 
recommendations

“We have such a long way to go”, sighed the boy.  
“Yes, but look how far we’ve come”, said the horse.

The Boy, the Mole, the Fox and the Horse - Charlie Mckay



224

7.1 Research context 

The transition from a fossil-based energy system to one that is primarily based on renewable 
energy sources has significant implications for the energy system. While the cost of renewable 
energy production is decreasing, the availability of materials may emerge as a limiting factor. 
Furthermore, the transition necessitates the development of innovative solutions to balance 
supply and demand in space and time in a hybrid energy system that combines centralized and 
decentralized energy sources and relies for an important part on electricity production from 
intermittent resources. In this dissertation, system integration and sector coupling are proposed as 
a strategy that supports a transition to a reliable, affordable and clean energy system. 

Yet, most policies and plans to guide the energy transition are divided in different sectors and 
there is an expectation to solve challenges within those sectors as well. The climate agreement 
(‘Klimaatakkoord’) from the Dutch government is a good example of this sectoral thinking [3]. With 
the growth of solar and wind parks and increased electrification at end users, limited grid capacity 
is a particularly acute issue in the Netherlands. During the period in which this dissertation was 
written, installing new grid connections for both generation and consumption has become difficult 
or even impossible [335]. In the last four years, various solutions are proposed at both at institutio-
nal (different rules for regulators) as well as technical levels: 

• Grid reinforcement; expanding the grid, or increasing existing capacity, yet there are  
limitations on workforce and materials [21]. 

• Cable pooling; connecting solar and wind capacity to the same cable as they  
have complementary production profiles [21], [336]. 

• More flexible contracts (such as a non-firm ATO), grid congestion management,  
shared connections, and tariff structures [21]. 

• Batteries for peak shaving and grid balancing next to a solar park [336],  
or at a combined solar and wind park [337]. 

Yet, these solutions lack a broader system perspective, while this could help to more effectively 
solve the problem of grid congestion and the design of a sustainable energy system as a whole. 
When looking at the energy system of the Netherlands, it is good to realize that historically The 
Netherlands has an extensive gas infrastructure, and 93% of the households have a connection 
to the gas grid (in 2020) [338]. This is also reflected in the infrastructure design. The distribution 
system operators (DSOs) work with average household grid capacities on a neighborhood level 
to determine the capacity (and amount) of their gas and electricity substations. These average 
connection capacities are around 30 kW per household for gas connections, yet for electricity the 
average capacity that grid operators work with is 1.5-3 kW per household [205], thus 10-20 times 
lower than for gas. From the perspective of infrastructure, it thus seems logical to see how different 
infrastructures (such as electricity, gas and heat) can be integrated in such a way that grid congesti-
on is solved in a manner that it contributes to a clean, reliable and affordable energy system. From 
this broader system perspective, some additional examples can be given of developments and 
ideas that were introduced during the course of this dissertation and can assist in reducing grid 
congestion: 
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• Mainly at business parks with offices and small industries, the concept of smart energy hubs 
or renewable energy communities is investigated whereby (local) electricity, heat and storage 
in the form of batteries or hydrogen production are shared to reduce grid congestion [21], [339]. 

• Specifically at wastewater treatment plants, the energy hub concept is receiving more 
attention as a way to combine local energy production with hydrogen production and 
the use of both waste heat and oxygen within the wastewater treatment plant [340], 
[341], leading to a further reduction of energy use and nitrous oxide emissions [342]. 

• Municipalities in the Netherlands had to prepare a heat transition vision for their cities and 
chose neighborhoods that will start the transition before 2030. In 62% of these neighbor-
hoods, a district heating grid is considered, whereby innovative solutions such as thermal 
energy from water (wastewater, drinking water, or surface water) are taken into account [343]. 

• More research and demonstration projects have been performed such as WarmingUP [344]  
and HEATSTORE [345] on high-temperature ATES systems, both for district heating networks  
and greenhouses [346]. HT-ATES systems can directly fulfill heat demand in winter and thus  
reduce electricity demand peaks and can be combined with power-to-heat in summer  
to reduce grid congestion. 

• New policy supports the installation of hybrid heat pumps, which will from 2026 onwards 
become the standard when replacing a gas boiler in The Netherlands [347], [348]. In larger Dutch 
houses, the hybrid heat pump electrifies about 60% of the energy demand, and the gas grid 
fulfills the winter peak and the production of hot water [349]. This policy supports a quick 
(partly) decarbonization of heat demand, without too much pressure on the electricity grid.  

From these examples, it is clear that system integration, whereby multiple energy carriers, infra-
structures and sectors are combined, is an essential part of the solution, which is also recognized 
on the EU level [23], [339] and recently on the Dutch level as well in the roadmap for energy storage 
[350]. On the neighborhood scale, the urgency to come up with (integrated) solutions is rising too. 
Here again, electrification poses challenges to the low voltage grid with the increase of electric 
vehicles, heat pumps, and decentralized PV production [351], and different directions of solutions 
could be explored (i.e. batteries, fuel cells, FCEV, power-to-x etc). 

In this dissertation, it was studied how locally integrated energy and water systems for neighbor-
hoods can contribute to a balanced and robust energy and water system. The Power-to-H3 concept 
was proposed as an example of an integrated system that includes different technologies for the 
production, storage and supply of electricity, heat, hydrogen and water (Chapter 2). A techno-eco-
nomic approach was taken including dynamic simulations to assess the cleanliness, affordability 
and reliability of the system (Chapter 3). Chapters 4-6 zoomed in on specific aspects of the con-
cept, namely heat (storage), hydrogen and energy and water in buildings, thereby contributing to 
the four knowledge gaps as defined in the introduction. The main findings are synthesized below 
in the form of design principles, followed by the contributions to the knowledge gaps and future 
directions for research. Finally, policy recommendations are given based on practical experience 
gained during this research. 
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7.2 Answering the research question – 
Design Principles 

This dissertation aimed to answer the research question:

How can an integrated renewable energy and water system on the  
urban level be designed in order to provide energy and water in a clean, 
affordable and reliable way?

It was found that an integrated system design is possible and valuable, as it contributes to a clean, 
affordable and reliable energy and water system for a neighborhood. Integrated designs can 
include sector coupling via power-to-heat and/or power-to-hydrogen, and have the potential to 
be 100% clean while offering a continuous supply of energy and water with lower system costs 
than all-electric. Both heat and hydrogen were found to add to the reliability and affordability of 
the system. Local conversion and storage will thus contribute to ensure the continuous availability 
(reliability) of all neighborhood system services (energy, transport and water). Yet, for existing 
neighborhoods, a connection to the larger energy and water system is inevitable. Combining 
energy and water within one design makes it possible to make design choices in a way that allows 
both sectors to mutually enhance each other. 

From these main conclusions and based on the findings from the different chapters in this disserta-
tion, five design principles for integrated energy and water systems for neighborhoods are derived 
that together constitute an answer to the ‘how’ part of the research question. The neighborhood 
modeled in this research was based on an actual case in Nieuwegein, but the number of houses and 
heat demand are chosen such that they resemble an average European neighborhood in accordan-
ce with other research [59]. The investigated techniques for energy production, storage and supply 
are not specific for the Netherlands but could be applied in most North-West European countries. 
In the design principles, the obtained results can therefore be generalized to the broader North-
West European context. More specifically, they are valid for neighborhoods in European countries 
with a temperate to cold climate, and mainly for villages and small to medium cities. The first two 
design principles are most useful for the Netherlands as grid congestion is an issue here. These 
design principles are targeted for both policymakers, researchers as well as (local) government 
officials and city planners: 

1. Keep the connection with the centralized system, but stay as a neighborhood as much 
as possible within the boundaries of the current infrastructure connections 
Finding the balance between centralized and decentralized infrastructure is one of the 
challenges of a completely renewable energy system. In this research, an existing neigh-
borhood with a fixed electricity grid capacity was the focus of the study. In Chapter 2, a 
neighborhood was investigated with 900 houses (20.4 TJ/year of heat demand), with an 8.7 
MWp solar park, a 2.5 MWel heat pump and 2.5 MW electrolyzer, as well as 150,000 m3 of 
underground heat storage and 40,000 m3 of rainwater storage. It was demonstrated that 
this system design could fulfill the demands for heat, transport, and (pure) water every hour 
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of the year (electricity was not taken into account), thereby establishing the reliability of 
the system. Additionally, an integrated system approach was found to decrease the costs for 
heat, transport and water by 17% and with 15% lower CO2 emissions compared to a scenario 
when all renewable energy capacity would be sold to the electricity grid. In Chapter 3 the 
neighborhood size was expanded to 2000 houses to represent an average European neigh-
borhood with different insulation levels (49-67 TJ/year heat demand). Local PV production 
on roofs and household electricity demand (19.4 TJ/year) were included and different 
system designs were compared. Again, the integrated system designs, including local 
hydrogen production and/or a low-temperature district heating network and heat storage 
were found to reduce costs by 145-300 €/household/year (6-13 %) compared to an all-elec-
tric, non-integrated system. Furthermore, these integrated systems were better equipped 
to handle supply and demand peaks by converting surplus electricity to heat and/or 
hydrogen, thereby avoiding full electrification of energy use in winter. In the selected case 
study, the current grid capacity was not exceeded (on an hourly basis), and only 5-10% of 
locally produced electricity was exported to the grid. Yet, the local electricity supply fulfills 
at most 25-35% of the total demand, which makes clear that energy autarky hard to reach 
for an existing neighborhood. As such, existing neighborhoods will most probably continue 
to rely on the electricity grid in the future. Nonetheless, with an integrated approach that 
applies conversion and storage techniques, supply and demand peaks could be reduced to a 
level where the current grid capacity is sufficient or requires only limited extension.  

2. In existing neighborhoods, explicitly include hybrid options (combinations of energy 
carriers) in the energy system 
There is a tendency to focus on only one energy carrier (electricity, heat or gas) in the 
transition of neighborhood heating systems, for example in the Netherlands [352]. However, 
Chapter 3 of this research demonstrated that a narrow focus on a single energy carrier (i.e. 
electricity in an all-electric design) does not necessarily lead to the most affordable and 
reliable system. In fact, hybrid heat pumps in combination with hydrogen or booster heat 
pumps combined with a district heating network have been found to be less expensive 
(11%) than the all-electric alternative.  
In the cost consideration, one might expect the costs of extending the electricity grid to be 
most decisive. Yet, Chapter 3 included both the costs for grid extension, retrofitting, and 
installing new infrastructure (i.e. a DHN) as well as yearly energy costs. It was found that the 
costs for extensive retrofitting measures are most decisive (24% in an all-electric scenario), 
while grid reinforcement costs comprise only 2% of the total yearly costs per household.  
It is important to recognize that a transition asks for transition solutions on the way to the 
final destination. For example, installing hybrid heat pumps combined with natural gas can 
electrify two-thirds of the heating demand cost-effectively, as demonstrated in Chapter 3.  
This is in line with findings from other research for larger households, where 60% of the 
energy demand could be electrified [349]. Additionally, this approach is likely to be less 
drastic for residents than extensive insulation measures. The next step in the transition 
could be converting from natural gas to biogas or hydrogen. Over time, more insulation 
measures could be taken (that have become cheaper and/or easier to apply), to further 
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reduce the heating demand. This principle aligns with recent policy in the Netherlands, 
which mandates the installation of hybrid heat pumps when replacing a gas boiler from 
2026 onwards [347], [348]. 

3. Include the subsurface as an essential part of the neighborhood design  
Chapters 2, 3 and 4 of this dissertation underscore the crucial role of subsurface utilization 
in balancing energy demand and supply while reducing pressure on the electricity grid. 
Chapter 2 gave a first impression of the way in which the subsurface is able to store heat at 
40-60°C in a high-temperature aquifer thermal storage system (HT-ATES) during summer to 
fulfill heat demand in winter. Additionally, rainwater collection from solar parks and roofs, 
along with storage in the subsurface, leads to a continuous supply of water for hydrogen 
production, toilets, dishwashers, washing machines and irrigation purposes. In Chapter 3,  
more extensive subsurface modeling was done which showed that a system design with 
local seasonal heat storage reached the most distributed energy imports over the year 
compared to the other scenarios. Chapter 4 compared different heat storage temperatures 
(50°C and 65°C) and heat pump sizes (1-2 MWel) and demonstrated that a HT-ATES can 
reduce the size of a collective heat pump up to 25% by lowering winter heat demand peaks. 
This also results in reduced surface-level installation size and costs. Integrating HT-ATES 
models in MES modeling will thus help to find more optimal solutions in lowering pressure 
on the electricity grid and improves the balance between supply and demand. Especially at 
higher storage temperatures, the pressure on the grid is both reduced in summer (power-
to-heat) as well as winter (higher temperature delivered to houses, so lower electricity 
demand peaks). The subsurface can thus contribute to a more reliable energy and water 
system, and should be considered more often in studies and concepts for integrated energy 
systems. The applicability of either heat or water storage will depend on the location, as 
the subsurface characteristics and thus the geohydrological suitability will vary as well, yet 
large parts of mainly North-West and Eastern Europe (as well as parts of North America, 
Russia and Asia) have potential for ATES systems, representing 15% of the world’s urban 
population [353].  
When integrated energy and water concepts are applied to neighborhoods, multi-purpose 
use of the subsurface will become increasingly important. Utilizing the subsurface for 
storage reduces the impact of conversion and storage elements on street level, yet the sub-
surface is already in use for many other purposes such as infrastructure, as a groundwater 
source and in the near future also for geothermal energy. It is thus important to collaborate 
with different stakeholders to make the best and safest use of the subsurface, which is also 
stated in the Dutch vision on the subsurface, with as goal “sustainable, safe and efficient 
utilization of soil and subsoil, where utilization and protection are balanced” [354].  

4. Look for multiple values from both an energy- as well as a water perspective  
This dissertation presents a novel approach that combines technologies from both energy 
and water perspectives to demonstrate how multiple value creation can be achieved. In 
Chapters 3 and 4 it was shown that the integration of power-to-heat and HT-ATES creates 
added value by reducing pressure on the electricity grid during both summer and winter. 
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Chapter 5 demonstrated how waste heat from electrolyzers can create value when it repla-
ces natural gas or other heat sources at a heat consumer or in a district heating network. 
Thereby, the total efficiency of the electrolyzer was increased from 76 to 90% (HHV), and 
CO2-savings of 0.08 (DHN)-0.28 (direct use) tonne CO2/MWhheat,used could be obtained, thus 
contributing to a cleaner energy system while being affordable. Similarly, the heat from 
fuel cells, either in a neighborhood (Chapter 3) or within houses could be recovered as 
well. Additionally, the multifunctional building introduced in Chapter 6 combines energy 
production, (rain) water storage, vegetation and greywater recovery within one building. 
This chapter shows that these different functions amplify each other, with as a tangible 
result 4.4% higher PV production on the green-blue roof versus the bitumen roof at similar 
irradiation. Furthermore, the building enhances biodiversity, reduces the risk of flooding 
during heavy precipitation, cools the building and the environment and in general improves 
the livability of a neighborhood by its appearance. These examples show that in the design 
of an integrated neighborhood system, one should always try to zoom out and assess which 
options there are to combine functions and create extra value from an environmental, 
economic, architectural or social perspective.  

5. Begin as early as possible with co-designing of both the energy as well as the water 
system in the neighborhood 
The benefits of integrated system design were the focus of this dissertation. However, to 
bridge the gap from science to practice, it is essential to start as early as possible bringing 
the water and energy sector together to create a shared design perspective. Both systems 
need infrastructure, and there can be conflicting interests. A neighborhood energy and 
water system could include both (HT)-ATES as well as rainwater storage, as demonstrated 
in Chapter 2. However, both systems need space in the subsurface and early coordination is 
necessary to avoid conflicts regarding space utilization. It is possible to achieve sustainable 
co-existence of these systems by maintaining adequate distances [355], which should be 
considered during the design stage. Similarly, infrastructure installation should be planned 
to minimize the impact of heat exchange on the drinking water network [356], [357]. In 
Chapter 6 the design of a multifunctional blue-green-PV roof and greywater system was 
investigated, highlighting the importance of early design choices to enable greywater 
recovery from showers, such as creating space to pump water to the roof and connecting 
shower drains to the greywater system. In the end, not all showers were connected to the 
system due to miscommunication, but by then, the design was literally ‘set in stone’. The-
refore, early communication and stakeholder involvement are essential, and a collaborative 
approach should be adopted rather than a competitive one. 
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7.3 Contributions to the knowledge gaps 
and future directions for research 

At the outset of this research, four main knowledge gaps were defined, and the different chapters 
have made contributions to fill these gaps. This section addresses the identified knowledge gaps, 
summarizes how the different chapters contributed to them and presents directions for future 
research that emerge from this work or have not yet been touched upon. 

• Knowledge gap 1: A lack of focus on 100% renewable systems 
Many studies on MES include natural gas in their system design, which makes them not 
completely carbon-free [51], [63]–[67]. In Chapters 2 and 3, it was shown that it is possible 
to design neighborhood systems with local production of renewable energy, collection 
of rainwater, and conversion and storage of heat and hydrogen without the need for 
fossil fuels, that are reliable and affordable. Yet, in Chapter 3 it was demonstrated that 
an existing neighborhood will still depend on the larger electricity grid for 65-75% of 
its total energy demand, meaning that imported electricity must be 100% renewable to 
achieve a completely carbon-free system. Therefore, full sustainability should be attain-
ed at other levels in the energy system. How these local energy systems can be combin-
ed with national, regional or Mondial levels of the energy system on both a temporal as 
well as a spatial scale is an interesting subject for further research, especially because 
the possibilities of 100% renewable energy systems are underestimated by both the IEA 
as well as the IPCC [358]. In the book ‘Green Energy for All’ [10] suggestions are done for 
the energy system in 2100, with a division between the energy carriers electricity (50%), 
hydrogen (40%) and heat (10%). Hydrogen production will take place on a Mondial 
level, while electricity is produced on a regional or local level. This dissertation has 
primarily focused on the energy system goals clean, affordable and reliable, yet safety, 
security of supply, fairness, circularity and security of materials should be included in 
future research as well. This would for example include a further analysis of the material 
use in (local) integrated energy systems, as materials might become critical within the 
energy transition [13], [358]–[360]. One way to assess the broader impact would be the 
use of life-cycle analysis methods (LCA) to better understand the sustainability of these 
systems besides the costs and energy balance. To avoid or mitigate material shortages, 
strategies as rethink, reduce, reuse and recycle can be applied [361]. 

• Knowledge gap 2: Seasonal heat storage in MES is unexamined 
This dissertation has contributed to the application of seasonal heat storage in MES 
modeling, particularly focusing on HT-ATES systems (40-60°C) in both Chapters 2,3 and 
especially Chapter 4. Chapter 4 describes that incorporating an extra mode of opera-
tion of the heat pump in booster mode prolongs heat delivery and allows for a lower 
threshold temperature for the HT-ATES system (30°C instead of 43°C in this case). This 
prolongation of heat delivery results in improved system recovery efficiency, eventually 
leading to reduced costs for the heat pump due to the smaller size. Overall, the research 
suggests that HT-ATES systems have the potential to play a valuable role in MES by ena-
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bling the temporal decoupling of heat supply and demand. The lack of attention for heat 
storage in models for future energy systems is highlighted as well by the roadmap for 
energy storage in the Netherlands [350]. Therefore, it is recommended to adopt seasonal 
storage in MES modeling, and hopefully, the methodologies and modeling techniques 
explained mainly in Chapter 4 will assist with that. However, further studies are required 
to gain more insights into the working mechanisms and conditions of HT-ATES to 
enhance its applicability, both by research and demonstrations [362]. Additionally, a 
regulatory framework is still in development and should be accelerated to support the 
transition from pilot to demonstration/commercial scale [234]. On top of that, a future 
direction for research would be a triplet system with three temperature levels to deliver 
both (higher temperature) heat as well as cooling from the same system [124].  
 

• Knowledge gap 3: Limited attention for a combination of multiple energy carriers 
(electricity, heat, gas) in one neighborhood design  
The Power-to-H3 concept combines three energy carriers (electricity, heat -carried in 
the form of water- and hydrogen) in one concept and model for a multi-energy system 
(MES) as shown in Chapter 2, with Nieuwegein in the Netherlands as a case study. 
In Chapter 3 different configurations of the concept were compared. However, this 
was just one case, and although the neighborhood could be generalized for European 
countries with a temperate to cold climate, the most suitable system design will depend 
largely on the exact location and the associated climate. Thus, it would be interesting 
to extend the analysis to other types of neighborhoods and add more utility functions 
(offices, schools, supermarkets etc). Furthermore, in Chapter 5 a concrete example of 
the integration of electricity, gas and heat was demonstrated by utilizing the waste 
heat from electrolysis (power-to-gas) to further enhance system integration. In the 
case whereby waste heat would replace natural gas at a heat consumer without the 
need for a heat pump, the heat price would be 8.9 €/MWhheat. This is lower than when 
the heat would be produced with natural gas (using the average price for 2016-2020), 
thus contributing to both a cleaner as well as a more affordable energy system. In future 
research, more waste heat potentials could be included.  
In the modeling work on MES, different storage options were included for electricity 
(batteries), heat (underground heat storage), and hydrogen (tanks or salt cavern 
storage). Not yet included was vehicle-to-grid as a storage option. Vehicle-to-grid from 
either battery electric vehicles [350], [363] or fuel cell electric vehicles [364] is a promising 
technology that could replace collective batteries and could be considered in further 
research. Additionally, the use of a collective fuel cell was considered in Chapter 3, but 
individual fuel cells in houses are an option as well [10], [365] which would avoid the 
construction of district heating infrastructure when not yet in place.  
The time scale of the modeling work was hourly, which allowed for variations in supply 
and demand. Still, even smaller timescales (minutes or 15-minute blocks) are relevant as 
well to gain more insight in peak demands, such as electric vehicle charging or electric 
cooking as well as peak supply of PV output. Finally, the need for practical examples 
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of integrated energy and water systems for neighborhoods is crucial to validate the 
concept and apply methods and algorithms from research [366].  

• Knowledge gap 4: Lack of an integrated approach to water and energy 
A knowledge gap was defined in the combined analysis of both energy and water in 
neighborhood systems. This research has taken some initial steps towards integrating 
water and energy elements in the neighborhood design, mainly in Chapters 2 and 6. 
Chapter 2 has shown how rainwater from solar panels and roofs could be stored and 
used for hydrogen production, irrigation and some household water uses (toilet, 
washing machine, dishwasher). Chapter 6 illustrated how water, biodiversity and energy 
functions can be combined and even enhance each other within a building by combi-
ning solar PV with a green roof, water storage, shower water reuse and purification. 
Nonetheless, more research is needed to foster further integration and cooperation bet-
ween the energy and water sector, both from an institutional as well as a practical per-
spective. Water companies could play a role in the operation of low-temperature district 
heating and cooling networks. Knowledge about network design could be shared and 
utilized among the sectors to achieve better performance of infrastructure. Additionally, 
the co-existence of ATES and water storage (ASR) systems requires further investigati-
on, to know how and under which conditions both technologies could be installed [355]. 

7.4 Bridging science to practice -  
policy recommendations 

In most chapters (Chapters 2,3,4,5) of this dissertation, a solar park and neighborhood in Nieuwe-
gein were used as a case study. The process of developing this dissertation mirrored the journey 
from concept to realization of the Power-to-H3 concept in Nieuwegein. This paragraph provides an 
overview of the main developments and lessons learned from bridging science to practice.

The Power-to-H3 concept, as introduced in Chapter 2, captured the attention of the local munici-
pality, and via a book [105] and subsequent research projects [134], [217], the first techno-economic 
results paved the way for closer collaboration between the municipality and water research institu-
te KWR. With the involvement of a growing number of stakeholders, steps were taken toward the 
realization of the heat storage and distribution and hydrogen aspects of the concept. Meanwhile, 
the ambition for the number of houses in the (partly retrofitted) neighborhood was expanded 
from 900 to 2500. The stakeholder engagement during the process included the municipality, 
province, drinking water company, water utility, energy company, hydrogen fueling company, 
project developers in the neighborhood and local parties interested in using hydrogen (from 
public transport to contractors and a laundry company). Despite intensive collaboration between 
stakeholders involved in the heat production, heat storage and district heating network (DHN) 
between 2018-2020, further development was ultimately halted. The permitting and construction 
process of the over 20 different project developers that owned parcels in the neighborhood did not 
align with the development of the heating system by the energy company and the municipality. 
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Additionally, as the municipality did not own the parcels or buildings in the neighborhood, they 
were unable to force a decision. The energy company involved in the district heating network 
deemed the investment risk too high, given that there was not yet a DHN in place, and with more 
than 20 different project developers in the neighborhood, it proved to be difficult to jointly decide 
to adopt district heating. 

On the hydrogen front, progress has been relatively smooth. In 2019 a new company (Hysolar) was 
established that is dedicated to the production and distribution of green hydrogen [367]. As a result 
of this initiative, a temporary slow-fill hydrogen fueling station was installed between 2019 and 
2022, followed by a full-scale hydrogen fueling station at the site of a contractor in 2021 [368]. The 
company will start its own local hydrogen production in 2024 with the installation of an on-site 
PEM electrolyzer with a capacity of 2.5 MW. The collaboration between research and practice has 
contributed to the further development of the decoupling of heat from the electrolyzer, which was 
discussed in Chapter 5. 

However, during the implementation of new technologies such as an electrolyzer or a hydrogen 
fueling station, it has become apparent that innovation, by definition, runs ahead of, and can the-
refore be delayed by, regulation (legislation, permitting etc). The realization of these new technolo-
gies takes considerable time and effort due to relative unfamiliarity among the authorities. Often, 
there is no regulation in place yet that fits the technology (i.e. an electrolyzer for green hydrogen 
production), and sometimes existing procedures for other types of technology are used that are 
not (fully) applicable, which can lead to miscommunications, delays in permitting and increase in 
costs. One example is the installation of a liquid-tight floor under a hydrogen tank (a requirement 
for i.e. liquid natural gas), while hydrogen is a gas that would disappear to the air and not a liquid 
that would leak out of the tank on the floor. Based on the experiences during the process from idea 
to realization, the following recommendations for policymakers are obtained. The recommendati-
ons are based on experience in the Netherlands, but apply to all countries where energy innovation 
is happening, and are thus generalizable to other (EU) countries as well: 

1. Create more low-regulation zones for testing and demonstrating new technologies 
The climate crisis and energy transition asks to move swiftly with new developments. It is 
important to create more space for testing and demonstrating new technologies, methods 
and system designs that do not comply with the current rules and regulations. An example 
of such an environment is the Green Village in Delft in The Netherlands [369], where testing 
and demonstration at the building and small neighborhood level takes place. More of 
these kinds of low-regulation zones or regulatory sandboxes are needed, also for larger 
innovations. So far, Great Britain, Italy and the Netherlands are the pioneer countries for 
regulatory sandboxes, but the focus has been mostly on electricity at the lower voltage 
level, while power-to-x technologies are also important [370]. Still, even in these low-regu-
lation zones permitting processes can take a long time. Another option would be to let an 
expert committee grant a permit or permission based on their knowledge about the safety 
of the innovation, while monitoring is carried out. Ultimately, new standards can then be 
formulated based on practical experience [10].
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2. Acknowledge that a transition is not incremental, and sometimes a step back is 
necessary to leap forward later on 
Some developments within a transition will technically speaking be a step back instead of 
a step forward, regarding for example CO2 emissions. As a society, we have to accept that 
this is an inevitable part of a transition and put these ‘in-between’ steps in perspective. For 
example, in the case of Nieuwegein, the hydrogen fueling station was installed before the 
electrolyzer could produce local green hydrogen. This meant that in the first period, there 
was no 100% renewable local hydrogen, but (certified green) hydrogen had to be purchased 
and transported to Nieuwegein on short-term contracts, which increased the price. Yet, 
the ‘chicken-egg’ problem was solved and on the demand side, investments in hydrogen 
vehicles (i.e. tractors) could be made. Similarly, but on a larger scale, low-carbon (or blue) 
hydrogen might be necessary to start developing infrastructure and support the future 
uptake of green hydrogen, as long as renewable capacity and costs for green hydrogen are 
not yet on track [38], [199], [371]. This way of thinking is comparable to the developments in 
our electricity grid, with a current fossil share of 60% and renewable share of 40% (inclu-
ding biomass), in both the Netherlands and on average in the EU [7], [372], but striving to 
become 100% renewable over time.  

3. The societal business case should be leading in decision-making, not the individual 
business cases of stakeholders  
When designing an integrated energy and water system for a neighborhood, its impacts 
extend beyond reduced (greenhouse gas) emissions, reliability and costs. In Chapter 2, it 
was demonstrated that if avoided costs for CO2 and grid reinforcement were included in 
the business case of the Power-to-H3 system, the heat production cost would decrease by 
26%, while hydrogen production costs decreased by 20%. Chapter 4 illustrated that taking 
CO2 emission costs into account for the replacement of natural gas by electrolyzer waste 
heat would increase the margin between total yearly costs and saved costs by a factor of 1.6 
– 12. Finally, the multifunctional building introduced in Chapter 6 not only produces energy 
but enhances biodiversity, reduces the risk of flooding during heavy precipitation, cools the 
building and the environment and in general improves the livability of a neighborhood by 
its appearance. These aspects should be included in a societal business case, as opposed 
to business cases for individual stakeholders reasoning from their own perspectives and 
interests. One way to do so is through a societal cost-benefit analysis or multi-criteria ana-
lysis in order to include aspects that are harder to monetize (i.e. biodiversity) as well. The 
outcomes of such a societal cost-benefit analysis will probably make the broader impacts of 
an integrated concept even stronger and more convincing. Institutional interventions, such 
as legal measures like fiscal arrangements, changes in policy and legislation, and financial 
compensation schemes, could help address the suboptimal allocation of costs and benefits 
within an integrated energy and water system. 
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7.5 Epilogue 

Sometimes it seems that we as a society still do not fully comprehend the current and future 
impacts of the climate crisis. At least, we do not act like it. Although progress has been made, it is 
not nearly enough and certainly not fast enough [373]. We need to collaborate with scientists from 
many different disciplines, policymakers, (world) leaders and citizens to limit global warming. With 
this research, I have tried to give conceptual and concrete examples of how our neighborhood 
system services could be supplied without or with highly reduced greenhouse gas emissions, and 
at the same time stay reliable and affordable. I hope it provides inspiration and motivation to keep 
progressing toward a truly sustainable built environment. Thereby I would argue that research 
should not stop with a report or paper. Although there are still many uncertainties, what we need 
right now is the implementation of all the research, plans and visions published already, as we have 
no time to lose. Scientists have a responsibility here as well, to contribute to the realization process 
by following it closely and trying to mitigate the hurdles encountered on the way. Yet, technologi-
cal solutions are just one part of the puzzle. As a scientist, I will keep contributing, but as a citizen, 
I will also play my part. We all have a possibility to change our behavior and raise our voices to keep 
this planet livable for generations to come. 
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sparren. Dank ook aan de andere leden van de promotiecommissie voor jullie kritische blik: dr. Edo 
Abraham, prof. dr. ir. Zofia Lukszo, prof. dr. ir. Luuk Rietveld en prof. dr. Bob van der Zwaan. Tessa & 
Margot, dank dat jullie mijn paranimfen wilden zijn, fijn om bijgestaan te worden door twee andere 
vrouwelijke wetenschappers met nuchtere blik en regelvermogen.  

Mijn promotie heb ik deels uitgevoerd tijdens of gekoppeld aan projecten bij KWR en samen met 
collega’s. Laura, veel dank voor je morele en programmeer ondersteuning in mijn eerste jaren bij 
KWR. Stijn, het was heel fijn om samen met jou aan het HTO model te werken en te kunnen sparren 
over met name het HTO-paper (hoofdstuk 4 in dit proefschrift). Martin en Niels, dank voor jullie 
kritische blik en meedenken bij alle zaken rondom bodemenergie. Ron, jouw praktische kennis en 
insteek waren onmisbaar bij het restwarmte onderzoek uit elektrolyse. En Gijsbert en Joris, dank 
dat jullie deze kluns mee het dak op en de kelder in wilden nemen en hebben laten ervaren wat echt 
praktisch onderzoek is. Samen in de data duiken was heerlijk om te doen Gijsbert.
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Also I would like to thank the early careers at KWR and especially the first Early Career board. 
Sharon, Alex, Nikki, Dimitrios, Karel & Janine, we have created KWR Early career which surely has 
had a positive impact on early careers within KWR. If people ask me about something I am proud of, 
founding Early Career with you comes to my mind.    

Tijdens het promotietraject heb ik ook verschillende studenten mogen begeleiden. Nynke Tack, 
Oguzhan Kaya, Joep van der Weijden, Diederik van Hasselt (†) & Ruben van den Berg, bedankt 
voor jullie vertrouwen in mij, jullie verschillende persoonlijkheden hebben mij doen groeien in 
mijn rol als begeleider. Op de TU Delft was het contact met Rishabh Ghotge, Chelsea Kaandorp en 
Ben Riemersma als mede promovendi waardevol. Ook ben ik dankbaar dat ik een jaar heb mogen 
meedraaien in de group meetings van de groep van Rolf Künneke, waar ik veel heb geleerd over de 
institutionele kant van energie infrastructuur. Ook de gesprekken met Richard van Gemert hebben 
me daarover waardevolle inzichten opgeleverd. 

Mijn collega’s bij KWR hebben mij de afgelopen jaren mede gevormd. Zo hebben we een mooi team 
Energie & Circulaire systemen opgezet met elkaar. Andreas, Daniël, Diederik (†), Dirk, Frank, Kees, 
Marette, Ruben en Tessa, ik heb mazzel met jullie als collega’s. We zijn harde werkers, maar er is 
ook ruimte voor grappen met elkaar, en we staan voor elkaar klaar als nodig, in het bijzonder ook 
na het verlies van Diederik. Idsart, Jos, Luc, Marette, Mariëlle en Nellie, jullie hebben allemaal op 
de een of andere manier bijdragen aan het mogelijk maken van mijn promotie, veel dank daarvoor. 
Ook Jan Vreeburg, Jan Willem Kooiman en Stef wil ik in het bijzonder noemen, voor hun formele en 
informele coaching en hun vertrouwen dat ik dit kon, en om me erop te wijzen niet te verzuipen in 
perfectie.

En Pieter, ons buddyschap dat we hebben overgehouden aan het traineeship Talent voor Transitie 
is zo ontzettend waardevol geweest. Elke week en later om de week een half uurtje met elkaar 
bellen over wat ons bezig houdt in ons werk, onze doelen en uitdagingen. Goed luisteren, open 
vragen stellen, en soms ook gewoon een goed advies, ik hoop dat we er nog een tijd mee doorgaan 
en kan het iedereen aanraden. Diana, ook jou heb ik via TvT leren kennen, jouw coaching heeft mij 
enorm geholpen om dichter bij mezelf te blijven en vanuit iets meer rust mijn werk te doen. 

Maar er is meer in het leven dan werk, en gelukkig zijn er veel mensen in mijn omgeving die mij 
daaraan helpen herinneren, steun bieden en het leven leuker maken. Mijn familie, schoon- en 
stieffamilie is omvangrijk; dank voor de etentjes, uitjes, sinterklaas- en kerstvieringen en goede 
gesprekken. Papa, dankjewel voor je interesse in mijn onderzoek en het aandragen van out-of-the 
box duurzame ideeën, en om me te helpen herinneren dat ik niet altijd maar moet werken. Mama, 
dank voor je steun in de vorm van alle kaartjes, appjes en de zo bij ons horende eindeloze gesprek-
ken, en vooral voor het zien en waarderen van mij als mens. En jullie samen voor het vertrouwen in 
mij en me stimuleren om mijn capaciteiten te benutten, zonder daarbij hoge verwachtingen op te 
leggen. Dat deed ik zelf al genoeg. Opa, we mogen het misschien niet altijd eens zijn over het nut 
van duurzame energie, maar je betrokkenheid bij alles wat ik doe is enorm. Al jouw sterkte-wensen 
zitten vast ook ergens in dit proefschrift, en ik ben dankbaar dat we het nog steeds over van alles 
kunnen hebben.
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Mijn vrienden zijn ook belangrijk geweest om mijn gedachten te verzetten of juist even te spuien 
tijdens spelletjesavonden, wandelingen, zwemtrainingen, etentjes, klimaatdemonstraties, 
concertgebouw- of theaterbezoekjes en vakanties. In het bijzonder wil ik Ruben bedanken voor 
zijn werk aan de opmaak van dit proefschrift, wie had dat kunnen bedenken toen we elkaar leerden 
kennen achter de kassa bij Albert Heijn een half leven geleden.

Pim, het leven is gewoon veel fijner met jou. Voor dit proefschrift ben je heel belangrijk geweest, 
of het nou ging om meedenken over een stukje code of over data-analyse, kopjes thee brengen 
tijdens de dinsdagavonden dat ik zat te werken of aanhoren tegen welke moeilijkheden ik in 
projecten allemaal aanliep. Je was en bent er altijd voor mij. We kunnen allebei enorm in ons hoofd 
zitten, maar dat soms gelukkig ook loslaten en kleine en grote avonturen beleven, zoals onze 
fietstocht in 2021. Ik hoop dat we dat nog heel lang blijven doen. 

Ik draag dit proefschrift ten slotte graag op aan mijn oma’s, ze leven allebei niet meer, maar wat 
zouden zij gestraald hebben als ik ze dit proefschrift had overhandigd. Met hun levensverhalen in 
het achterhoofd voel ik me extra dankbaar dat ik in een maatschappij en een tijd leef waarin ik wel 
de mogelijkheden heb om mijn interesses te volgen en door te leren.
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