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A B S T R A C T   

Trip-based models and activity-based models represent two extreme ends of the spectrum of travel demand 
models in data granularity requirement and ability to reflect the underlying motivation to travel. Modelling of 
representative freight activity-travel patterns (RFAPs) has the potential to serve as the bridge between these 
approaches. RFAP clusters represent homogeneous groups of establishments, where utility maximization models 
predict the probability that an establishment belongs to a particular cluster. However, it is still an open question 
how to define, interpret and model activity-travel patterns in the context of freight system. To answer this 
question, this study conducted a large-scale establishment-based freight survey (EBFS) in seven cities of India and 
resulted in a sample of 432 establishments and their 1613 shipment records. In the first part, this paper proposes 
a novel approach for identifying RFAPs based on the notion that “activities” that inspire trip-making for pas
senger is equivalent to “freight orders” in the case of establishments. The cluster analyses revealed the presence 
of three well separated main clusters and nine less separated nested clusters. Through interpretation and 
labelling of these RFAPs, freight travel market is categorized into useful segments. The results suggested that a 
priori industrial classification systems used in trip-based models are overly simplified representations of the 
complex structure of the travel patterns. In the last part, freight activity-travel pattern generation (FAPG) models 
are developed which predicts the probability that an establishment exhibits a particular RFAP. The FAPG models 
developed using these RFAPs could replace the traditional freight generation (FG) and freight trip generation 
(FTG) models due to its ability to convert the assigned activity-patterns to trips or tonnage. For example, FAPG 
model suggest that at an employment level of 120, there is a 56% probability that establishments will exhibit 
MDV-HFMH (medium duty vehicles - high frequency medium haul) pattern which, in turn, implies that FP =
1630 tons/year; shipment frequency, i.e., FTP = 8 trips/week; length of haul = 240.6 km and commercial vehicle 
type choice = MDV. Thus, FAPG models can present an enhanced representation of freight flows since both FG 
and FTG are jointly modeled in this approach. That is, the best features of both commodity-based modelling (i.e., 
ability to capture the fundamental mechanism that drives freight demand) and vehicle-based modelling (i.e., 
ability to capture freight traffic implications) are included in FAPG models. The study findings are expected to 
assist in identifying the variations in establishments’ preferences so that it is possible to identify the type of 
transport supply improvements that the establishments will respond to accurately, and thus prioritize the 
infrastructure investments. Moreover, the discussions on these findings are expected to improve the behavioral 
and spatial foundations of traditional freight models.   

1. Introduction 

It is imperative that the complex travel behavior patterns need to be 

understandable and predictable so that facilities can be planned and 
designed to cater to the different needs of a diverse population (Cheng 
et al., 2019; Li and Tong, 2016). The classification of complex travel 
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patterns into homogeneous groups, in and of itself, is widely acknowl
edged to be the first step towards understanding individual travel 
behavior (Joh et al., 2001; Yasmin et al., 2017). The search for identi
fication of these homogeneous groups is motivated by the need for 
estimating disaggregate-level travel demand models, which requires 
some level of simplification of underlying complexities of behavioral 
patterns to estimate feasible models (Dharmowijoyo et al., 2017; Kul
karni and McNally, 2001). From a theoretical perspective, identification 
of such groups help to describe the determinants and constraints for 
travel in various travel segments (Kroesen, 2014). From an applied 
perspective, grouped travel demand predictions for such groups assist 
transport authorities and operators in understanding the transportation 
needs and service requirements of population subgroups (Bieger and 
Laesser, 2002; Gunay et al., 2016). The activity-based modelling (ABM) 
approach extends this concept into grouping similar activity-travel 
patterns since travel behavior is directly connected to the need for 
participating in activities. These groups, often referred as representative 
activity-travel patterns (RAPs) form the fundamental unit of analysis in 
the case of ABM approach, whereas the conventional four-step model
ling approach (FSM) considers aggregate or zonal trips as the unit of 
analysis. Therefore, ABM approach explicitly supersedes the FSM 
approach due to its ability to reflect underlying travel behavior and, in 
turn, to be responsive to novel policies towards demand management 
and infrastructure augmentation (McNally, 1996). Despite the existence 
of a body of systematic scientific evidence on grouping activity-travel 
patterns (Diana and Mokhtarian, 2009; Hanson and Huff, 1986; Molin 
et al., 2016) and activity-based travel demand analysis of individuals or 
households (Bowman and Ben-Akiva, 2000; Pinjari and Bhat, 2011), the 
research on grouping freight activity-travel patterns or activity-based 
freight transport modelling of establishments have been modest at 
best, possibly be due to the difficulties in obtaining the requisite freight 
data. Thus, the state-of-practice in modelling freight transport is yet 
limited to FSM approach (Samimi et al., 2014) which concentrates on 
aggregate freight flows (in number of trips or quantity of tonnage) 
instead of individual logistical decisions by establishments. 

The classification of establishments is a crucial step in FSM approach 
for improving the prediction accuracy of model estimates and orga
nizing the models in such a way that they complement the forecast re
quirements of land-use ordinances and of policy interventions (Gunay 
et al., 2016; Tavasszy and De Jong, 2014). Lately, there is a growing 
interest in identifying the most suitable classification system that leads 
to homogeneous classes of establishments which are internally consis
tent in terms of their demand and trip characteristics (Campbell et al., 
2012; Chandra et al., 2021a; Gonzalez-Feliu and Sánchez-Díaz, 2019; 
Holguín-Veras et al., 2012; Pani et al., 2019b; Pani and Sahu, 2019a). An 
examination of literature reveal that the previous studies have pre
dominantly used a priori segmentation approach, rather than the 
data-driven a posteriori segmentation approach. The a priori approach 
assumes that there is some knowledge about the homogeneous travel 
segments in advance and they are distinguishable by existing classifi
cation systems. One of the reasons for this rather reductive assumption is 
that it conceals the limitation of FSM approach in distinguishing the 
diverse population of establishments. The a priori approach used by most 
of the previous studies does not enable us to know whether the existing 
classification systems are indeed the most important determinants of 
travel patterns. Also, among the several a priori classification systems, it 
is not yet known whether the groups segmented on the basis of land-use 
or industrial classification truly represent the minimum variability 
groups with respect to observed freight travel patterns. Finally, and 
perhaps more importantly, the existence such orderly, identifiable and 
isomorphic freight travel patterns among a priori segments, although an 
attractive and popular notion, is not yet empirically tested in the liter
ature. Therefore, the aim of this research is to identify and propose a 
typology of representative freight activity-travel patterns (RFAPs) of 
establishments, analogous to RAPs of households. The focus is to 
examine how freight trips are spatially distributed and how do they vary 

depending upon the shipment sizes and frequency. More specifically, 
how often do freight trips occur, ship a specific quantity and to what 
degree does distance determine the shipment size and frequency? To 
what extent are the total tonnage shipped by an establishment influ
enced by the distance covered in freight trips? So, by exploring the ge
ographies of freight activity-travel patterns, the objective is to 
understand not only how goods are moved but also the quantity of goods 
moved and how far or frequently they are transported in modern 
supply-chains. The obtained RFAPs are further used to develop a prob
abilistic model that is able to allocate establishment to a category in the 
proposed typology – the resulting allocation model is termed as freight 
activity-travel pattern generation (FAPG). The resulting prediction from 
FAPG models are expected to provide an enhanced representation of 
freight flows since both FG and FTG components are embedded in the 
model. It may also be noted that the analyses in this paper are developed 
using conventional trip-based establishment freight survey (EBFS) data. 
This research thus represents a test of the suitability of conventional 
EBFS data as a proxy for the rarely available activity-based freight data 
in construction of FAPG models. In short, it is expected that this study 
will open the possibility for planners to build improved travel demand 
models in cases which activity-based survey cannot be undertaken 
considering the high project expenses. This paper is also expected to 
demonstrate the feasibility and practicality of activity-based freight 
transport modelling in developing countries like India. 

This paper is structured in seven sections out of which this is the first. 
The following section presents a brief background of activity-based 
freight transport modelling and defines activity-travel patterns in the 
context of freight movements. Section 3 illustrates the research design 
and data used in this study along with all-encompassing aspects of data 
collection framework, methodological approach and analysis methods. 
The RFAPs are identified, labeled and interpreted in Section 4. The 
model estimation results and interpretations of FAPG models are given 
in Section 5. The last two sections contain the research implications and 
conclusions. 

2. Research background and rationale 

2.1. Activity-based modelling approach 

The fundamental difference between trip-based FSM approach and 
activity-based ABM approach is that the former directly focuses on 
“trips” without recognizing the motivation or reason that necessitates 
trip-making - i.e., activity participation (Pinjari and Bhat, 2011). In 
doing so, trip-based FSM approach tend to ignore the diversity among 
individuals and constructs models for aggregate (zonal) trips in four well 
known steps - trip generation, trip distribution, mode split and route 
assignment (Chandra et al., 2021b; Pani et al., 2019a; Pinjari and Bhat, 
2011). While the earliest trip-based models quantify the number of trips 
generated from a zone as a function of zonal characteristics, the ad
vances in modelling techniques necessitated a paradigm shift to 
disaggregate-level trip-based models (Ortúzar and Willumsen, 2011). 
These models view individuals (household or establishment) as the 
decision-making unit and quantify the trips made by individuals be
tween the zones in the study area. Despite the paradigm shift to 
disaggregate-level models, trip-based FSM approach continue to exhibit 
several limitations out of which few are as follows (i) inability to 
consider trip linkages; (ii) far-fetched assumption of independence be
tween decisions involved in four steps of the modelling process and (iii) 
aggregation bias due to the assumption that group characteristics (e.g., 
household type, income level, industry sector, land-use type) are shared 
by all the individuals who are members of a particular a priori segments 
(Castiglione et al., 2014). The first limitation is largely overcome with 
the advent of tour-based FSM approach in which individual travel is 
divided into trip chains beginning and ending at home or work. Sub
jected to the availability of trip chaining information from individuals, 
few of the prevalent travel demand models use tour-based FSM 
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approach, including freight demand models. Calgary commercial 
vehicle movement model (Hunt and Stefan, 2007) is the first large-scale 
tour based freight model reported in literature. In the Calgary study, the 
authors developed an agent-based microsimulation approach to model 
tour generation, duration, number of stops, and destinations. The freight 
trip chaining behavior is further investigated by analytical methods such 
as entropy maximization (Wang and Holguín-Veras, 2008), time 
dependent freight tour synthesis models (Sánchez-Díaz et al., 2015) and 
spatial price equilibrium models (Holguín-Veras et al., 2016b). The 
tour-based FSM approach, although popular in practice, is still rather 
limited due to the lack of behavioral foundation, a trait jointly shared by 
trip-based FSM approach as well. The solution to the limitations of the 
trip-based and tour-based FSM approach is the promising alternative of 
activity-based modelling (ABM) approach which acknowledge the fact 
that travel needs are byproducts of the necessity to partake in activities 
spread out over space and time. These models are based on behavioral 
theories about how decisions are made regarding where to participate in 
activities, when to participate and how to get to these activities. 
Consequently, an individual’s activity patterns reflect the individual’s 
travel patterns. Since the modelling objects are decisions, activity-based 
models are deemed to be significantly more useful in quantifying how 
investments, policies, or other changes affect the individual travel 
behavior (Samimi et al., 2014). 

2.2. Defining activity-travel patterns 

A widely recognized approach to overcome data insufficiency for 
activity-based modelling is to consider “activity-travel patterns” as the 
fundamental unit of analysis (Kulkarni and McNally, 2001). These ac
tivity travel-patterns comprises of several smaller, inter-connected 
activity-travel decisions on activity type, frequencies, schedule, 
sequencing and distances (Buliung and Kanaroglou, 2006; Castiglione 
et al., 2014; Mitra and Buliung, 2012; Yasmin et al., 2017). Given the 
inter-dependence of these decisions, activity-travel patterns are typi
cally assumed to be indistinguishable and therefore often treated as a 
joint set options for the individual (Bhat and Singh, 2000; Recker et al., 
1986a). The systematic body of literature in this research area (Kulkarni 
and McNally, 2001; McNally and Rindt, 2007; Recker et al., 1986b) 
suggest that various classification techniques can be used for identifying 
homogeneous and distinct groups of “representative activity-travel 
patterns” (RAPs). More recently, Dashtestaninejad et al. (2014) adop
ted this approach to identify distinct groups rural residents based on 
their activity-travel patterns. The identified RAPs are used to develop 
activity-travel pattern generation models on the theoretical premise of 
utility maximization (Kulkarni and McNally, 2001). Further on, there 
has been three significant improvements over the basic concept of RAPs 
by incorporating (i) daily activity schedules (Bowman and Ben-Akiva, 
2000); (ii) tour choices (Wen and Koppelman, 2000); (iii) 
socio-demographic and transportation level of service attributes (Bhat 
et al., 2004). The daily activity schedule model or commonly termed as 
“BB system” (Bowman and Ben-Akiva, 2000), for example, is a nested 
logit model for a choice set of 55 alternatives based on activity-travel 
patterns and a system of conditional tours. In BB system, 
activity-travel patterns are defined in terms of a primary activity (home, 
work, school or other), a primary tour type (e.g., home to work and 
back) and the number and purpose of secondary tours. The tour-choice 
modelling system (Wen and Koppelman, 2000) is largely similar to the 
BB system, except that it excludes mode and destination choice. The 
third, and perhaps the most comprehensive activity-based model system 
labeled as CEMDEP (Bhat et al., 2004) differentiates between workers 
and non-workers in the population and simulates their activity-travel 
patterns in three layers: patterns (activity type, transport mode, num
ber of stops, commute duration), tours (activity type, transport mode, 
number of stops, tour duration) and stops (activity type, stop duration, 
travel time to stop and stop location). Overall, the models discussed in 
this section cover the state-of-the-art of activity-based travel demand 

models based on utility maximization. The other prominent alternatives 
in developing activity-based models recorded in literature (con
straint-based models, computational process models, agent-based 
micro-simulation models) are not relevant to the scope of this study 
and, therefore, not described in this paper. 

2.3. Activity-based freight transport modelling 

The trip-based FSM approach is still the state-of-the-practice in 
modelling freight transportation due to the difficulties associated with 
collecting freight information (Chow et al., 2010). This approach starts 
with collecting freight generation (FG) and freight trip generation (FTG) 
data for developing quantitative models. FG focuses on the quantity of 
tonnage transported in trips, whereas FTG refers to the number of truck 
trips (Alho and de Abreu e Silva, 2016; Pani et al., 2018). Apart from 
generating the trip ends or tonnage ends required as inputs for subse
quent stages in FSM approach, both FG and FTG quantifications are 
necessary to quantify the traffic impacts and freight needs of establish
ments in urban areas (Sakai et al., 2018; Sánchez-Díaz et al., 2016). 
Notwithstanding, there is a pressing need for developing innovative 
freight models that capture the underlying decision-making process that 
necessitate freight movements is reported in the literature (Chow et al., 
2010; Hensher and Figliozzi, 2007; Pani et al., 2019a; Sánchez-Díaz 
et al., 2015). The ABM approach in passenger modelling regards 
activity-travel pattern as the central modelling object, which is defined 
as the revealed pattern of behavior represented by travel and activities 
of passengers over a specified time period (Recker et al., 1986a). Of 
course, this cannot be the central modelling object in the case of 
activity-based freight transport modelling. In order to adapt ABM 
approach to freight modelling, freight orders are considered to be the 
freight system equivalent to activities in passenger transportation (Chow 
et al., 2010; Liedtke and Friedrich, 2012). The fundamental premise of 
this analogy is that freight travel demand is derived from establish
ments’ need to fulfill “freight orders” which, in turn, is the logical 
counterpart of “activities” driving passenger travel demand. While the 
semantical appropriateness of analogizing shipments generated by 
freight orders to trips generated by activities (e.g., shopping, work) is 
debatable, this usage is logically reasonable as both terms fundamen
tally represent the underlying motivation for travel. Thus, the concep
tual underpinning for activity-based freight transport modelling is that 
the logistical behavior establishments can be captured if freight orders 
are considered to be the central modelling object (Liedtke and Schep
perle, 2004). These models can be developed using utility-maximization 
approach to represent how establishments make decisions about freight 
orders in the presence of constraints, including the decisions about 
where to forward the shipments, which shipment size to be selected and 
for what frequency the shipments are forwarded in a standard time 
frame like a week. 

2.4. Defining freight activity-travel patterns 

Despite having a systematic body of literature on activity-based 
passenger models that use RAPs as the unit of analysis, the concept of 
representative freight activity-travel patterns (RFAPs) is not yet 
explored for freight transport modelling. The underlying hypothesis of 
this approach is that there exist groups of individuals with similar travel 
behaviors and that by distinguishing these groups it is possible to 
develop activity-travel pattern generation models (Kulkarni and 
McNally, 2001). According to Liedtke and Schepperle (2004), freight 
activity-travel pattern may be defined using attributes of freight orders 
so that it explains how the logistical decisions are undertaken. Such 
attributes reported in literature may be categorized into three groups: (i) 
physical expression of total economic exchanges between stakeholders, 
such as freight generation (Holguín-Veras et al., 2011; Sahu and Pani, 
2020); (ii) commercial vehicle choice determinants such as shipment 
size (Holgun-Veras, 2002), (iii) variables denoting transportation supply 
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characteristics such as shipment frequency, transportation cost, transit 
time, length of haul and damage rates (Jiang et al., 1999). However, 
many of these attributes are not easily measurable since freight trans
portation system consists of multiple agents and numerous 
inter-connected activities. These interacting agents in freight system are 
of three broad types: shippers, carriers and receivers (Holguín-Veras 
et al., 2012). Shippers are agents which produce or ship freight, such as 
raw material production sites, distribution or assembling sites, 
manufacturing units and wholesale retailers. Carriers are agents hired 
by shippers for transporting freight from one end to another which in
cludes private carriers, for-hire carriers, third party logistics providers 
and freight forwarders. Receivers are agents to whom the shipment is 
destined, including wholesale traders, retailers, intermediate consumers 
and end-consumers. Amongst these three groups in the freight system, 
shippers are reported to have the maximum information regarding 
freight orders (Holguín-Veras et al., 2012). This implies that the attri
butes of freight orders are best suited to be collected by 
establishment-based freight surveys (EBFS) targeted at shippers in an 
urban area. 

To conclude, the research background can be recapitulated into four 
fronts. First, there is a concerning absence of practice-oriented activity- 
based freight transport models which reflect the underlying logistical 
decisions. Second, freight orders are the logical counterpart of the term 
activities defined in the case of passengers since both represent the 
causal motivation for trip-making. Third, homogeneous segments of 
freight activity-travel patterns, if properly distinct, could be used as the 
fundamental unit of analysis for developing activity-based freight 
transport models. Fourth, establishment-based freight surveys targeted 
at shippers are best suited for collecting attributes of freight orders 
which can be used for grouping freight activity-travel patterns. Based on 
these insights, this paper attempts to improve the knowledge on freight 
activity-travel patterns through a data collection exercise, freight travel 
segmentation and a utility maximization modelling approach. 

3. Research design 

The research methodology and its distinction with traditional 
industry-aggregation approach for model estimation is presented in 
Fig. 1. As shown, the traditional aggregation approach involves the 
usage of industrial classes, as given in NCFRP-37 (Holguín-Veras et al., 
2016a), land use classes (Holguín-Veras et al., 2012) or ensembles of ‘a 
posteriori’ segments based on ‘a priori’ classes, such as industry clusters 
(Gunay et al., 2016; Pani and Sahu, 2019b). The industrial classes, such 
as NAICS, NACE, ISIC and the land-use classes such as CPA, NAPCS, CPC 
are widely used in many of the traditional FG/FTG models in the liter
ature (Pani et al., 2022). 

In the first stage of analysis, the RFAP typology proposed in this 
paper is estimated based on annual freight production (tons), average 
shipment size (tons), shipment frequency (trips/week) and average 
length of haul (km). The optimal number of RFAPs of establishments is 
determined by Gap statistics method which formalizes the heuristics 
associated with locating elbow criterion in intra-cluster variation plots. 
The extracted travel segments are labeled and interpreted in terms of 
observable traits and industry sector profiles. The significance of 
extracted clusters is that they can be considered as a proxy of activity- 
travel decisions based on freight orders. In the second stage of anal
ysis, the freight activity-travel pattern generation (FAPG) models are 
developed subsequently for allocating establishments into their travel 
segments using business size indicators, commodity characteristics and 
locational characteristics. The data and analysis methods used in this 
study are explained below in sequence. 

3.1. Data 

The research is undertaken in Kerala, a strategically important State 
in west-coast trade corridor of India due to the presence of Cochin 

seaport which is one of the major gateways to international shipping 
traffic. Due to this trade corridor, most of the industries in Kerala 
developed in the vicinity of the coastal belt and industrial growth has 
been along the spine of National Highway (NH) network since land is 
constrained by the sea at south and west. The study cities are: Cochin, 
Calicut, Malappuram, Kannur, Palakkad, Thrissur and Kottayam. In 
order to provide a quantitative evaluation of freight demand charac
teristics, EBFS was conducted during the year 2016 in the study cities. 
The scope of the survey included shippers (industrial establishments) in 
manufacturing, wholesalers, and raw material production sites in Ker
ala. The questions included in the survey instrument can be divided into 
three types: (i) establishment characteristics; (ii) physical characteristics 
of the product or commodity; (iii) spatial and flow characteristics of 
shipments. Establishment characteristics include the establishment type 
(ISIC category), location (geo-code) and different measures of business 
size, such as number of employees, gross floor area and number of years 
in business. The next series of questions collected information on the 
attributes of the goods to be transported, such as weight and value. 
Spatial and flow characteristics of freight shipments included in the 
questionnaire were shipment size, frequency, length of haul, origin and 
destination of the shipments. After data cleaning, the final sample 
consisted of 432 establishments providing information about 1613 daily 
shipments. More information on the data collection framework, survey 
coverage, sampling strategies and response rates can be found in Pani 
and Sahu (2019b). ISIC system was used for segregating the cleaned data 
sample into homogeneous groups of economic activities. The estab
lishment groups are as follows: (1) ISIC 10: Food products, (2) ISIC 11: 
Beverages, tobacco and related products, (3) ISIC 13: Textile mills, (4) 
ISIC 14: Textile products, (5) ISIC 16: Wood, wood products, furniture 
and fixtures, (6) ISIC 17–18: Paper, paper products and printing, (7) ISIC 
20–21: Basic chemicals, chemical products and pharmaceuticals, (8) 

Fig. 1. Proposed Methodological Approach involving Representative Freight 
Activity Travel Patterns (RFAP). 
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ISIC 22: Plastic and rubber products, (9) ISIC 23: Non-metallic mineral 
products, (10) ISIC 24–25: Basic metal, alloy, metal products, (11) ISIC 
26–28: Machinery and equipment, (12) ISIC 29–30: Transportation 
equipment and (13) ISIC 32: Other manufacturing industries. The 
stratifications of the collected sample with respect to study cities and 
industry sectors are given in Table 1. More information about the clas
sification system can be found in Pani and Sahu (2019a). 

As shown, the proportion of sampled establishments for study cities 
(part I) or industrial sectors (part II) are comparable to the proportion of 
total establishments in the entire population. The average deviation of 
establishment proportion between sample and population are found to 
be 3.02% across industry sectors and 4.4% across study cities. Addi
tionally, it can be seen that the average sample employment and average 
population employment are reasonably close to each other except in the 
case of Malappuram city. Thus, the comparison of sample and popula
tion characteristics clearly underlines the statistical validity of sampling 
design and provides a strong indication of the representativeness of the 
study sample. 

3.2. Analysis methods 

3.2.1. Cluster analysis 
The variables related freight activity-travel pattern are used to 

classify the establishments into distinct clusters. K-means clustering al

gorithm (KMCA) is used to identify these clusters in the data. This al
gorithm partitions the data and arrive at a cluster solution such that the 
within-cluster variation is minimized (Everitt et al., 2011). Although 
efficient, one of the shortcomings of KMCA is that it assumes prior 
knowledge of the data in order to choose appropriate number of clusters. 
The optimal clustering, in turn, depends largely on the selection of 
appropriate number of clusters. Specifying too many clusters produce 
very small clusters that are difficult to define, while specifying too few 
clusters makes it impossible to differentiate between important factors 
as clusters are inordinately large. This paper thus uses two comple
mentary methods to arrive at the most parsimonious cluster solution: (a) 
Direct or “Elbow” method: considers the total within cluster sum of 
squares (Wk) as a function of number of clusters (k) and chooses opti
mum number of clusters (k̂) as the cluster solution in which adding 
another cluster doesn’t contribute to significant reduction of Wk; (b) Gap 
statistics method: consists of computing a test statistic value which 
compares the total within cluster sum of squares of observed data with 
that of a null reference distribution (Tibshirani et al., 2001). The 
mathematical formulation of these two methods is explained as follows. 
Consider a dataset D = {xij} ∀i = 1,2… n and j = 1,2…p, which consists 
of p features (i.e., clustering variables) measured on n independent ob
servations. Let dist(i, i′) denote the distance between observations i and i′, 
typically computed as the Euclidean distance 

∑

j
(xij − xi′j)

2. Let the k 

clusters are denoted as C1,C2… Cr…Ck and the centroids of observations 
in these clusters are signified as μ1, μ2…μr…μk respectively. Then, the 
pooled within-cluster sum of squares (Wk) is computed as given in Eq. 
(1). It is worth mentioning that Wk measures the compactness of clus
tering. The direct method of determining optimum number of clusters is 
based on the location of “elbow criterion” in the plot between Wk and k. 
The elbow criterion looks for the smallest value of k such that the in
cremental reduction in Wk with the addition of a cluster is diminished. 
The elbow criterion, however, often tends to be ambiguous and neces
sitate subjective judgements by the analyst. This shortcoming is over
come by the second method which provides a statistical procedure that 
formalizes the heuristics associated with elbow criterion. 1 

Within Cluster Sum of Squares (Wk) : WK =
∑k

r=1

∑

i∈Cr

dist(i, μr) (1)  

Gap Statistic (Gk) : GK =E∗
n{log Wk} − log Wk (2)  

: GK =
1
B

∑B

b=1
log

(
W∗

kb

)
− log (Wk) (3)  

Mean of W∗
kb : w=

∑B

b=1
log

(
W∗

kb

)

B
(4)  

Standard Deviation of W∗
kb : sd(k) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑B

b=1

{
log

(
W∗

kb − w
)}2

B

√
√
√
√
√

(5)  

Standard Error (sk) : sk =

̅̅̅̅̅̅̅̅̅̅̅̅

1 +
1
B

√

∗ sd(k) (6)  

Optimal Number of Clusters (k̂) : k̂ = Smallest k such that Gk ≥Gk+1 − sk+1

(7) 

The gap statistic method standardizes the comparison of Wk by 
contrasting log (Wk) of observed data with a null reference distribution 
of the data, i.e., a distribution with no apparent clustering structure. The 
estimate of optimal number of clusters (k̂) in this method is the value for 
which log (Wk) falls the farthest below the log (W∗

k) of reference distri
bution. In line with this, gap statistics (Gk) values are formulated as 

Table 1 
Characteristics of the survey sample compared to the establishment population 
in Kerala.  

Part I: Sample Stratification ~ Study Cities 

City EBFS 
Sample 

Population City EBFS 
Sample 

Population 

Number of Establishments (Percentage) Average Employment per Establishment 

Calicut 91 
(21.1%) 

6900 
(12.7%) 

Calicut 23 24 

Cochin 75 
(17.4%) 

13,045 
(24.1%) 

Cochin 25 26 

Malappuram 61 
(14.1%) 

11,984 
(22.1%) 

Malappuram 6 15 

Kannur 53 
(12.3%) 

4761 
(8.8%) 

Kannur 18 22 

Palakkad 57 
(13.2%) 

5330 
(9.8%) 

Palakkad 31 35 

Thrissur 58 
(13.4%) 

7167 
(13.2%) 

Thrissur 37 40 

Kottayam 37 
(8.6%) 

4983 
(9.2%) 

Kottayam 22 28 

Total 432 54,170 Combined 23 27  

Part II: Sample Stratification ~ Industry Sectors 

Industry 
Sector 

EBFS 
Sample 

Population Industry 
Sector 

EBFS 
Sample 

Population 

Number of Establishments (Percentage) Number of Establishments (Percentage) 

ISIC 10 98 
(22.7%) 

14,176 
(26.2%) 

ISIC 22 37 
(8.6%) 

5555 
(10.3%) 

ISIC 11 22 
(5.1%) 

1546 
(2.9%) 

ISIC 23 27 
(6.3%) 

1497 
(2.8%) 

ISIC 13 11 
(2.5%) 

3003 
(5.5%) 

ISIC 24-25 51 
(11.8%) 

2846 
(5.3%) 

ISIC 14 18 
(4.2%) 

5665 
(10.5%) 

ISIC 26-28 37 
(8.6%) 

6415 
(11.8%) 

ISIC 16 50 
(11.6%) 

5942 
(11.0%) 

ISIC 29-30 10 
(2.3%) 

1352 
(2.5%) 

ISIC 17-18 14 
(3.2%) 

1142 
(2.1%) 

ISIC 32 13 
(3.0%) 

2618 
(4.8%) 

ISIC 20-21 44 
(10.2%) 

2413 
(4.5%) 

Total 432 54,170 

a Information sources for establishment population of Kerala as follows. 1. 
Number of establishments: Economic census of India (Central Statistics Office, 
2013) 2. Average employment: Annual Survey of Industries report (Government 
of India, 2015). 
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shown in Eq. (2) to be the difference between the expectation of within 
cluster dispersion in reference distribution, i.e., E∗

n(log Wk) and within 
cluster dispersion in observed data, i.e., log Wk. The null reference dis
tribution is generated by sampling uniformly over the original dataset, 
out of which B Monte Carlo samples (i.e., reference datasets) are 
generated with each one giving within cluster sum of squares (W∗

kb) for 
b = 1,2…. B and k = 1,2…. K. Thus, the expectation values E∗

n(log Wk)

are obtained by computing the average of log W∗
k for B Monte Carlo 

replicates, as shown in Eq. (3). The log W∗
k from the Monte Carlo samples 

exhibit mean (w) and standard deviation sd(k), which, accounting for 
the simulation error is turned into the quantity sk as shown in Eq. (6). 
The optimal number of clusters (k̂) is obtained as the smallest value of k 
for that yields the largest gap statistic Gk. This essentially indicates that 
the clustering structure in observed dataset is discernible from the 
random uniform distribution of points. Based on this method, the 
number of main clusters within the observed data can be determined. 
The extracted main clusters are then considered as subsamples, and the 
clustering process is repeated for them to identify the optimal number of 
nested clusters. That is, the subsamples (clusters) are divided into sub- 
subsamples (nested clusters) for revealing the dominant activity-travel 
patterns in each group. This procedure is termed as nested clustering 
because of the fact that main clusters are divided into a number of nests 
here. 

3.2.2. Logistic regression 
In this last step, the extracted freight activity-travel patterns are 

modeled as unordered discrete choices using multinomial logistic 
regression (MNL) technique. These models are founded upon random 
utility theory which suggests that the probability (Pij) that an estab
lishment i exhibits a particular freight activity-travel pattern j equals the 
probability that Uij is larger than utilities Uil of all other alternatives in 
establishments’ choice set Ci (0, 1, 2 … J) (Hensher et al., 2005). The 
MNL model is structured with the prior assumption that establishments’ 
choice is dependent on the case-specific regressors X′

i (establishment size 
characteristics, commodity characteristics and locational characteris
tics), rather than the characteristics of the choice alternatives. The 
model coefficients are estimated by the method of maximum likelihood 
estimation (MLE) which essentially involves computing coefficient 
vector βj that maximize the log-likelihood function given in Eq. (8). It 
may be noted that a numerical approximation method like 
Newton-Raphson method is used for computing βj values since 
log-likelihood is a transcendental equation (McFadden, 1978). The 
resultant MLE parameter estimates βj are used to predict the log odds of 
an alternative with respect to a reference a category as a linear combi
nation of independent variables X′

i, as shown in Eq. (9). Using the βj 

values, predicted probabilities of freight activity-travel patterns are 
computed using Eqs. (10) and (11). Subsequently, marginal effects on 
probability of selecting a choice alternative j at a given value of 
explanatory variable Xik is computed using Eq. (12). This is a powerful 
interpretative device which provides valuable information on the 
change in predicted probabilities due to unitary changes in the value of 
explanatory variable (Wulff, 2015). 

Log − likelihood function (ln L) : ln L=
∑n

i=1

∑J− 1

j=0
dij lnPr(yi = j | xi) (8)  

Multinomial Logit

Model (MNL) : ln
[

Pr(yi = j | xi)

Pr(yi = 0 | xi)

]

= ln
(

Pij

Pi0

)

=
∑J− 1

j=0
βjX

′
i

(9)  

Predicted Probability of Reference Alternative (Pi0)

: P(yi = 0 | xi)=Pi0 =
1

1 +
∑J− 1

j=1 exp
(
βjX′

i
) (10)  

Predicted Probability of all Other Alternatives
(
Pij

)

: Pr(yi = j | xi)=Pij =
exp

(
βjX′

i

)

1 +
∑J− 1

j=1 exp
(
βjX′

i
)∀j= 1… J − 1 (11)  

Marginal Effects
(
MEij

)
: MEij =

∂Pij

∂Xik
= Pij

[

βjk −
∑J− 1

l=1
βlkPi(l)

]

∀j

= 1… J ; ∀l(l∈ J ∧ l∕= j)

(12)  

Where, X′
i is establishment-specific regressors thought to explain freight 

activity-travel patterns; βj is the coefficient vector that contains inter
cept β0j and coefficients βkj; dij is a set of dummy variables where dij = 1 
if yi = 1 and 0 otherwise; l indicate all alternatives in J, except j. 

4. Quantifying representative freight activity-travel patterns 
(RFAPs): case study 

In this study, representative freight activity-travel patterns (RFAPs) 
are defined as the ‘revealed pattern of freight orders by establishments 
over a specified time period’ and used the basic unit of analysis towards 
developing activity-based freight transport models. Classification is 
involved in the categorization of establishments’ activity-travel patterns 
into a limited number of RFAPs. The variables used to cluster estab
lishments are: (i) annual freight production (tons); (ii) average shipment 
size (tons); (iii) shipment frequency (number of shipments in a week) 
and (iv) length of haul (average distance in kilometer travelled per 
shipment). As explained in the methodological framework, K-means 
clustering algorithm is applied to identify RFAPs within the survey 
sample. By developing a typology of RFAPs, this study attempts to 
quantify the complete daily activity-travel patterns of establishments in 
a holistic manner. The statistical analyses performed in this paper use R 
statistical computing project version 3.4.4 (R Core Team, 2017) by 
RStudio (RStudio Team, 2015). 

4.1. Determining optimal number of clusters 

The Gap statistics values of different cluster solutions are computed 
using ‘NbClust’ (Charrad et al., 2014) and ‘factoextra’ (Kassambara and 
Mundt, 2017) packages in R. The gap statistics (Gk) values and within 
cluster sum of squares (Wk) values are presented in Fig. 2 (A) as a 
function of the corresponding number of clusters (k). The optimal 
number of clusters (k̂) is the smallest k such that Gk ≥ Gk+1 − sk+1, i.e., 
the first local maxima of Gk function in the graph. Fig. 2(A) reveals that 
three subgroups (k̂ = 3) most parsimoniously capture the underlying 
data structure. However, the gap function is observed to rise again after 
four clusters (k = 4), suggesting that there are three well separated 
clusters and more less separated ones in the dataset. The non-monotonic 
behavior of gap function clearly indicates the possibility of nested 
clusters within the larger well separated main clusters (i.e., k̂ = 3). 
Therefore, the three main clusters are considered as subsamples and the 
clustering process is repeated until the optimal number of nested clusters 
within each main cluster is identified. As shown in Fig. 2 (B), the optimal 
number of nested clusters within main cluster 1 is five (k̂N1 = 5). 
Similarly, Fig. 2 (D) indicate that there are three nested clusters (k̂N3 =

3) within main cluster 3. Instead of increasing with additional number 
clusters, the gap function is found to decrease from k = 1 to k = 2 in 
Fig. 2 (C). This suggested that there are no nested clusters (k̂N2 = 1) in 
the case of Main cluster 2. It may be noted that the total number of 
nested clusters (k̂N1 + k̂N2 + k̂N3 = 9) concurs with the second local 
maxima (k̂ = 9) in Fig. 2 (A) which underlines the logical validity of 
nested clustering procedure. 
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4.2. Interpreting clusters membership characteristics and identifiable 
traits 

The extracted clusters of freight activity-travel patterns in main 
clusters and nested clusters are recognized, labeled and interpreted on 
the basis of their cluster centers. The proportion of establishments and 
the cluster centers in main clusters are presented in Table 2. Based on 

these values, clusters are labeled and interpretations are provided for 
cluster membership. The main clusters are labeled on the basis of vari
ation in freight generation (FP) which has maximum amount of vari
ability across cluster centers. For example, main cluster 1 is labeled as 
small-scale freight producers since the average freight production of 
establishments in this cluster is 503 tons/year. In line with this, main 
cluster 2 is labeled as medium-scale freight producers (FP = 1630 tons/ 
year) and main cluster 3 is labeled as large-scale freight producers (FP =
2477 tons/year). The centers of nested clusters within main cluster 1 and 
3 is given in Table 3. As shown, the nested clusters are labeled by 
identifying interpretable levels of remaining three variables, such as 
shipment size, shipment frequency and length of haul. For instance, the 
first variable - shipment size - is interpreted on the basis of gross vehicle 
weight (GVW) which determine the permitted freight weight (PFW) or 
“payload capacity” of trucks. Based on the GVW, trucks are classified 
into three in India (Pani et al., 2022): (i) light-duty vehicles (LDVs) – 
GVW <3.5 tons; (ii) medium-duty vehicles (MDVs) – 3.5 tons < GVW 
<12 tons; (iii) heavy-duty vehicles (HDVs) – GVW >12 tons. The second 
variable - shipment frequency - is interpreted by dividing it into three 
levels: (a) Low frequency (LF) - 1 to 2 shipments/week; (b) medium 
frequency (MF) - 3 to 4 shipments per week and (c) high frequency (HF) - 
5 to 6 shipments per week. The third variable - length of haul - is 
interpreted by dividing it into three levels on the basis of average 
trucking distance covered per day in India (300 km/day) (Sople, 2010). 
Based on this, the length of haul is classified into: (a) Short-haul (SH) - 
up to 150 km; (b) Medium-haul (MH) - 150 to 300 km and (c) Long-haul 

Fig. 2. Gap Statistic (Gk) within cluster sum of squares of errors (Wk) plot to determine the optimum number of clusters.  

Table 2 
Main cluster centers.  

Clustering 
Variables 

Group 1 Group 2 Group 3 

(63.9%) (13.9%) (22.2%) 

Small-Scale 
Freight Producers 

Medium-Scale 
Freight Producers 

Large-Scale 
Freight Producers 

[SSFP] [MSFP] [LSFP] 

Freight 
Generation 
(Tons) 

503 1630 2477 

Shipment Size 
(tons) 

4 6 19 

Shipment 
Frequency 

3 8 2 

Length of Haul 
(Km) 

146.3 240.6 245.8 

Note: The figures in parentheses denote the proportion of establishments in each 
cluster. 
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(LH) - greater than 300 km. In order to further examine the character
istics and special features of the main clusters and nested clusters, in
dustry sector characteristics are found for each cluster as presented in 
Fig. 3. The identifiable traits of these clusters are explained, as follows, 
using predominant industry categories that belong to each cluster. 

4.2.1. Main cluster 1: small scale freight producers (SSFP) 
This cluster accounts for 63.9% of the sample. From the cluster 

centers, it can be observed that the average annual FP of SSFP is 503 tons 
with an average shipment size of 4 tons, average shipment frequency of 
3 trips/week and average length of haul of 146.3 km. While there is no 
predominant industry type associated to this cluster, establishments in 
this cluster mainly belong to ISIC 10 food products (23.55%), ISIC 26–28 

Table 3 
Nested cluster centers.  

Clustering 
Variables 

Group 1 (63.9%) Group 3 (22.2%) 

1.1 1.2 1.3 1.4 1.5 3.1 3.2 3.3 

(15.3%) (18.1%) (13.0%) (9.0%) (8.6%) (11.3%) (7.4%) (3.5%) 

LDV Users with 
High Frequency 
Short Haul 
Shipments 

LDV Users with 
Low Frequency 
Short Haul 
Shipments 

LDV users with 
Medium 
Frequency 
Medium Haul 
Shipments 

MDV Users with 
Medium 
Frequency 
Medium Haul 
Shipments 

MDV Users with 
Low Frequency 
Medium Haul 
Shipments 

HDV Users with 
Low Frequency 
Medium Haul 
Shipments 

HDV Users with 
Low Frequency 
Long Haul 
Shipments 

HDV Users with 
Medium 
Frequency Long 
Haul Shipments 

[LDV-HFSH] [LDV-LFSH] [LDV-MFMH] [MDV-MFMH] [MDV-LFMH] [HDV-LFMH] [HDV-LFLH] [HDV-MFLH] 

Freight 
Generation 
(Tons) 

355.9 261.8 481.6 1267.9 496.5 1900.4 2166.8 4945.3 

Shipment 
Size (Tons) 

1 2 3 6 10 16 27 26 

Shipment 
Frequency 
(Trips) 

6 2 3 4 1 2 1 3 

Length of 
Haul (Km/ 
Trips) 

117.9 115.9 180.8 172.6 181.4 230.7 304.1 350.8 

Note: The figures in parentheses denote the proportion of establishments in each cluster. 

Fig. 3. Type of establishments in travel behavior clusters (The numbers in parentheses denote the proportion of establishments in each cluster; numbers in circles 
indicate the cluster numbers). 
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machinery (13.4%), ISIC 20–21 chemical products (12.68%) and ISIC 22 
plastic products (11.23%).  

⁃ Nested Cluster 1.1: LDV-HFSH - The first nested cluster, representing 
15.3% of the sample is labeled as LDV-HFSH. As suggested by the 
label, the establishments in this cluster are associated with an 
average shipment size of 1 ton (i.e., LDV), average shipment fre
quency of 6 shipments per week and average length of haul of 117.9 
km. This activity-travel pattern with high frequency short-haul 
shipments suggest that products handled by establishments in this 
cluster are predominantly fast-moving consumer goods (FMCG) 
which have frequent requirements for stock-replenishment and short 
shelf-life. This is upheld by the fact that one of the major targeted 
users of vehicle type associated with this cluster, (i.e., LDVs) is 
transporters of FMCG products in India (Businessline, 2014). This is 
further indorsed by the incidence of high percentage of establish
ments in this cluster belong to ISIC 10 food products (56.06%), fol
lowed by ISIC 20–21 chemical products (37.88%) which handle 
consumable products (see Fig. 3).  

⁃ Nested Cluster 1.2: LDV-LFSH - This cluster accounts for 18.1% of 
establishments the sample. The cluster centers suggest that the es
tablishments are associated with an average shipment size of 2 tons 
(LDV), average shipment frequency of 2 shipments/week (LF) and 
average length of haul of 115.9 km (SH). A high share of establish
ments in this cluster are from ISIC 26–28 machinery (26.92%), ISIC 
10 food products (19.23%).  

⁃ Nested Cluster 1.3: LDV-MFMH - This cluster represents 13% of the 
sample. The cluster centers are obtained as 3 tons (LDV), 3 ship
ments/week (MF) and 180.8 km (MH) respectively for shipment size, 
shipment frequency and length of haul. The cluster is characterized 
by following industry sector characteristics. It has relatively large 
share of establishments from ISIC 22 plastic products (25%), fol
lowed by a fair share of ISIC 10 food products (23.21%), ISIC 20–21 
chemical products (14.29%) and ISIC 26–28 machinery (14.29%).  

⁃ Nested Cluster 1.4: MDV-MFMH - This cluster, accounting for 9% of 
the sample, is centered with a shipment size of 6 tons (MDV), ship
ment frequency of 4 shipments/week (MF) and length of haul of 
172.6 km (MH). While most of the ISIC groups reveal commensurate 
share in this cluster, establishments from ISIC 10 food products are 
notably absent. Apart from the ISIC groups dominant in the main 
cluster, establishments from ISIC 17–18 paper products (15.38%) 
and ISIC 14 textile products (10.26%) exhibit this activity-travel 
pattern.  

⁃ Nested Cluster 1.5: MDV-LFMH - This cluster which makes up 8.6% of 
the sample contains high share of establishments from ISIC 23 min
eral products (40.54%) and ISIC 16 wood products (27.03%) which 
is not reflected in the industry sector profile of the main cluster. 
Besides, it is important to note that the dominant ISIC groups in the 
main cluster (i.e., ISIC 10, 26–28, 20–21 and 22) are absent in this 
nested cluster. This suggest that activity-travel patterns of estab
lishments handling FMCG products (LDV-HFSH) is markedly distinct 
from nested clusters MDV-MFMH and MDV-LFMH. 

4.2.2. Main cluster 2: medium-scale freight producers (MSFP) or MDV- 
HFMH 

This cluster is the smallest (13.9% of sample) among the main 
clusters; it is centered at annual FP of 1630 tons/year, shipment size of 6 
tons (MDV), shipment frequency of 8 trips/week (HF) and length of haul 
of 240.6 km (MH). This cluster may also be labeled as MDV-HFMH since 
there are no nested clusters within this cluster. As in the case of SSFP, 
ISIC 10 have the highest share (55.93%) in MSFP, while there is a fair 
share of establishments from ISIC 11 (16.95%) and ISIC 20–21 
(11.86%). In contrast to SSFP, establishments from ISIC 26–28 are ab
sent in this cluster and ISIC 22 plastic products occupy a limited share 
(3.39%). The overall industry profile suggest that products handled by 
MSFP are largely FMCG and, therefore, similar to LDV-HFSH within 

SSFP. This demonstrate that SSFP handling high frequency FMCG 
shipments typically prefer LDVs for short-haul trips, whereas MSFP 
handling the same products select MDVs for medium-haul trips. These 
findings underline the notion that establishments realize economies of 
distance by using heavier vehicles for longer trips. Given that the 
average shipment size increases from 1 ton (LDV-HFSH) to 6 tons 
(MSFP) for a commensurate increase in average annual FP of 355.9 
tons–1630 tons, it may be inferred that establishments attempt to ach
ieve the economies of scale by hauling larger quantities. 

4.2.3. Main cluster 3: large-scale freight producers (LSFP) 
The third main cluster is labeled as LSFP and has a share of 22.2% in 

the sample. The cluster is centered at annual FP of 2477 tons/year, 
shipment size of 19 tons, shipment frequency of 2 trips/week and length 
of haul of 245.8 km. The industry sector profile of LSFP has large shares 
of ISIC 24–25 (41.67%) and ISIC 16 (39.58%). In contrast to SSFP and 
MSFP, establishments handling consumer goods (ISIC 10, ISIC 11, ISIC 
20–21, ISIC 26–28) are notably absent in LSFP.  

⁃ Nested Cluster 3.1: HDV-LFMH - This cluster accounts for 11.3% of the 
sample. The cluster centers are obtained as 16 tons/shipment (HDV), 
2 trips/week (LF) and 230.7 km (MH). The industry sector profile of 
this cluster largely mirrors the relative shares of ISIC 24–25 metal 
products (39.13%) and ISIC 16 wood products (28.26%) in the main 
cluster. In addition, there is a fair share of establishments from ISIC 
23 mineral products (17.39%).  

⁃ Nested Cluster 3.2: HDV-LFLH - According to the cluster centers, HDV- 
LFLH (7.4% of sample) comprises establishments producing ship
ment size of 27 tons (HDV), shipment frequency of 1 trip/week (LF) 
and length of haul of 304.1 km (LH). The industry characteristic that 
strongly distinguish this cluster within LSFP is the very high share of 
ISIC 16 wood products (57.14%). The dominant ISIC group in LSFP - 
ISIC 24–25 metal products - occupy high share (40%) in this cluster 
as well. The presence of remaining ISIC groups is negligible in this 
cluster.  

⁃ Nested Cluster 3.2: HDV-MFLH - This cluster represents the smallest 
segment (3.5%) of the sample. The cluster is centered at shipment 
size of 26 tons (HDV), shipment frequency of 3 trips/week (MF) and 
length of haul of 350.8 km (LH). The establishments in this cluster 
predominantly are from ISIC 24–25 metal products (50%), followed 
by ISIC 16 wood products (31.25%) and ISIC 22 plastic products 
(18.75%). 

The schematic representation of the entire typology of freight 
activity-travel patterns is presented in Fig. 4. A closer look at the iden
tifiable traits of various clusters reveal that the groups defined on the 
basis of a priori classification systems (i.e., ISIC groups) are not distinctly 
associated with each of the freight activity-travel pattern. Moreover, 
similar industry sector profiles are observed to be linked with varied 
freight travel patterns (LDV-HFSH and MDV-HFMH). This suggests that 
the commonly-used a priori classification systems in trip-based or tour- 
based freight demand modelling are overly simplified representations 
of the complex structure of the activity-travel patterns of establishments. 

5. Freight activity-travel pattern generation (FAPG) models 

Once the typology is created, the objective is to allocate the estab
lishments to RFAP type depending on their intrinsic characteristics. To 
this effect, activity-travel patterns are treated as an unordered-choice 
mechanism which is consistent with the random utility theory. The es
tablishments are hypothesized to exhibit the RFAPs on the basis of its 
fundamental desire for utility maximization since each establishment 
derive a particular utility value from each activity-travel pattern. The 
probabilities of these RFAPs are modeled using MNL model. Only the 
variables easily projected with population forecasts are included in the 
model specification and they are as follows: (a) establishment size in
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dicators (employment, gross floor area, years in business); (b) com
modity characteristics (value density) and (c) locational characteristics 
(distance to city centroid, distance to nearest port, distance to nearest 
Interstate Highway). A forward sequential procedure of selection of 
variables is applied to build the MNL model which best defines the 
activity-travel patterns. That is, the variables are included in each step 
are selected on the basis of likelihood ratio χ2 statistic, Akaike infor
mation criterion (AIC) and statistical significance of model parameters. 

Further, Independence from Irrelevant alternatives (IIA) assumption 
was tested based on Hausman-McFadden Test and found out the null 
hypothesis (i.e., IIA assumption is not violated) cannot be rejected since 
the p-values for each alternative RFAP were very high. In sum, 
Hausman-McFadden test suggested that IIA assumption is not violated 
and the estimated MNL parameters are robust. The analyses revealed 
that the best subset of variables is: product value density (VD), 
employment (NE), gross floor area (GFA) and distance to nearest port 

Fig. 4. Schematic representation of representative freight activity-travel patterns of establishments.  

Table 4 
Multinomial logistic regression model parameter estimate results.  

Variable (X′
i) Parameter Estimates of MNL model (βj) 

SSFP MSFP LSFP 

LDV-LFSH LDV-MFMH MDV-MFMH MDV-LFMH MDV-HFMH HDV-LFMH HDV-LFLH HDV-MFLH 

Value Density (VD) 0.098*** 0.032* − 0.068* − 0.327*** − 0.266*** − 0.677*** − 1.505*** − 0.827*** 
(0.026) (0.019) (0.039) (0.091) (0.056) (0.128) (0.338) (0.206) 

Employment (NE) − 0.320** – 0.415*** – 0.566*** 0.670*** – 0.764*** 
(0.155) – (0.143) – (0.143) (0.154) – (0.168) 

Gross Floor Area (GFA) – – 0.156*** – 0.146*** 0.146** 0.205*** 0.227*** 
– – (0.058) – (0.056) (0.059) (0.066) (0.064) 

Distance to Nearest Port (DP) – – 0.052* 0.082*** – 0.072** – 0.159*** 
– – (0.030) (0.030) – (0.031) – (0.048) 

Intercept (β0) – − 1.108** − 2.983*** − 1.539** − 1.630*** − 2.104*** – − 5.682*** 
– (0.488) (0.581) (0.607) (0.506) (0.602) – (1.094)  

Model Fit Statistics 

Number of observations = 432 Log-Likelihood: − 721.11 McFadden Pseudo R2: 0.2143 
AIC = 1522.219 Likelihood ratio (χ2) test statistic:=393.43*** 

*p < 0.1; **p < 0.05; ***p < 0.01; #Valued given in the parenthesis are the standard error associated with the coefficient estimates Notes: (a) Value density is measured in 100 
INR/kg; (b) Employment is measured in 10 employees; (c) Gross floor area is measured in 100 m2; (d) Distance to nearest port is measured in 10 km. 
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(DP). The maximum-likelihood estimates for the coefficients of these 
variables are calculated using ‘nnet’ package (Venables and Ripley, 
2003) in R. The model estimation results and goodness of fit measures 
are presented in Table 4. 

The parameter estimates in MNL model represent the effect of 
explanatory variables on the utility of each activity-travel pattern 
alternative with respect to the reference category (LDV-HFSH). The 
parameter signs are consistent with the expectations. As the value 
density of commodity handled by the establishment increases, the 
establishment prefers light-duty vehicles (LDVs), as opposed to medium 
and heavy-duty vehicles ((MDVs and HDVs). This reflects, of course, the 
popular assertion that high valued products are transported in smaller 
quantities to save inventory holding costs (de Jong and Ben-Akiva, 
2007). It may also be seen that the propensity to generate longer trips 
(MH or LH) reduces when the value density of the commodity increases. 
This may be indicative of the fact that for long distance shipments of 
high value, railways and inland barge shipping are competitive alter
natives for road transport due to improved safety of commodities (de 
Jong et al., 2010). As the employment and gross floor area of an 
establishment increase, it is apparent that the establishments tend to 
exhibit travel patterns involving heavy vehicles (i.e., higher shipment 
size), longer trip lengths and lower frequency of shipments. These cor
respondences can be interpreted as follows. First of all, the pattern of 
higher shipment size (SS) aligns greatly with (i) theory of production 
functions in neoclassical economics (Besanko and Braeutigam, 2014) 
and (ii) economies of scale. The theory of production functions (i.e., 
existence of a fixed set of input variables to produce a designated 
quantity of outputs) holds true in the model estimation results, since 
larger quantity of inputs (employment, area) are indeed resulting in 
larger quantity of outputs (SS). The model coefficients are also in 
agreement with logical linkages related to economies of scale, since 
large establishments (MSFP and LSFP) are proportionately generating 
more output (i.e., SS) per unit input than small establishments (SSFP). 
These two reasonings may jointly explain the prevalence of higher 
shipment size (selection of large vehicle types) with higher employment 
and area levels. Higher shipment size may, in turn, lead to lower ship
ment frequency due to the tendency to reduce fixed costs associated with 
a single shipment (Békés et al., 2017). The pattern of longer trip lengths 
associated with these shipments, parenthetically, resonates with concept 
of the economies of distance (i.e., reduction in logistics cost per unit 
weight when the distance increases). While comparing the magnitude of 
coefficients, it can also be seen that the effect of employment is greater 
than that of gross floor area, except for HDV-LFLH alternative where the 
effect is statistically significant only in terms of the latter. This is syn
chronous with the findings of Holguín-Veras et al. (2012) which sug
gested that the amount of land available to an establishment acts as a 
constraint, rather than as an input for economic processes, thus limiting 
the ability of gross floor area variable to explain freight generated by 
establishments. The coefficient of distance to nearest port (DP) variable 
suggest that relative location of the establishment play a minor, yet, 
noticeable role in determining the travel patterns of establishments, 
although the effect is not statistically significant across all alternatives. 
The model clearly reveals that the establishments tend to opt for heavier 
vehicle types (MDVs and HDVs), longer haulages and lower frequency 
when the distance to the nearest port is higher. This predisposition may 
be attributed to the competitive advantage created for road transport 
over maritime transport when the ports are located far away from the 
establishments, especially since freight transport mode selection is 
strongly affected by transit time (Tiwari et al., 2003). 

5.1. Predicted probabilities of freight activity-travel patterns 

The preceding interpretation of coefficients in MNL model is limited 
to representing the contrasts among the freight activity-travel patterns, 
making it difficult to see the implications for each travel pattern with the 
changes in explanatory variables. Another issue is that unlike binary 

logit models, a positive sign on coefficients in an MNL model does not 
necessarily mean that an increase in the explanatory variable corre
sponds to an increase in the probability of exhibiting a particular choice 
alternative all the times (Wulff, 2015). Therefore, predicted probabili
ties Pi(j) of RFAPs are computed and plotted in Fig. 5 to present an 
intuitive representation of the relationships between a selected explan
atory variable and the predicted probabilities. A closer look at the pre
dicted probabilities reveal that the freight travel patterns probabilities 
are non-linear and even non-monotonic (i.e., increasing and decreasing 
on different intervals of Xik) in many cases. This is clearly reflected in the 
case of employment-based Pi(j) plot (Fig. 5-B) where MDV-HFMH is the 
dominant alternative for establishments having 27 to 110 employees, 
after which the predicted probability starts decreasing. The inferences 
made from the MNL model coefficients are further evident while 
comparing the predicted probabilities of alternative RFAPs. For 
instance, as the value density of the commodity increases beyond its 
mean (545.5 INR/Kg), establishments tend to prefer LDVs over the 
heavier vehicles. 

5.2. Marginal effects on probabilities of freight activity-travel patterns 

Marginal effects on predicted probabilities are computed at repre
sentative values of explanatory variables (minimum, first quartile (Q1), 
mean, second quartile (Q2) and maximum). This is particularly relevant 
since predicted probabilities are non-monotonic in nature. The marginal 
effects presented in Fig. 6 provide quantitative assessment of the 
magnitude and the significance of relationship between a particular 
explanatory variable and choice outcomes. To illustrate this point, 
consider the marginal effects in terms of value density. At first quartile 
(Q1), a one-unit increase in value density (corresponding to 100 INR/kg) 
is associated with increased likelihood of travel patterns involving light 
and medium duty vehicles, such as LDV-HFSH (3.75%), LDV-LFSH 
(1.82%), LDV-MFMH (3.2%), MDV-MFMH (3.06%), MDV-LFMH 
(2.69%) and MDV-HFMH (5.54%). In contrast, the likelihood of exhib
iting travel patterns involving heavy duty vehicles decrease rapidly with 
every one-unit increase in value density, such as HDV-LFMH (− 3.41%), 
HDV-LFLH (− 15.44%) and HDV-MFLH (− 1.24%). This pattern is not 
consistent with higher levels of value density for travel patterns types 
involving MDVs. In those cases, the marginal effects decrease gradually 
after Q1, reverses the direction by mean of value density. Note that this 
interpretation is consistent with the information gained from interpre
tation of MNL model coefficients. In terms of employment and area, the 
propensity to shift to heavier vehicles is evident in the steady increase of 
marginal effect on probability of exhibiting MDV-HFMH and HDV- 
LFMH. Consistent with the prior observations regarding area being a 
weak descriptor of changes in freight-activity travel patterns, the 
employment-based marginal effects ((± 9%) on predicted probabilities 
are significantly higher than area-based marginal effects (± 1%). Also, 
every 1 unit increase in distance to nearest port (corresponding to 10 
km) is found to effectuate a steadily increasing marginal effect (0.1%– 
0.6%) on travel patterns involving heavier vehicles (MDVs and HDVs). 

6. Research contributions and policy implications 

FAPG model proposed in this study is a novel allocation model which 
assigns establishments to a cluster or a typology defined in terms of key 
freight demand parameters, so that in the future, freight demand could 
be predicted based on the membership to a particular cluster. This 
modelling approach is important for various reasons. First and foremost, 
this study demonstrates the development of FAPG models as a promising 
alternative for freight travel analysis beyond the scope of conventional 
trip-based freight demand models. These models make use of EBFS data 
and provides a powerful forecasting tool for disentangling a system as 
complex as freight system. This is achieved by identifying homogeneous 
segments of freight travel market i.e., RFAPs, by clustering EBFS data 
using various attributes of freight orders. At the minimum, it is possible 
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that FAPG models developed using these RFAPs could replace the 
traditional freight generation (FG) and freight trip generation (FTG) 
models due to its ability to convert the assigned activity-patterns to trips 
or tonnage. For example, FAPG model suggest that (see Fig. 5-B) at an 
employment level of 120, there is a 56% probability that establishments 
will exhibit MDV-HFMH pattern which, in turn, implies that FP = 1630 
tons/year; shipment frequency, i.e., FTP = 8 trips/week; length of haul 
= 240.6 km and commercial vehicle type choice = MDV. Thus, FAPG 
models can present an enhanced representation of freight flows since 
both FG and FTG are jointly modeled in this approach. That is, the best 
features of both commodity-based modelling (i.e., ability to capture the 
fundamental mechanism that drives freight demand) and vehicle-based 
modelling (i.e., ability to capture freight traffic implications) are 
included in FAPG models. Another apparent advantage is that this 
approach embeds the choice of commercial vehicle type in RFAPs so that 
FAPG models could answer the question of how commodity flows are 
assigned to vehicles, instead of relying upon crude approximations of 
payload factors. Similarly, the geographical extent of freight movements 
(length of haul) could also be derived from these FAPG model. Overall, 
this paper should prove useful in at least three fronts. The first is to 
forecast the differential impacts of novel freight policies and restrictions 
on different freight activity-travel patterns. Second, the study findings 
are expected to assist in identifying the variations in establishments’ 
preferences so that it is possible to identify the type of transport supply 
improvements that the establishments will respond to accurately, and 
thus prioritize the infrastructure investments. The third area of potential 
application is in assisting the logistics firms for fleet size allocation and 
freight consolidation centers for parking space and storage unit 
allocation. 

7. Conclusions 

The conventional trip-based approach to modelling freight demand 
has long been criticized for its inability to reflect the underlying logis
tical decisions and, therefore, its inability to be responsive to demand 
management measures, transportation infrastructure provisions, oper
ational planning and policy changes regarding land-use, environment 
and freight consolidation centers. Thus, the right direction is to take an 
activity-based approach to modelling freight demand with a notion that 
“activities” that inspire passenger trip-making is equivalent to “freight 
orders” in a freight system. However, there are always trade-offs 
involved between behavioral realism attained by a modelling 
approach and the resulting level of complexity in the models. That is, 
based on the level of granularity selected for a study, activity-based 
freight models could become very complicated and make its practical 
use limited. Besides, the proprietary nature of freight data poses sig
nificant constraints while developing activity-based freight models 
which are characterized with exorbitant data requirements. In this 
context, freight activity-pattern generation (FAPG) models developed in 
this study can perhaps serve as a bridge between conventional trip-based 
freight models and advanced activity-based freight models. These FAPG 
models depict logistical decisions realistically but still is simple enough 
to be used to predict freight demand in a study area. The central 
modelling object for developing FAPG models, representative freight- 
activity travel patterns (RFAPs), are defined using freight generation, 
shipment frequency, shipment size and length of haul. By identifying 
these RFAPs, the complexity of freight system is significantly reduced 
and yet, the freight activity-travel patterns are implicitly included in the 
model specification for FAPG models. The cluster analysis reveals that 

Fig. 5. Predicted probabilities of RFAPs.  
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there are three well distinguishable and nine less separated groups of 
RFAPs. These groups are recognizable in their cluster centers and are 
interpretable in terms of their industry sector profiles. The study find
ings do not fully substantiate the popular assertion that establishments 
grouped using a priori classification systems lead to homogeneous travel 
patterns. Instead, the results illustrate a rather logical contention that 
different establishments exhibit different travel patterns, and that, there 
is no one-to-one correspondence between a priori segments and freight 
activity-travel patterns. This suggests that the commonly-used a priori 
classification systems in trip-based or tour-based freight demand 
modelling are overly simplified representations of the complex structure 
of the activity-travel patterns of establishments. This finding explicitly 
points towards the aggregation bias that could exist in trip-based and 
tour-based approaches of modelling freight demand. 

The main contribution of this paper is in opening the discourse for 
developing FAPG models based on utility maximization approach. 
Rather than modelling the freight ‘trips’ or ‘tonnage’ without explicit 
recognition of the reason for freight movement, this approach seeks to 
explain the probabilities of an establishment exhibiting a particular 
RFAP using a multinomial logit model. The results demonstrate that the 
freight activity-travel patterns can be predicted well in terms of estab
lishment characteristics (employment, gross floor area), commodity 
value density and locational characteristics (distance to nearest port). 
The FAPG model coefficients, predicted probabilities of RFAPs, and 
marginal effects on predicted probabilities reveal interesting and inter
pretable findings. For example, an increase in value density is found to 

be associated with an increased propensity for light commercial vehi
cles. This pattern agrees with the inveterate truism that high valued 
products are transported in smaller quantities to save inventory holding 
costs. Similarly, as the proxy measures of business size of establishments 
(employment and gross floor area) increase, establishments tend to 
exhibit activity-travel patterns involving heavy commercial vehicles, 
longer haulage and lower frequency. This correspondence aligns greatly 
with theory of production functions and economies of distance 
regarding freight movements. A comparative assessment reveals that the 
effects of employment in determining RFAPs are typically greater than 
that of gross floor area. This is in line with the previous research findings 
that the amount of land available to an establishment may be acting as a 
constraint, rather than as an input for economic processes of production, 
thus limiting the ability of gross floor area variable to explain the 
activity-travel patterns of establishments. FAPG model also reveals that 
establishments tend to opt for heavy commercial vehicle types, longer 
haulages and lower frequency when the distance to the nearest port is 
higher, possibly due to the competitive advantage created in terms of 
higher accessibility and lower travel time for road transport over 
maritime transport in such a context. 

As with any other research, this study is not without its limitations 
and there are several areas requiring further study. The proposed model 
is rather fundamental in its current form and it is hoped that the study 
findings can attract more research interest, especially since it only re
quires EBFS data, a feasible survey option for planning agencies with 
small budgets in the Indian subcontinent. Considering FAPG models as a 

Fig. 6. Marginal effects on predicted probabilities of RFAPs.  
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base, a comprehensive activity-based freight forecasting system is worth 
pursuing in the future by extending the scope of EBFS with questions 
regarding activity-schedule, activity locations and tour characteristics. 
By doing so, FAPG models could have the potential to serve as the input 
for a comprehensive activity-based microsimulation model which can 
replace the conventional four step forecasting process. A future research 
direction would be exploring other clustering techniques such as latent 
class clustering or density-based clustering for defining RFAPs. The 
research in this direction is bound to enhance the behavioral and spatial 
foundations of freight models which are currently lagging in providing 
quantitative solutions for facilitating seamless freight movements in a 
highly urbanized world having a logistics-driven economy. It is also 
recommended to explore the transferability of this methodology to other 
regions and test the potential benefits in terms of model estimation and 
accuracy of results. 
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