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In metal Additive Manufacturing (AM), the deposited material is subjected to a series of heating and cooling 
cycles. The locally occurring temperature extremes and cooling rates determine solid-state phase fractions, 
material microstructure, texture, and ultimately the local material properties. As the shape of a part determines 
the local thermal history during AM, this offers an opportunity to influence these material properties through 
design. In this paper, we present a way to obtain desired properties by controlling the local thermal history. 
This is achieved through topology optimization of the printed part while considering its entire transient thermal 
history. As an example of this approach, this work focuses on high strength low alloy steels, where resulting 
phase fractions significantly influence mechanical properties such as yield strength and ductility. These solid-

state phase fractions depend on cooling rates in a particular critical temperature range. The phase composition 
and hence the local yield strength in target regions can be controlled by constraining the cooling time in this 
range. Numerical examples illustrate the capability of the proposed approach in adapting part designs to achieve 
various desired material properties.
1. Introduction

Metal Additive Manufacturing (AM) processes encompass a wide 
range of technologies in which the part is manufactured through se-

quential addition of the molten material, generally in a layer-by-layer 
manner, with the help of a heat source. Currently, functional metal parts 
with dimensions ranging from millimeters to several meters can be re-

alized through various metal AM processes from various alloys such as 
titanium alloys, nickel based alloys, aluminum alloys, and steels [1]. 
For example, small parts with intricate details can be realized by Laser 
Powder Bed fusion (LPBF) processes. In contrast, large-scale parts with 
dimensions of a few meters can be manufactured by Directed Energy 
Deposition (DED) processes such as Wire and Arc Additive Manufactur-

ing (WAAM).

The main advantage of AM technologies is that geometrically com-

plex shapes can be realized which is not feasible with conventional 
manufacturing technologies such as milling and casting. To exploit this 
form freedom, Topology Optimization (TO) is often used in conjunction 
with AM. TO is a computational design tool through which the optimal 
geometric layout of a part is obtained to enhance parts specific perfor-

mance. The designs obtained by TO tend to be geometrically complex 
and thus can often only be realized by AM [2].

* Corresponding author.

The mechanical properties of a part depend on the microstructure 
development during the manufacturing process. In addition to this, the 
microstructure development is related to the thermal history experi-

enced by the part during the process. The microstructure of metal has 
multiple aspects such as grain or cell size, grain morphology, crystal-

lographic texture, and types and phase fractions of solid-state phases. 
When the molten metal is deposited, the thermal gradients and solid-

ification rates in the melt zone determine the grain size and morphol-

ogy [3]. For instance, the grain size in austenitic stainless steels depends 
on the solidification rate. A high solidification rate can be achieved by 
increasing the scan speed in the LPBF process which results in fine grain 
size [4]. Similarly, fine grain sizes are observed in the aluminum alloy 
(AlSi10Mg) struts manufactured by LPBF process [5], and the stain-

less steel parts manufactured by WAAM when they are subjected to 
high solidification rates [6,7]. In addition, the crystallographic texture 
also depends on the maximum heat flow directions and crystallographic 
texture of the already deposited material [1,8]. The type of solid-state 
phase transformations depends on the cooling rate experienced by the 
material after the solidification of the metal in a critical temperature 
range [9]. For example, in HSLA steels, the parent high-temperature 
FCC austenite phase transforms to child solid-states phases during cool-
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Fig. 1. The complete thermal history experienced by a material point during deposition of the layers in a layer-by-layer manner in an Additive Manufacturing 
process. The colors of the transient thermal history correspond to the color of the deposited layer.
ing by two competing phase transformation processes. Either through 
diffusive transformation into BCC ferrite or by the displacive transfor-

mation into the harder martensite phase reminiscent of solid-state phase 
transformations in Ti-6AL-4V [10–12]- another alloy widely used in 
AM. However, for nickel-based alloy (IN718) the microstructure het-

erogeneity that can be induced by the thermal cycles of AM is linked 
to precipitation and chemical segregation [13]. During WAAM of HSLA 
steels, the cooling time spent between the critical temperature range 
from 800◦C to 500◦C, determines the phase fraction of individual solid-

state phases [14–18]. In this work, the focus is on WAAM-manufactured 
HSLA steel structures and control of the material specific solid-state 
phase transformations through design optimization. The extension of 
the presented approach for other alloys is out of the scope of the cur-

rent paper but is briefly discussed in Section 6.

The right combination of phase fractions is essential for the mechan-

ical performance of the produced parts. In HSLA steels when the cooling 
rate in the critical temperature range is low, the microstructure is dom-

inated by phases with high ductility and low strength and vice versa. 
In the WAAM process, the thermal history experienced by a material 
region can be influenced by the local design features around that re-

gion. This also opens up the possibility to control the cooling rates in a 
material region or, an alternate representation of cooling rates, cooling 
time in the critical temperature range. Consequently, solid-state phase 
fractions can be controlled in a material region through appropriate de-

sign changes. In this paper, we consider that WAAM process parameters 
are fixed. The effect of the process parameters of the WAAM process on 
the resultant thermal history for HSLA has been thoroughly discussed 
in [18]. This implies for WAAM, a relation holds between the design, 
thermal history, and resultant yield strength distribution. In this work, 
this relation is used to locally obtain desired material properties from 
WAAM process through TO.

The solid-state phase fractions are dictated by the thermal history 
that can be predicted with a WAAM process simulation. Only a few 
studies have considered transient thermal simulation within TO. How-

ever, none of these studies can control the solid-state phase fractions. 
For instance, maximum temperature minimization over time has been 
investigated in [19]. Moreover, to facilitate heat transfer in the AM pro-

cess, transient thermal compliance is minimized [20]. Our aim in this 
paper is to present a novel TO methodology to control the cooling time 
in local design regions. Consequently, we will be able to generate the 
part design to obtain a desired mechanical property distribution for the 
2

first time through computational design.
It remains to establish the relation between the thermal history 
of a material point and the microstructure development. Due to the 
sequential deposition of layers in WAAM process, deposited material 
experiences multiple heating and cooling cycles as shown in Fig. 1. The 
first heating and cooling cycle corresponds to its own deposition with 
a peak temperature above the melting point, which is approximately 
1500 ◦C for steels. The subsequent cycles are due to the deposition of 
successive layers on the pre-deposited material. The peak temperatures 
observed in these subsequent cycles gradually decrease but can still be 
substantially high. During cooling in a material-specific critical temper-

ature range, the parent solid-state phase transforms into child phases, 
e.g., in HSLA steels the austenite phase transforms into ferrite, bainite, 
and martensite [9]. The subsequent heating cycle and the correspond-

ing peak temperature determine whether these child phases transform 
back to the parent austenite phase. In steels, the critical 𝐴𝑐3 temper-

ature is the temperature above which all child phases transform back 
to the parent phase completely [21,22,18]. This critical temperature is 
hence termed the reset temperature in the remainder and is indicated in 
Fig. 1. Consequently, the complete thermal history of a material point 
can be divided into three parts [18]. The first part is the reset region 
where the parent phase transforms into the child phases but then the 
child phases completely transform back into the parent phase during the 
subsequent heating. After the reset region, comes the decisive cycle in 
which the parent phase transforms to the child solid-state phases for the 
last time. The time spent by the material during cooling, in the critical 
temperature range for the decisive cycle determines the solid-state child 
phase fractions. Controlling this particular cooling rate through design 
changes would allow us to control the solid-state phase transformations, 
and therefore an important aspect of the metal microstructure, during 
the WAAM process. The thermal cycles after the decisive cooling cycle 
are the tempering cycles when the martensite phase if present, trans-

forms to tempered martensite [9]. The effect of tempering is currently 
excluded from this study for simplicity since this is a second-order ef-

fect but the methodology developed can be extended to account for the 
tempering effects.

To evaluate the thermal history during WAAM, we consider a sim-

plified, finite element-based process model to reduce the computational 
cost to a level that allows its integration into the TO process. Conse-

quently, material properties are idealized as temperature-independent. 
Moreover, the material addition is considered in a layer-by-layer man-

ner. This implies the finite elements associated with the deposited ma-

terial are activated in a sequential manner in time. In line with the 

material deposition heat is added to the entire layer simultaneously for 
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a particular period and thereafter the part is allowed to cool. Melting 
and solidification of the metal are not included because during these 
phenomena temperature remains unchanged and the energy absorp-

tion during melting is balanced by energy dissipation during solidifi-

cation [23]. Moreover, convective/radiative heat transfer through the 
part is neglected because conduction remains the dominant mode of the 
heat transfer method in WAAM processes [24]. By employing these sim-

plifications we sacrifice the resolution related to the movement of the 
heat source, but achieve large gains in computational efficiency with 
limited loss of accuracy. Even with these simplifications, performing a 
topology optimization including a transient WAAM process simulation 
remains a computationally demanding task. For this reason, 3D exam-

ples are presently not feasible in our implementation, and instead, 2D 
numerical examples are studied. As a means to study the effectiveness of 
the method, these are nevertheless deemed adequate. In our numerical 
examples, we consider a WAAM process but the methodology remains 
valid for other metal AM processes such as LPBF. The cooling rates ob-

served in LPBF process are higher compared to WAAM and thus require 
a corresponding transient thermal model with a higher temporal reso-

lution.

A density-based TO framework is used for the design optimiza-

tion [25]. The design is evaluated by solving the compliance mini-

mization problem described in Section 2. We consider the WAAM of 
the compliance-minimized design. The thermal history of the compli-

ance minimized design is evaluated by the simplified WAAM process 
model, detailed in Section 3. The relation between the cooling time 
and the resultant yield strength (𝜎𝑦) is also given in Section 3. We 
employ gradient-based optimization, which requires the sensitivities of 
the cooling time in the critical temperature range with respect to de-

sign variables. Therefore, the evaluation of the cooling time spent in 
the critical temperature range is formulated in a continuous and dif-

ferentiable manner. This is done by applying combinations of smooth 
Heaviside functions, details of which are given in Section 4. Moreover, 
as discussed earlier, during the WAAM process the decisive cycle dic-

tates the resulting solid-state phase of a material point. To account for 
this, weights are associated with each heating and cooling cycle. The 
weight is substantial for the decisive cycle whereas negligible for other 
cycles. The weighting functions used to emphasize the decisive cycle 
are detailed in Section 4 together with the novel optimization problem 
considered in this work. As discussed previously that the computational 
cost to include complete thermal history in TO is very high. In Sec-

tion 5 the computational cost to evaluate the thermal history of a 2D 
TO design is given. Moreover, optimized designs obtained by various 
2D numerical examples are also presented in Section 5. The conclusions 
drawn from this study and directions for future work are outlined in 
Section 6.

2. Minimum compliance TO problem

We first introduce a common TO problem, i.e., compliance mini-

mization. The problem description is as follows:

min
ρ

𝑐 = 1
2
∑
𝛺𝑀

𝐮T
𝑒
𝐤𝑒(𝜌𝑒)𝐮𝑒, (1)

s.t. 𝕂𝕂𝕂𝐮 = 𝐟 . (2)

𝑉 (ρ) ≤ 𝑉0. (3)

0 ≤ 𝜌𝑒 ≤ 1, ∀𝑒 ∈𝛺𝑀. (4)

Here, 𝑐 is the compliance of the structure in the design domain 𝛺𝑀

discretized with a structured mesh comprising bilinear finite elements. 
The array of design variables 𝜌𝑒, where 𝑒 = 1, … , 𝑀 denotes the element 
number for a total of 𝑀 elements, is represented by ρ. Nodal displace-

ment degrees of freedom and the stiffness matrix of a finite element are 
represented by 𝐮𝑒 and 𝐤𝑒, respectively. Element stiffness matrices de-

pend on the design variable 𝜌𝑒 through the commonly used modified 
3

SIMP interpolation [25] scheme:
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Table 1

Default Parameters for the optimization.

Modeling and Material Properties Optimization parameters

Element size 1 mm × 1 mm 𝑝 3

Element Type Plane stress Q4 Move limit 0.2

𝐸0 210 GPa 𝑉0 0.6 𝛺𝑀

𝐸min 10−9𝐸0 Initial state 𝜌𝑒 = 0.6 ∀𝑒 ∈𝛺𝑀

Poisson’s ratio (𝜈) 0.3 Stopping crit. ||𝛥ρ||∞ ≤ 0.01
Domain thickness 1 mm 𝑟min 2.5 mm

Thermal Properties

𝜅0 45 W∕m ◦C 𝜅min 10−9𝜅0
𝑐𝑝0 496 J∕kg ◦C 𝑐𝑝min

10−3𝑐𝑝0
𝜌𝑚 7800 kg∕m3

Fig. 2. Cantilever Beam Problem: The blue rectangular domain (50 mm ×
100 mm) is the design domain, discretized with a structured mesh of bilinear 
quad elements. The displacements at the left boundary of the domain are fixed 
and a point load is applied indicated with a red arrow. The dark layout is the 
design obtained from compliance minimization.

𝐸𝑒(�̃�𝑒) =𝐸min + �̃�𝑝
𝑒
(𝐸0 −𝐸min). (5)

Here, Young’s Modulus of the void and material is given by 𝐸min and 
𝐸0, respectively. Young’s Modulus is penalized with penalization expo-

nent 𝑝 = 3. 𝐸𝑒 is Young’s Modulus of an element 𝑒 with filtered design 
variable �̃�𝑒. Filtering is applied to density variables ρ to avoid the for-

mation of checkerboard patterns in the design layout and to ensure a 
minimum feature size in the optimized structure. Filtered densities are 
given as follows:

�̃�𝑒 =

∑
𝑖∈𝛺min

𝑒
𝑤𝑖(𝐱𝑖)𝑣𝑖𝜌𝑖∑

𝑖∈𝛺min
𝑒

𝑤𝑖(𝐱𝑖)𝑣𝑖

, (6)

𝑤𝑖(𝐱𝑖) = 𝑟min − ||𝐱𝑖 − 𝐱𝑒||. (7)

Eq. (6) defines the density filter applied to the design variable 𝜌𝑒 at posi-

tion 𝐱𝑒 with element volume 𝑣𝑖 [26]. Eq. (7) represents the weight (𝑤𝑖) 
associated with the element 𝑖 at 𝐱𝑖 for the density filter. 𝛺min

𝑒
is the cir-

cular region with a radius 𝑟min in which the filter is effective. 𝕂𝕂𝕂, 𝐮, and 
𝐟 are the global stiffness matrix, nodal degrees of freedom, and nodal 
loads, respectively. Eq. (3) represents the constraint on material volume 
𝑉 (𝜌). The allowed material volume in the design domain is 𝑉0. Eq. (4)

represents the bounds on the design variables. The gradient-based opti-

mization algorithm Method of Moving Asymptotes (MMA) [27] is used.

As a test problem, a cantilever loadcase is considered. The loading 
and boundary conditions of the cantilever problem and the optimal de-

sign are given in Fig. 2. The material constants and parameters used for 
optimization are given in Table 1.

3. AM process model and process dependent properties

3.1. Simplified process model

To simulate the AM of the compliance-optimized design, we first 
fix the building direction. Based on the build direction, the complete 

design is discretized to 𝐿 layers which are sequentially deposited in a 
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Fig. 3. Illustration of the simplified process model on the compliance optimized 
design layout. The cyan region indicates the heat sink condition to simulate 
the presence of the substrate. Based on the building direction, the complete 
deposition process is discretized into process intervals. In each process interval, 
the elements comprising the layer (𝑙𝑖) are activated at once as shown in the red 
rectangle. The heat added to the deposited layer is indicated by the red arrows. 
The heating and subsequent cooling is simulated for each process interval to 
evaluate the thermal history.

total time of τ. A layer is represented by 𝑙𝑖, where 𝑖 = 1, … , 𝐿. Layer 𝑙𝑖
is deposited, as shown in Fig. 3, in a process interval (𝜏𝑙𝑖−1 , 𝜏𝑙𝑖 ) at once.1

Recall that, to every deposited layer, a heat load is applied for a spe-

cific period of time, and then the layer is allowed to cool. The amount of 
heat added to the deposited layer is determined by the process parame-

ters of the AM process. In WAAM, metal wire is melted with an electric 
arc and deposited. The geometry of the electric arc depends on the wire 
feed rate and travel speed of the arc. The material point is heated for 
the time period the electric arc requires to traverse itself. This is the du-

ration, 𝛥𝜏𝔥, the heat load is applied to a newly deposited layer in the 
simplified process model. The duration 𝛥𝜏𝔥 is calculated by the ratio of 
the electric arc length in the deposition direction to the travel speed of 
the electric arc. These parameters are chosen from literature [18]. The 
length of the electric arc in the deposition direction is 12.9 mm and the 
travel speed of the electric arc is 8 mm∕s. Since the heating time 𝛥𝜏𝔥 is 
kept constant for all the layers, layer 𝑙𝑖, is heated from 𝜏𝑙𝑖−1 to 𝜏𝔥

𝑙𝑖
, where 

𝜏
𝔥
𝑙𝑖
− 𝜏𝑙𝑖−1

= 𝛥𝜏𝔥 and thereafter allowed to cool from 𝜏𝔥
𝑙𝑖

to 𝜏𝑙𝑖 .
The following transient heat conduction equation:

𝐂𝑙𝑖
(ρ)�̇�𝑙𝑖

+𝐊𝑙𝑖
(ρ)𝐓𝑙𝑖

=𝐐𝑙𝑖
(ρ), if, 𝜏𝑙𝑖−1

≤ 𝑡 ≤ 𝜏𝑙𝑖
, (8)

𝐓𝑙𝑖
=𝐓0, at, 𝑡 = 𝜏𝑙𝑖−1

, (9)

is then solved to evaluate the thermal history after the deposition of 
layer 𝑙𝑖. Here, 𝐂𝑙𝑖

and 𝐊𝑙𝑖
are the heat capacity matrix and thermal con-

ductivity matrix after the deposition of layer 𝑙𝑖, respectively. 𝐓0 is the 
array of ambient temperatures at which the deposition process starts. 
𝐓𝑙𝑖

is the array of nodal temperatures and �̇�𝑙𝑖
is its time derivative. The 

subscript 𝑙𝑖 denotes that the nodal values are calculated when layer 𝑙𝑖, 
is deposited. The 𝐐𝑙𝑖

is the nodal heat load applied during the deposi-

tion of layer 𝑙𝑖. The amount of heat added to the elements in the process 
model is calculated by the power of the WAAM process. To calculate the 
heat load for a process interval, the power per unit volume (𝑞0) is as-

sociated with each activated element of the layer 𝑙𝑖. This power density 
is then scaled by the design variable associated with the element using 
the SIMP penalization as follows:

𝑞𝑒 = �̃�𝑝
𝑒
𝑞0. (10)

𝑞𝑒 is the power density associated with the activated elements and pe-

nalized with the density variable. The penalized power density is then 

1 Note that manufacturing of a design through AM is considered even though 
the design has problematic overhanging features. Our main focus is to control 
local thermal history through design optimization. For controlling overhangs in 
4

a design several other methods are already present in literature [28–31].
Materials & Design 235 (2023) 112388

integrated over the top edge of the activated element and assembled 
into the nodal heat load array. The nodal heat load is applied as follows

𝐐𝑙𝑖
(ρ) =

{
𝐐𝑙𝑖

(ρ) if, 𝜏𝑙𝑖−1
≤ 𝑡 < 𝜏

𝔥
𝑙𝑖

𝟎 if, 𝜏
𝔥
𝑙𝑖
≤ 𝑡 ≤ 𝜏𝑙𝑖

.
(11)

Eq. (9) represents the initial condition at the start of a process interval 
assuming the pre-deposited part cools down to ambient temperature 
before the deposition of the subsequent layer starts. This particular as-

sumption is realistic for WAAM since, the size of a part is typically 2-3 
orders of magnitude larger than the electric arc size. Therefore suffi-

cient cooling time is available during subsequent layer deposition.

The thermal conductivity and heat capacity matrices are dependent 
on the design variables as follows:

𝜅𝑒(�̃�𝑒) = 𝜅min + �̃�
𝑝𝜅
𝑒 (𝜅0 − 𝜅min), (12)

𝑐𝑝𝑒
(�̃�𝑒) = 𝑐𝑝min

+ �̃�
𝑝𝑐𝑝
𝑒 (𝑐𝑝0 − 𝑐𝑝min

). (13)

Here, 𝜅𝑒 and 𝑐𝑝𝑒 are the thermal conductivity and specific heat capacity 
of element 𝑒. 𝜅min and 𝜅0 are the thermal conductivity of void and ma-

terial, respectively. Similarly, 𝑐𝑝min
and 𝑐𝑝0 are the specific heat capacity 

of void and material, respectively. The positive penalization exponents 
on the thermal conductivity and specific heat capacity are 𝑝𝜅 and 𝑝𝑐𝑝

, 
respectively. For the considered heat conduction problem, the cooling 
rates are governed by the thermal diffusivity, which is given for an ele-

ment 𝑒 is given as follows:

𝛼𝑒 =
𝜅𝑒

𝜌𝑚𝑐𝑝𝑒

. (14)

Here, 𝜌𝑚 is the physical density of the material which is constant. Sub-

stituting Eq. (12) and Eq. (13) in Eq. (14), and simplifying we get:

𝛼𝑒 = 𝛼0

(
𝜅min∕𝜅0 + �̃�

𝑝𝜅
𝑒 (1 − 𝜅min∕𝜅0)

𝑐𝑝min
∕𝑐𝑝0 + �̃�

𝑝𝑐𝑝
𝑒 (1 − 𝑐𝑝min

∕𝑐𝑝0 )

)
. (15)

Here, 𝛼0 = 𝜅0∕(𝜌𝑚𝑐𝑝0
). If 𝑝𝜅 = 𝑝𝑐𝑝

≠ 0, 𝜅min∕𝜅0 = 10−9 and 𝑐𝑝min
∕𝑐𝑝0 =

10−9, then 𝛼𝑒 = 𝛼0. This means that heat transfer through the void is 
possible which is physically incorrect. Therefore, we choose 𝑝𝜅 > 𝑝𝑐𝑝

, to 
make thermal diffusivity design dependent. For 𝑝𝜅 = 3 and 𝑝𝑐𝑝

= 2, ther-

mal diffusivity will be linearly dependent on the design variable [20]. 

However, for �̃�𝑒 = 0 with 𝑝𝜅 = 3 and 𝑝𝑐𝑝
= 2, 𝛼𝑒 = 𝛼0

(
𝜅min

𝜅0

)
∕
(

𝑐𝑝min

𝑐𝑝0

)
. 

Therefore, for 𝜅min∕𝜅0 = 10−9 and 𝑐𝑝min
∕𝑐𝑝0 = 10−9, 𝛼𝑒 = 𝛼0. Again the 

thermal diffusivity for the void and solid becomes indistinguishable. To 
circumvent this issue, 𝜅min∕𝜅0 = 10−9 and 𝑐𝑝min

∕𝑐𝑝0 = 10−3 are chosen. 
Through these selected parameters, the thermal diffusivity of the void 
becomes 10−6𝛼0, and heat transfer through the void regions is effec-

tively suppressed.

To solve the transient state equation given by Eq. (8), a Backward 
Euler Scheme is employed in the temporal domain. The motivation 
to choose this particular scheme is its unconditional stability for lin-

ear transient heat conduction problems [32]. The time step used to 
solve the state equation is chosen sufficiently coarse so that optimiza-

tion can be realized in a reasonable computational time. The effect 
of time steps is studied in Section 5.1. Even though the time step is 
kept large the solution time might be high due to number of degrees 
of freedom. Therefore, a relatively coarse structured mesh of 100 × 50
bilinear quadrilateral elements is chosen for the optimization problem. 
Note that high-fidelity thermal models can be used to simulate the tran-

sient thermal history during the AM process. However, the additional 
computational costs make the optimization problem computationally 
intractable.

3.2. Relation between cooling time and yield strength

The relation between the cooling time, hardness, and yield strength 

(𝜎𝑦) is shown in Fig. 4. The relation between the cooling time in the 
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Fig. 4. Correlation in the cooling time between the critical temperature range 
800 ◦C to 500 ◦C, measured Vickers Hardness (HV), and correlated Yield Strength 
(𝜎𝑦).

critical temperature range and the Vickers Hardness is given in [18]. 
In Fig. 4, the horizontal 𝑡8|5-axis represents the cooling time between 
800 ◦C to 500 ◦C, and black data points represent the measured Vick-

ers Hardness (HV). The yield strength is calculated using the empirical 
relation

𝜎𝑦 = 2.876(HV) − 90.7 (16)

suggested by [33]. 𝜎𝑦 can be directly correlated to the cooling time 
spent in the critical temperature range 800 ◦C to 500 ◦C through linear 
regression as:

𝜎𝑦 = −198.1 log (𝑡8|5∕𝑡0) + 1024. (17)

Here, 𝑡0 = 1 s, is a constant to introduce unitless quantity 𝑡8|5∕𝑡0 before 
the logarithmic operation is applied.

4. Cooling time estimation and full optimization problem

4.1. Cooling time spent in the critical temperature range

We denote the upper and lower bounds of the critical temperature 
range as �̄� and 

̄
𝑇 , respectively. For HSLA steels, the critical temperature 

range is between �̄� = 800 ◦C and 
̄
𝑇 = 500 ◦C. A typical thermal history 

for a node of the compliance minimized cantilever design (see Fig. 2) 
obtained by our simplified process simulation is shown in Fig. 5. The 
thermal history of the node has multiple heating and cooling cycles. 
The first cycle represents the deposition of the layer in which the node 
indicated by red is activated. The subsequent heating and cooling cy-

cles represent the deposition of the consecutive layers above the node. 
Each finite element node in the design (apart from the topmost layer) 
experiences a similar thermal history with multiple heating and cooling 
cycles. A robust strategy is required to evaluate the cooling time of the 
decisive cooling cycle.

The entire thermal history of the node 𝑛 is given by 𝑇𝑛(𝑡). The tem-

perature history of the node 𝑛 activated at the deposition of layer 𝑙𝑖, 
after deposition of layer 𝑙𝑗 , is represented with 𝑙𝑖

𝑙𝑗
𝑇𝑛(𝑡). Here, the index 

𝑗 = 𝑖, … , 𝐿. 𝑙𝑖
𝑙𝑗
𝑇𝑛(𝑡) represents the thermal history of the node 𝑛 activated 

in the interval (𝜏𝑙𝑖−1 , 𝜏𝑙𝑖 ), during the process interval (𝜏𝑙𝑗−1 , 𝜏𝑙𝑗 ). A com-

bination of Heaviside functions can be used to evaluate the time spent 
in the critical temperature range in a particular process interval. For 
a layer 𝑙𝑗 deposited after layer 𝑙𝑖, the time spent in the critical tem-

perature range by node 𝑛 in the process interval (𝜏𝑙𝑗−1 , 𝜏𝑙𝑗 ) is evaluated 
5

as:
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Fig. 5. Transient thermal history of a node represented by the red in the com-

pliance minimized design obtained by process simulation.

𝑙𝑖
𝑙𝑗
𝔱𝑛 =

𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

�̄�

(
𝑙𝑖
𝑙𝑗
𝑇𝑛(𝑡)

)
̄
𝐻

(
𝑙𝑖
𝑙𝑗
𝑇𝑛(𝑡)

)
𝑑𝑡, (18)

with, �̄�

(
𝑇 (𝑡)

)
= 1

1 + exp
(
−𝑘𝑊 (�̄� − 𝑇 (𝑡))

�̄�

) , (19)

̄
𝐻

(
𝑇 (𝑡)

)
= 1

1 + exp
(
−𝑘𝑊 (𝑇 (𝑡) −

̄
𝑇 )

̄
𝑇

) . (20)

The parameter 𝑘𝑊 determines the shape of the Heaviside functions, 
when combined together act as a window function that extracts the 
time interval where the temperature is in the critical temperature range 
[
̄
𝑇 , �̄� ]. The effect of the parameter 𝑘𝑊 is shown in Fig. 6, for the tem-

perature range 500 ◦C to 800 ◦C. The function �̄�(𝑇 )
̄
𝐻(𝑇 ) ≈ 0 everywhere 

except 500 ◦C ≤ 𝑇 ≤ 800 ◦C where �̄�(𝑇 )
̄
𝐻(𝑇 ) ≈ 1. For 𝑘𝑊 = 100, this be-

havior is captured with the desired accuracy as shown in Fig. 6. There-

fore 𝑘𝑊 = 100 is chosen in this study. Differentiable, smooth Heaviside 
approximations are essential in order to allow gradient-based optimiza-

tion.

For the thermal history shown in Fig. 5, the data points labeled with 
red and blue circles are identified to be within the critical temperature 
range with �̄�(𝑇 )

̄
𝐻(𝑇 ) > 0.1. Note that Eq. (18) accounts for the time 

the node spends in the critical temperature range during both heating 
and cooling. However, only the cooling phase is relevant for the final 
microstructure development. In order to isolate the time spent during 
the cooling phase, the time spent during the heating phase should be 
excluded. It means that for a heating-cooling cycle, the time spent in 
the critical temperature range for the data points before the peak tem-

perature should be discarded. For this purpose, the estimation of the 
time instance at which the peak temperature occurs becomes crucial. 
The time at which the peak temperature occurs for the node 𝑛 activated 
during the deposition of layer 𝑙𝑖, during the deposition of 𝑙𝑗 has two 

aspects:
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Fig. 6. The effect of parameter 𝑘𝑊 on the combination of Heaviside functions

1. The duration of heating. In this period heat is added, and thus tem-

perature is expected to rise.

2. The time the heat is conducted from layer 𝑙𝑗 to node 𝑛 activated 
during the deposition of 𝑙𝑖.

An additional Heaviside function, 𝑙𝑖
𝑙𝑗
𝐻𝑛(𝑡), is introduced for the node 

𝑛 activated at layer 𝑙𝑖, which is used to filter out the time spent during 
heating while layer 𝑙𝑗 is deposited:

𝑙𝑖
𝑙𝑗
𝐻𝑛(𝑡) =

⎧⎪⎨⎪⎩
0, if, 𝜏𝑙𝑗−1

≤ 𝑡 < 𝜏
𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗

1, if, 𝜏
𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗
≤ 𝑡 ≤ 𝜏𝑙𝑗

.
(21)

Note that the exact Heaviside function is used here since this operation 
is not design-dependent and consequently is not a part of the sensitivity 
calculation. Here, 𝛥𝜏

𝑙𝑖
𝑙𝑗

is the time delay required for the heat to diffuse 
through conduction and reach node 𝑛 when layer 𝑙𝑗 is deposited. This 
time delay is estimated as

𝛥𝜏
𝑙𝑖
𝑙𝑗
=

(
𝛥𝐿

𝑙𝑖
𝑙𝑗

)2

𝛼0
. (22)

Here, 𝛥𝐿
𝑙𝑖
𝑙𝑗

is shortest path between layer 𝑙𝑗 and node 𝑛. This shortest 
path is design-dependent. During optimization, the design is subject to 
change in every iteration hence the conduction path is unknown. There-

fore, it is complicated to estimate 𝛥𝐿
𝑙𝑖
𝑙𝑗

. For simplicity, it is taken

𝛥𝐿
𝑙𝑖
𝑙𝑗
= (𝑗 − 𝑖+ 1)𝛥𝑥. (23)

Here, 𝛥𝑥 represents the height of the element which is equivalent to 
layer thickness shown in Fig. 3. Since the optimization starts with a 
uniform gray design, i.e. ρ𝑒 = 𝑉0, and the heat equation (Eq. (8)) is 
scaled by the design variable, the assumption holds valid during the 
initial optimization iterations. When the optimized design converges 
to a black-and-white design the assumption does not hold valid. How-

ever, it is observed that by using Eq. (22) the time instances at which 
temperature peaks occur can be approximated reasonably well. For the 
thermal history shown in Fig. 5, square-shaped red markers represent 
the temperature at 𝑡 = 𝜏

𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗

which captures the temperature peaks 
at the desired level of accuracy. The time spent by node 𝑛 in the critical 
temperature range during cooling, after the layer 𝑙𝑗 is deposited is then 
6

given as
extract the total time spent in the critical temperature range 800◦C to 500 ◦C.

𝑙𝑖
𝑙𝑗
�̃�𝑛 =

𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

(
𝑙𝑖
𝑙𝑗
𝐻𝑛(𝑡)

)
�̄�

(
𝑙𝑖
𝑙𝑗
𝑇𝑛(𝑡)

)
̄
𝐻

(
𝑙𝑖
𝑙𝑗
𝑇𝑛(𝑡)

)
𝑑𝑡. (24)

In Fig. 5, the temperature data in the critical temperature range dur-

ing heating and cooling is represented by red and blue colored circles, 
respectively. It can be observed in Fig. 5 that through this approach the 
time corresponding to heating in the critical temperature range is fil-

tered out. Note that, if 𝑗 ≈ 𝑖, the heating of node 𝑛 happens at a much 
higher rate compared to the cooling, therefore time contribution from 
the heating phase is negligible. However, if 𝑗 >> 𝑖 the heating of node 
𝑛 happens at a slightly slower rate. Therefore a time contribution from 
the heating phase would be more notable. Still, distant layer additions 
are not likely to become a decisive cooling cycle that dictates the mate-

rial microstructure.

4.2. Identifying the decisive process interval

The previous section showed that the time spent in the critical tem-

perature range can be calculated through a continuous function in each 
process interval. Recall that, a decisive cooling cycle dictates the final 
solid-state phases. Therefore, the cooling time during the decisive pro-

cess interval should be determined.

To identify the decisive process interval, weights are assigned to 
each process interval. For the thermal history shown in Fig. 5, the cool-

ing time of the fourth cooling cycle is crucial. This is because it is the 
last process interval where temperatures exceed the reset temperature. 
The assignment of the weight has two aspects:

1. Determine the process intervals in which the temperature exceeds 
the reset temperature with a reset weight.

2. From process intervals that are identified with temperatures above 
reset temperature, extract the last one with a sequential weight.

Recall that the temperatures at 𝑡 = 𝜏
𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗

have been observed 
to approximate the peak temperatures reasonably well. Therefore, in 
order to identify the process intervals with peak temperatures above 
the reset temperature, the temperature, 𝑙𝑖

𝑙𝑗
T𝑛, at 𝑡 = 𝜏

𝔥
𝑙𝑗
+𝛥𝜏

𝑙𝑖
𝑙𝑗

is extracted 
from the thermal history. The following smooth Heaviside function is 
introduced to compute a reset weight depending on this extracted peak 

temperature:
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Fig. 7. The effect of parameter 𝑘𝑅 on the reset weight function.
𝑙𝑖
𝑙𝑗
𝑟𝑛 =

1

1 + exp

(−𝑘𝑅

(
𝑙𝑖
𝑙𝑗
T𝑛 − 𝑇𝑅

)
𝑇𝑅

) . (25)

Here, 𝑙𝑖
𝑙𝑗
𝑟𝑛 is the reset weight associated with node 𝑛 activated during 

layer 𝑙𝑖 when layer 𝑙𝑗 is deposited. The reset temperature is given by 
𝑇𝑅 = 800 ◦C [18]. The reset weight function is 1 if 𝑙𝑖

𝑙𝑗
T𝑛 is greater than the 

reset temperature 𝑇𝑅 else reset weight is approximately 0. The param-

eter 𝑘𝑅 controls the shape of the reset weight function. The influence 
of the parameter 𝑘𝑅 on the reset weight function is shown in Fig. 7. In 
this study, 𝑘𝑅 = 100 is chosen.

For the thermal history shown in Fig. 5 the temperature at time 
𝑡 = 𝜏

𝔥
𝑙𝑗
+𝛥𝜏

𝑙𝑖
𝑙𝑗

is shown by the square-shaped markers. The square-shaped 
markers shown in black and red color indicate the reset weight of 0
and 1, respectively. It can be observed that four process intervals have 
temperatures above the reset temperature. The last process interval of 
these is identified by applying an additional sequential weight to each 
process interval. The sequential weight is given as:

𝑙𝑖
𝑙𝑗
𝑠𝑛 = 𝑎(𝑗−𝑖+1), where, 𝑎 > 1. (26)

Here, 𝑙𝑖
𝑙𝑗
𝑠𝑛 is the sequential weight assigned to node 𝑛 during the deposi-

tion of the layer 𝑙𝑗 . The condition on base 𝑎 > 1 ensures that the weight 
grows exponentially and the weight of each subsequent process interval 
is higher than the previous one. Based on the base 𝑎, the relative contri-

bution from the last process interval to the aggregated function can be 
tuned. This can be understood by comparing the last sequential weight 
to the sum of all sequential weights:

𝑓 = 𝑎𝑗−𝑖+1∑𝐿

𝑗=𝑖
𝑎𝑗−𝑖+1

. (27)

Since the sequence in the denominator is a geometric progression, the 
above equation can be reduced to:

𝑓 =
(
1 − 1

𝑎

)
1

1 − 1
𝑎𝑗−𝑖+1

. (28)

For the condition 𝑗 >> 𝑖, the term 1∕𝑎𝑗−𝑖+1 → 0. Thus, the fraction can 
be approximated as:
7

𝑓 ≈ 1 − 1
𝑎
. (29)
Thus, for 𝑎 = 2 and 𝑎 = 100 the contribution from the last process in-

terval tends to 50% and 99%, respectively. Using a higher value of 𝑎
thus makes the contribution of the last process interval more dominant. 
However, considering higher 𝑎 values may lead to numerical overflow 
during computational implementation as the sequential weight function 
grows exponentially. Therefore, 𝑎 = 2 is considered in this study, which 
means that the last process interval will contribute 50% in the cooling 
time estimation.

The reset and sequential weights are combined together to empha-

size the cooling time of the decisive process interval as

�̃�𝑛 =

∑𝐿

𝑗=𝑖

[
𝑙𝑖
𝑙𝑗
�̃�𝑛

][
𝑙𝑖
𝑙𝑗
𝑟𝑛

][
𝑙𝑖
𝑙𝑗
𝑠𝑛

]
∑𝐿

𝑗=𝑖

[
𝑙𝑖
𝑙𝑗
𝑟𝑛

][
𝑙𝑖
𝑙𝑗
𝑠𝑛

] . (30)

Through this aggregation, the contribution of the cooling time in the 
critical temperature range for the decisive cycle will be dominant. For 
the thermal history shown in Fig. 5, the reset and sequential weights 
corresponding to the first six process intervals are given in Fig. 8. It can 
be clearly observed that for the first four cycles, the reset weights are 
equal to 1. For subsequent thermal cycles, the reset weight is approxi-

mately 0. Therefore, reset weight successfully identifies the four cycles 
with temperatures above reset temperature. The combination of reset 
and sequential weight shows that the weight on the fourth cycle is the 
highest. Moreover, the contribution from the fourth cycle is 53%. The 
cooling times in the critical temperature range for each process inter-

val after deposition of the considered node and their contribution to the 
aggregated cooling time are shown in Fig. 9.

It remains to verify the proposed continuous decisive cooling time 
identification in the entire domain. For this purpose, the aggregated 
cooling time field is compared with the actual decisive cooling time 
field in Fig. 10. It is observed that the proposed aggregation scheme 
captures the decisive cooling times well. A percentage error between 
the actual and aggregated time is shown in Fig. 11. The errors encoun-

tered are due to the use of continuous and differentiable mathematical 
functions to formulate a gradient-based optimization problem. The er-

ror is low in the region where cooling times are high and vice versa. 
Moreover, the error is high in the intermediate regions which are dom-
inant at the interface of the solid and void regions.
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Fig. 8. Reset weights and aggregated weights assigned to the cooling time of the first six process intervals for the thermal history shown in Fig. 5.
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Fig. 9. The total time and the cooling time in the critical temperature range for the first six process intervals of the thermal history shown in Fig. 5. The corresponding 
contribution to the aggregated weighted cooling time by each process interval is also shown.
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Fig. 10. Comparison between (a) the actual cooling time of the decisive process 
interval and (b) the aggregated cooling time.

Fig. 11. The percentage error between the actual time and the aggregated time, 
shown in Fig. 10.

4.3. Optimization problem

In order to control the cooling times of the decisive cooling cycle 
in the critical temperature range, we define the following optimization 
problem:

min
ρ

𝑐 = 1
2
∑
𝛺𝑁

𝐮T
𝑒
𝐤𝑒(𝜌𝑒)𝐮𝑒, (31)

s.t. 𝕂𝕂𝕂𝐮 = 𝐟 . (32)

𝐂𝑙𝑖
(ρ)�̇�𝑙𝑖

+𝐊𝑙𝑖
(ρ)𝐓𝑙𝑖

=𝐐𝑙𝑖
, ∀𝑙𝑖 ∈𝛺𝐿. (33)

𝐓𝑙𝑖
= 𝐓0, 𝑡 = 𝑡𝑙𝑖−1

. (34)

̄
𝜏 ≤ 1

𝑁𝑐

∑
𝛺𝑐

�̃�𝑛 ≤ 𝜏. (35)

𝑉 (ρ) ≤ 𝑉0. (36)
9

0 ≤ 𝜌𝑒 ≤ 1, ∀𝑒 ∈𝛺𝑁. (37)
Materials & Design 235 (2023) 112388

In the above problem, the compliance of the structure is minimized 
considering new constraints regarding the manufacturing process of the 
design. Eq. (35) is the average cooling time constraint imposed dur-

ing the manufacturing process in a control volume 𝛺𝑐 . For simplicity, 
the average is considered instead of a more nonlinear measure such 
as a (smooth) maximum. 𝜏 and 

̄
𝜏 are the maximum and minimum al-

lowed values of the average time spent by the number of nodes (𝑁𝑐) 
in the control volume in the critical temperature range. A gradient-

based optimization approach is used for which calculation of the design 
sensitivities of objectives and constraints is important. The design sen-

sitivities of the compliance objective and volume constraint are well 
known [25]. The design sensitivity of the cooling time constraint with 
respect to the design variable is given in Appendix A.

The considered loadcase for which the compliance is minimized is 
shown in Fig. 12. Two control volumes and non-design domains, 𝛺𝑐1
and 𝛺𝑐2

, are considered in the examples in the next section. Average 
cooling times are controlled in these control volumes for selected val-

ues of 𝜏 and 
̄
𝜏 . To demonstrate the degree of control of thermal history 

and associated microstructure development, initially, the cooling times 
are constrained in each control volume individually and thereafter, si-
multaneously. A complete flowchart of the optimization framework is 
given in Fig. 13.

The constrained cooling time values 
̄
𝜏 and 𝜏 are chosen by consid-

ering the standard compliance minimized design Fig. 2 as a reference 
design. For this reference design, the average normalized weighted cool-

ing times in control volume 𝛺𝑐1
and 𝛺𝑐2

are approximately 80 s and 6 s, 
respectively. The locations of the control volume are selected such that 
material is only deposited below 𝛺𝑐1

. In contrast, the material is de-

posited both above and below control volume 𝛺𝑐2
. Thus, for 𝛺𝑐1

, the 
heat input has to be facilitated by the design changes below the control 
volume, while for 𝛺𝑐2

design changes are expected above and below 
the control volume.

5. Results and discussions

As mentioned earlier, first the effect of the time step on the solution 
of the transient heat conduction equation is examined. Subsequently, 
the designs obtained by solving the topology optimization problem con-

straining cooling time in a single control volume and both control vol-

umes simultaneously are presented in this section. Furthermore salient 
points of the methodology will be discussed along with the results.

5.1. Effect of time steps

The effect of time step 𝛥𝑡 on the thermal history of a node of the 
compliance minimized design is shown in Fig. 14. It can be observed 
that the time step has a distinct effect on the thermal history calcu-

lation. By reducing the time step the solution converges to the actual 
solution of the transient thermal heat conduction problem considered 
in this study. It is observed that the Forward Euler Scheme (explicit) 
is not stable when 𝛥𝑡 > 0.005 s. Therefore, the Backward Euler scheme 
(implicit) is chosen due to its unconditional stability. However, increas-

ing the time step while using an implicit scheme introduces numerical 
errors in the solution compared to the converged solution as depicted 
in Fig. 14.

The wall clock times to complete the process simulation with MAT-

LAB through Implicit and Explicit schemes with various time steps are 
given in Table 2. The wall clock time to obtain the converged solution is 
7.5 hr (28120 s). The same amount of time is also required for the design 
sensitivities calculation. The number of equations required to calculate 
design sensitivities, see Section Appendix A, is the same as of the tran-

sient heat transfer problem solved in the process simulation. TO with 
the converged thermal process simulation solution for a modest 100 it-

erations takes about two months. This extravagant time required for 
optimization bounds us to use coarser time steps to get initial results. 

For instance, by using a time step 𝛥𝑡 = 0.1 to 1.0 s the optimized designs 
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Fig. 12. Schematic illustration of the cantilever beam problem with Consideration of WAAM Process induced material properties. The rectangular domain with blue 
borders is the design domain, discretized with a structured mesh of bilinear quadrilateral elements. The left boundary of the domain is rigidly fixed and a point load 
is applied indicated with a thick red arrow. The deposition is considered in a layer-by-layer manner. The heat input is applied to the deposited layer as indicated by 
thin red arrows. The translucent yellow regions are the control volumes that remain solid. The decisive cooling times are constrained in these control volumes.
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Fig. 13. Flow chart of the novel design optimization framework for minimum compliance while constraining the average cooling time in the design domain to 
control the microstructure development during the WAAM process.
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Table 2

The effect of time step on the total wall clock time to perform the simplified thermal process model. 
The number of DOFs = 5252, the total time per layer = 200 s, and the Number of layers = 50.

Time Integration Scheme Implicit

Time step 1 s

Number of time steps per layer 200
Total wall clock time for process simulation 240 s
Fig. 14. Effect of the time step on the thermal history of the indicated node of 
the compliance minimized design shown as an inset.

can be obtained in the duration of several weeks to several days. Here 
we make the pragmatic choice to use 𝛥𝑡 = 1.0 s for our optimization 
study to obtain results in a few days.

5.2. Optimized designs

Optimized designs with constraints on the average cooling time only 
in single control volume 𝛺𝑐1

and 𝛺𝑐2
are given in Fig. 15 and Fig. 16, 

respectively. The results in Fig. 15 show that in order to reduce the 
decisive cooling time in the critical temperature range the optimizer 
shortens and broadens the path of heat transfer to the heat sink below 
𝛺𝑐1

. The heat transfer is facilitated in a controlled manner and the tran-

sient thermal history shows that the decisive cooling time has clearly 
reduced. The results in Fig. 16 show that the decisive cooling time is in-

creased by modifying the design above and below the control volume. 
The optimizer disintegrates the thick straight bar connected to the con-

trol volume into thin features to reduce the incoming heat to the control 
volume during AM. Moreover, the material beneath the control volume 
is eroded to hinder the heat transfer to the heat sink.

The cooling time of the decisive cycle of the optimized designs, cor-

responding predicted yield strength, and Vickers Hardness are shown in 
Fig. 17 and Fig. 18 for control volume 𝛺𝑐1

and 𝛺𝑐2
, respectively. The re-

sult shows that the cooling time and hence the local hardness and yield 
strength can be increased or decreased through design modifications.

The optimized designs with constraints on the average cooling times 
on both control volumes simultaneously are shown in Fig. 19. For the 
optimized cases shown in Fig. 19 similar observations can be made as in 
the previous instances in which only one control volume is controlled. 
11

The results in Fig. 19 show that the cooling time, yields strength, and 
Implicit Implicit Implicit Explicit

0.1 s 0.01 s 0.005 s 0.005 s

2000 20000 40000 40000
1489 s 14100 s 28120 s 28120 s

Fig. 15. The optimized design obtained by controlling the average cooling rate 
of the control volume 𝛺𝑐1

and transient thermal history of the node represented 
by red obtained by process simulation for selected values of 

̄
𝜏 and 𝜏.

Fig. 16. Optimized design obtained by controlling the average cooling rate of 
the control volume 𝛺𝑐2

and Transient thermal history of the same node repre-
sented by red dot obtained by process simulation.
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Fig. 17. The left column represents cooling time (in s) of the decisive cooling cycle experienced by the optimized design with a constraint average cooling time in 
the control volume 𝛺 . The right column is the corresponding predicted Yield Strength and Vickers Hardness estimated by Eq. (17) and Eq. (16), respectively.
𝐶1

Vickers hardness of different locations in the design domain can be in-

fluenced simultaneously.

The compliance of all the optimized designs with average cooling 
rate constraints has increased compared to the reference design. The 
increase in compliance is due to the local design changes to fulfill the 
average cooling time constraint in the local design domain. The increase 
in compliance ranges from 1 − 11% which is insignificant due to the 
local design modifications in the design to satisfy the average cooling 
rate constraint.

6. Conclusions and future work

In this work, a novel TO framework is developed to control an im-

portant aspect of metal microstructure, which is solid-state phase frac-

tions by controlling cooling times during the AM process. For AM, the 
cooling time of a decisive cooling cycle in a critical temperature range 
is essential. The cooling times directly impact the microstructure and 
resultant mechanical properties. A novel methodology is presented to 
isolate the cooling time in the critical temperature range of the decisive 
cooling cycle from the multiple heating and cooling cycles experienced 
by the AM parts. The presented method is differentiable and is hence 
suitable for use in gradient-based topology optimization. The cooling 
times are constrained at desired design locations during optimization. 
The results show that the cooling times of the decisive cooling cycle can 
be increased and reduced to adjust the yield strength in a control vol-

ume by facilitating and hindering the incoming and outgoing heat flow 
12

toward the heat sink through design optimization.
In this study, the complete transient history of the AM process is 
evaluated and used for optimization purposes. The computational cost 
to evaluate the complete transient thermal history and design sensi-

tivities of the cooling time is 960 times higher than the reference TO 
problem without AM process constraints in the 2D examples investi-

gated. The computational cost increases with the increase in the spatial 
resolution of the design, the number of layers required to produce the 
part through AM process, the number of degrees of freedom constrained 
during optimization, and the temporal resolution of the time integration 
scheme.

There are multiple research directions based on the conclusions. The 
computation cost involves in optimization is immense and there is a 
need to devise a strategy to lower the computational costs. The com-

putation cost can be reduced by parallel computation of the transient 
thermal history of each layer which is currently performed sequentially 
in this study. Consequently, the computation cost of the total process 
simulation will be factored by the total number of layers in the pro-

cess. For example, in our case, the wall clock time for the total process 
simulation of 50 layers is 240 s, see Table 2. Through parallel comput-

ing, the total wall clock time to evaluate the complete transient thermal 
history can be reduced to 4.8 s. This enables the transient thermal his-

tory to be obtained quickly. Another method to accelerate the process 
is using an adaptive time-stepping approach. In this approach, the time 
steps can be reduced in the region of interest and increased elsewhere. 
For instance, the time stepping in the critical temperature range could 
be refined, otherwise, it could be coarse. This will enable a reduction of 
the number of times the system of equations is to be solved in regions 

other than the critical temperature range. It will pose a requirement to 
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Fig. 18. The left column represents the cooling time (in s) of the decisive cooling cycle experienced by the optimized design with a constraint average cooling time 
in the control volume 𝛺𝐶2

. The right column is the corresponding predicted Yield Strength and Vickers Hardness estimated by Eq. (17) and Eq. (16), respectively.
store an array of time steps used in the study which would be used for 
the design sensitivity calculation. Reducing the computational cost will 
also allow the extension of this approach to 3D. Once these results get 
realized in 3D, the design can be manufactured by AM, and validation 
of the results can be achieved. The validation of the optimized results 
can be done by comparing the hardness maps of the optimized design 
with the hardness maps of the part manufactured by WAAM.

Another direction of research is on the mechanics side of the prob-

lem. As shown in this work, the yield strength is process-dependent and 
varies locally in the design based on the thermal history. A new stress 
constraint can be imposed in which the actual stress is evaluated from 
the loading and boundary conditions, and the local yield strength is 
estimated from the process simulation. Through this stress constraint 
efficient designing of the mechanical properties in the entire design do-

main can be achieved.

Moreover, as discussed in the introduction, in this study effect of 
tempering is neglected which also has an effect on the mechanical 
properties. The tempering depends on the amount of time the mate-

rial experiences in the critical temperature range which is lower than 
the critical temperature range of solid-state phase transformation for 
HSLA steels. The window functions used in this study can be used to in-

clude the effect of tempering. To extend the methodology to titanium

alloys, it is required to know thermal material properties, the temper-

ature above which the room temperature solid-state phases transform 
to the high-temperature phase, and the critical temperature range in 
which the cooling rate influences the phase transformation. Extending 
13

the method to other alloys with solid-state phase transformation dis-
similar to HSLA, the material-specific microstructural response of the 
alloy of interest to thermal evolution during AM should be developed. 
Furthermore, the grain or cell size of a wide range of alloys can be 
controlled by controlling the solidification rates in a different critical 
temperature range. However, this would require estimating very high 
cooling rates from the thermal simulations, which would considerably 
increase the computational time.

Finally, although this work has focused on design changes under the 
assumption that the AM process cannot be influenced, the proposed ap-

proach also applies to problems where the part design is fixed and the 
process parameters can be optimized. The presented sensitivity analysis 
remains largely the same, apart from the fact that the heat load be-

comes dependent on the optimization variables instead of the thermal 
properties. This variant also presents an interesting direction for future 
research.
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Fig. 19. Optimized design obtained by controlling the average cooling time of the control volumes 𝛺𝑐1
and 𝛺𝑐2

simultaneously. (a) For 𝛺𝑐1
∶
̄
𝜏 = 15 s, 𝜏 = 20 s, for

𝛺𝑐2
∶

̄
𝜏 = 20 s, 𝜏 = 25 s (b) For 𝛺𝑐1

∶
̄
𝜏 = 20 s, 𝜏 = 25 s, for 𝛺𝑐2

∶
̄
𝜏 = 15 s, 𝜏 = 20 s. (c) and (d) are the corresponding cooling time for both the optimized designs, 

respectively. (e) and (f) are the corresponding Yield Strength and Vickers Hardness values obtained by Eq. (17) and Eq. (16), respectively.
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Appendix A. Sensitivity calculations

The design sensitivity calculation of the average cooling time con-

straint given in Eq. (35) is as follows:

𝜕

𝜕𝜌𝑒

[
1
𝑁𝑐

∑
𝛺𝑐

�̃�𝑛

]
= 1

𝑁𝑐

∑
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𝜕�̃�𝑛
𝜕𝜌𝑒

= 1
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𝑙𝑗
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][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
] )

.

(A.1)

Applying the quotient rule and subsequently, the product rule of deriva-

tives on the above equation will yield

𝜕�̃�𝑛
𝜕𝜌𝑒

= 1(∑𝐿
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𝑗=𝑖
𝑗 𝑗 𝑗

𝑗=𝑖
𝑗 𝜕𝜌𝑒
In above equation, 
𝜕
[ 𝑙𝑖
𝑙𝑗
�̃�𝑛
]

𝜕𝜌𝑒

and 
𝜕
[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕𝜌𝑒

are important terms which need 

to be evaluated. The sequential weight is independent of the design 
variable, thus, the design sensitivity of the sequential weight is 0. The 

calculation of 
𝜕
[ 𝑙𝑖
𝑙𝑗
�̃�𝑛
]

𝜕𝜌𝑒

is done using Eq. (24). In subsequent equations, 

the dependent variable parentheses are dropped to show the calculation 
in a succinct manner. Applying the product rule and chain rule gives

𝜕
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Eq. (19) and Eq. (20) are used to evaluate 𝜕
̄
𝐻

𝜕
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] and 𝜕�̄�

𝜕
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] . The 

derivative operations are trivial, therefore, not presented here. How-

ever, the evaluation of the term 
𝜕
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]
𝜕𝜌𝑒

is not trivial. Adjoint method 

is employed to calculate 
𝜕
[ 𝑙𝑖
𝑙𝑗
𝑇𝑛
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. For this purpose, let us introduce fol-

lowing representation for the nodal temperature
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Here, 𝐑𝑛 is the array of length equal to 𝐓𝑙𝑗
. The array 𝐑𝑛 has entry 

1 at the interested degree of freedom, i.e. node 𝑛, and 0 elsewhere. 
Therefore, the Eq. (A.3) becomes
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Note, 
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term. To evaluate the design sensitivities of 

the weight term Eq. (25) is used. Applying chain rule we get
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The term 
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Now, taking the design sensitivity of the above equation we get:
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Where, 𝛿 is the dirac delta function which is equal to 1 at 𝑡 = 𝜏
𝔥
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.
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𝜕
[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕𝜌𝑒

represented in the form of 
𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

can be substituted in Eq. (A.2). Firstly, we rewrite the terms in Eq. (A.2)

by grouping the terms associated to 
𝜕
[ 𝑙𝑖
𝑙𝑗
�̃�𝑛
]

𝜕𝜌𝑒

and 
𝜕
[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕𝜌𝑒

together as 

follows:

𝜕�̃�𝑛
𝜕𝜌𝑒

= 1(∑𝐿

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])2 𝐿∑

𝑗=𝑖

[{( 𝐿∑
𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
]

−
( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑠𝑛
]} 𝜕

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕𝜌𝑒

+
{( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
]} 𝜕

[ 𝑙𝑖
𝑙𝑗
�̃�𝑛
]

𝜕𝜌𝑒

]
.

(A.9)

Now, substituting the design sensitivities 
𝜕
[ 𝑙𝑖
𝑙𝑗
�̃�𝑛
]

𝜕𝜌𝑒

and 
𝜕
[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕𝜌𝑒

from 

Eq. (A.5), Eq. (A.6) and Eq. (A.8) in above equation we get:

𝜕�̃�𝑛
𝜕𝜌𝑒

= 1(∑𝐿

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])2 𝐿∑

𝑗=𝑖

[{( 𝐿∑
𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
]

−
( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑠𝑛
]} 𝜕

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕
[ 𝑙𝑖
𝑙𝑗
T𝑛

]
𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

𝛿(𝑡− (𝑡𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗
))𝐑𝑇

𝑛

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

𝑑𝑡 (A.10)

{( 𝐿∑[ 𝑙𝑖
][ 𝑙𝑖

])[ 𝑙𝑖
][ 𝑙𝑖

]}

Th

𝜕�̃�
𝜕𝜌

Th

𝜕�̃�
𝜕𝜌

wh

𝑙𝑖
𝑙𝑗
𝔅

tio

to 

λ𝑇
𝑙𝑗

Eq

𝜕�̃�
𝜕𝜌

λ𝑙𝑗

the

𝜏
𝔥
𝑙𝑗

the
15

+
𝑗=𝑖

𝑙𝑗
𝑟𝑛 𝑙𝑗

𝑠𝑛 𝑙𝑗
𝑟𝑛 𝑙𝑗

𝑠𝑛
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𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[ 𝑙𝑖
𝑙𝑗
𝐻𝑛

](
�̄�

𝜕
̄
𝐻

𝜕
[ 𝑙𝑖
𝑙𝑗
𝑇𝑛

] + 𝜕�̄�

𝜕
[ 𝑙𝑖
𝑙𝑗
𝑇𝑛

]
̄
𝐻

)
𝐑𝑇

𝑛

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

𝑑𝑡

]
.

e above equation can be rewritten as follows:

𝑛

𝑒

= 1(∑𝐿

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])2 𝐿∑

𝑗=𝑖

[ 𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[{( 𝐿∑
𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
]

−
( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑠𝑛
]}{ 𝜕

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕
[ 𝑙𝑖
𝑙𝑗
T𝑛

]}{
𝛿(𝑡− (𝑡𝔥

𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗
))
}

+
{( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
]}{[ 𝑙𝑖

𝑙𝑗
𝐻𝑛

](
�̄�

𝜕
̄
𝐻

𝜕
[ 𝑙𝑖
𝑙𝑗
𝑇𝑛

]
+ 𝜕�̄�

𝜕
[ 𝑙𝑖
𝑙𝑗
𝑇𝑛

]
̄
𝐻

)}]
𝐑𝑇

𝑛

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

𝑑𝑡

]
.

(A.11)

e above equation can be condensed to following form:

𝑛

𝑒

=
∑
𝑗≥𝑖

𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

𝑙𝑖
𝑙𝑗
𝔅𝑛𝐑𝑇

𝑛

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

𝑑𝑡. (A.12)

ere, 𝑙𝑖
𝑙𝑗
𝔅𝑛 is given as follows:

𝑛 =
1(∑𝐿

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])2 [{( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
]

−
( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
][ 𝑙𝑖

𝑙𝑗
�̃�𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑠𝑛
]}{ 𝜕

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
]

𝜕
[ 𝑙𝑖
𝑙𝑗
T𝑛

]}{
𝛿(𝑡− (𝑡𝔥

𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗
))
}

+
{( 𝐿∑

𝑗=𝑖

[ 𝑙𝑖
𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
])[ 𝑙𝑖

𝑙𝑗
𝑟𝑛
][ 𝑙𝑖

𝑙𝑗
𝑠𝑛
]}{[ 𝑙𝑖

𝑙𝑗
𝐻𝑛

](
�̄�

𝜕
̄
𝐻

𝜕
[ 𝑙𝑖
𝑙𝑗
𝑇𝑛

]
+ 𝜕�̄�

𝜕
[ 𝑙𝑖
𝑙𝑗
𝑇𝑛

]
̄
𝐻

)}]
.

(A.13)

To calculate the total sensitivities, the sensitivities of the state equa-

n with the Lagrange multiplier λ𝑙𝑗
(𝑡) given as follows can be added 

Eq. (A.12).

𝜕

𝜕𝜌𝑒

(𝐂𝑙𝑗
�̇�𝑙𝑗

+𝐊𝑙𝑗
𝐓𝑙𝑗

−𝐐𝑙𝑗
) = 𝟎. (A.14)

. (A.12) becomes

𝑛

𝑒

=
∑
𝑗≥𝑖

[ 𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
𝑙𝑖
𝑙𝑗
𝔅𝑛𝐑𝑇

𝑛

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

+λ𝑇
𝑙𝑗

𝜕

𝜕𝜌𝑒

(𝐂𝑙𝑗
�̇�𝑙𝑗

+𝐊𝑙𝑗
𝐓𝑙𝑗

−𝐐𝑙𝑗
)

]
𝑑𝑡

]
.

(A.15)

Since, we are free to choose λ𝑙𝑗
(𝑡) values, therefore, we choose 

(𝑡) = 𝟎, if 𝜏𝑙𝑗−1 ≤ 𝑡 < 𝜏
𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗

. This will ensure no contribution to 

 sensitivities in the range 𝜏𝑙𝑗−1 ≤ 𝑡 < 𝜏
𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗

. Moreover, 𝐐𝑙𝑗
= 𝟎, if 

+ 𝛥𝜏
𝑙𝑖
𝑙𝑗
≤ 𝑡 < 𝜏𝑙𝑗

, thus the term corresponding to 𝐐𝑙𝑗
will vanish. With 

se considerations and expanding the above equation will result in as 

follows
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𝜕�̃�𝑛
𝜕𝜌𝑒

=
∑
𝑗≥𝑖

[ 𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
𝑙𝑖
𝑙𝑗
𝔅𝑛𝐑𝑇

𝑛

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

+λ𝑇
𝑙𝑗
𝐂𝑙𝑗

𝜕�̇�𝑙𝑗

𝜕𝜌𝑒

+λ𝑇
𝑙𝑗

𝜕𝐂𝑙𝑗

𝜕𝜌𝑒

�̇�𝑙𝑗
+λ𝑇

𝑙𝑗

𝜕𝐊𝑙𝑗

𝜕𝜌𝑒

𝐓𝑙𝑗

+λ𝑇
𝑙𝑗
𝐊𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑑𝑡

]
.

(A.16)

Now, applying the integration by parts for the term λ𝑇
𝑙𝑗
𝐂𝑙𝑗

𝜕�̇�𝑙𝑗

𝜕𝜌𝑒

, to 

eliminate the term 
𝜕�̇�𝑙𝑗

𝜕𝜌𝑒

we get as follows

𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
λ𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕�̇�𝑙𝑗

𝜕𝜌𝑒

]
𝑑𝑡 =

[
λ𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑡=𝜏𝑙𝑗

−

[
λ𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑡=𝜏𝑙𝑗−1

−

𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
λ̇

𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑑𝑡.

(A.17)

Since, we assume that the λ𝑙𝑗
(𝑡) = 𝟎, for 𝜏𝑙𝑗−1 ≤ 𝑡 < 𝜏

𝔥
𝑙𝑗
+ 𝛥𝜏

𝑙𝑖
𝑙𝑗

, there-

fore, 
[
λ𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑡=𝜏𝑙𝑗−1

= 𝟎. Also, during the manufacturing process 

we assume that the part cools completely, therefore, 
𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

|||||𝑡=𝜏𝑙𝑗

= 𝟎. Con-

sequently, 
[
λ𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑡=𝜏𝑙𝑗

= 𝟎. Therefore, we are free to choose any 

λ𝑙𝑗
and hence, we choose λ𝑙𝑗

(𝑡 = 𝜏𝑙𝑗
) = 𝟎. Moreover, if the condition is 

not satisfied 
𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

|||||𝑡=𝜏𝑙𝑗

= 𝟎, then λ𝑙𝑗
(𝑡 = 𝜏𝑙𝑗

) = 𝟎 can be considered and 

this condition will work as initial condition to calculate complete λ𝑙𝑗
(𝑡). 

In both conditions, we can write as follows

𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
λ𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕�̇�𝑙𝑗

𝜕𝜌𝑒

]
𝑑𝑡 = −

𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
λ̇

𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑑𝑡. (A.18)

Substituting, the above term in Eq. (A.16) we get

𝜕�̃�𝑛
𝜕𝜌𝑒

=
∑
𝑗≥𝑖

[ 𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
𝑙𝑖
𝑙𝑗
𝔅𝑛𝐑𝑇

𝑛

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

− λ̇
𝑇

𝑙𝑗
𝐂𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

+λ𝑇
𝑙𝑗

𝜕𝐂𝑙𝑗

𝜕𝜌𝑒

�̇�𝑙𝑗
+λ𝑇

𝑙𝑗

𝜕𝐊𝑙𝑗

𝜕𝜌𝑒

𝐓𝑙𝑗

+λ𝑇
𝑙𝑗
𝐊𝑙𝑗

𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

]
𝑑𝑡

]
.

(A.19)

Now, collecting the contributions with term 
𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

we get

𝜕�̃�𝑛
𝜕𝜌𝑒

=
∑
𝑗≥𝑖

[ 𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[{
𝑙𝑖
𝑙𝑗
𝔅𝑛𝐑𝑇

𝑛
− λ̇

𝑇

𝑙𝑗
𝐂𝑙𝑗

+λ𝑇
𝑙𝑗
𝐊𝑙𝑗

} 𝜕𝐓𝑙𝑗

𝜕𝜌𝑒

+λ𝑇
𝑙𝑗

𝜕𝐂𝑙𝑗

𝜕𝜌𝑒

�̇�𝑙𝑗

+λ𝑇
𝑙𝑗

𝜕𝐊𝑙𝑗

𝜕𝜌𝑒

𝐓𝑙𝑗

]
𝑑𝑡

]
.

(A.20)

The following set of adjoint equations can be solved to obtain the 
Lagrange multiplier values such that the term in the brackets always 
vanishes.
16

𝐂𝑙𝑗
λ̇𝑙𝑗

−𝐊𝑙𝑗
λ𝑙𝑗

= 𝑙𝑖
𝑙𝑗
𝔅𝑛𝐑𝑛. (A.21)
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Subsequently, the design sensitivity of �̃�𝑛 is given as follows:

𝜕�̃�𝑛
𝜕𝜌𝑒

=
∑
𝑗≥𝑖

[ 𝜏𝑙𝑗

∫
𝜏𝑙𝑗−1

[
λ𝑇

𝑙𝑗

𝜕𝐂𝑙𝑗

𝜕𝜌𝑒

�̇�𝑙𝑗
+λ𝑇

𝑙𝑗

𝜕𝐊𝑙𝑗

𝜕𝜌𝑒

𝐓𝑙𝑗

]
𝑑𝑡

]
. (A.22)
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