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Physics Engine-Based Whole-Hand Haptic
Rendering for Sensorimotor Neurorehabilitation

Raphael Rätz1 and Laura Marchal-Crespo1,2,3

Abstract—Whole-hand haptic rendering could lead to more
naturalistic and intuitive virtual hand-object interactions, which
could be especially beneficial for applications such as sensorimotor
robotic neurorehabilitation. However, the majority of previously
proposed whole-hand haptic rendering algorithms rely on effortful
custom implementations or are not suited for the grounded haptic
devices often used in neurorehabilitation. Therefore, we suggest
a framework for whole-hand haptic rendering based on a readily
available physics engine. We employ a bilateral position-position
teleoperation framework between a haptic rehabilitation device
and a simulated hand avatar with added exercise-specific haptic
rendering. Moreover, in consideration of the needs of neurological
patients, we introduce an adaptive damping of the haptic device
during hand-object interactions for increased stabilization of the
patient’s limb. We present the first results of the feasibility of
the proposed framework in a haptic rehabilitation exercise. In an
ongoing clinical study, the practical application of the presented
framework is currently investigated.

Index Terms—Haptics, physics engine, neurorehabilitation,
grasping, hand.

I. INTRODUCTION

Robotic devices have been used in neurorehabilitation
research for more than 25 years and have become a promising
tool for delivering high-intensity sensorimotor training [1], [2].
Especially in conjunction with the gamification of therapy,
robots allow performing highly repetitive training in engaging
virtual environments [3]. Although neuroscience highlights
the importance of sensory information during training (e.g.,
[4], [5]), the interactions with virtual game elements are
still mostly visually driven or rely on basic haptic effects
[6]. To investigate the impact of task-specific high-fidelity
haptic interactions during training, adequate robotic devices
and haptic rendering frameworks are required. In the realm of
upper-limb rehabilitation of patients with sensorimotor deficits,
the importance of training hand functions such as grasping
is emphasized in literature [2]. Hand-object interactions are
therefore of particular interest when it comes to designing
virtual training tasks.

For haptic rendering of hand-object interactions, the use
of multiple predetermined interaction points in the form
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of spherical colliders (i.e., virtual representation used to
compute collisions) between a hand avatar (i.e., a virtual
hand representation) and virtual objects has been proposed
[7]. With haptic rendering libraries such as Chai3D [8], this
can be relatively easy to implement. However, this method is
inherently limited to simulating physical interactions only at
predefined interaction points, which may introduce visuo-haptic
incongruences if a human hand-like visual representation is
shown to the patient. This might hamper motor performance [9]
and could result in an undesired increase in patients’ cognitive
load, especially in patients with cognitive impairments. More
realistic whole-hand interactions, where the haptic rendering
reflects the entire visual hand representation may lead to
more natural interactions with virtual objects [10]. This could
not only be advantageous for neurorehabilitation but also for
teleoperation [11] and virtual reality (VR) applications such
as virtual manufacturing training [12].

One of the first whole-hand haptic rendering algorithms was
developed by Tzafestas for an exoskeleton glove [10]. Garre
and Otaduy presented a method to simulate the interaction
of a hand composed of a rigid main body and deformable
digits and a virtual environment [13]. However, the utilized
haptic device did not display interaction forces on the fingers.
More recently, Tong et al. introduced a framework for haptic
gloves, based on a sphere-tree model and articulated cone
frustums [14]. Yet, their algorithm aims to be used with non-
grounded devices (e.g., gloves) and does not consider the
physics (e.g., inertial properties) of interactive virtual objects.
An et al. presented a method for a two-finger haptic device,
but their approach is limited to approximating the dynamics
of tangible objects by pendulum models [15]. Lobo et al.
presented a proxy-based algorithm for underactuated and non-
grounded one degree of freedom (DoF) devices where they
computed the force projection on the actuated DoF based
on a quadratic optimization [16]. Verschoor et al. presented
CLAP, an approach that is capable of simulating hand-object
interactions through a stable soft tissue simulation and that
provides easy integration in game and physics engines [17].
However, it was developed for VR applications with reported
update rates of 60-100 Hz. Despite the authors advocating its
use in haptics, to our knowledge, no application in haptic
devices has been published to date.

Although the above hand-object rendering approaches exhibit
great performance in specific use cases, they often lack
flexibility, ease of implementation, the possibility for an
interactive dynamic environment, and/or cannot be applied
to grounded haptic devices. We, therefore, endorse the use of
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an off-the-shelf physics engine for haptic rendering of whole-
hand interactions. While the use of physics engines has been
tested in different haptic applications (e.g., [18], [19]), it is
often custom-tailored to the specific application, and therefore,
lacks the flexibility needed, for example, for the development
of virtual therapy tasks with a variety of interactive objects.
Several authors have compared different physics engines for
robotic applications (e.g., [20]–[22]). It has been noted that even
though the Bullet physics engine does not seem to be actively
further developed, it benefits from a large community and stable
contact simulations with high-DoF multi-link bodies. Due to
this and the outstanding flexibility in regards to separating
visualization and computation, we decided to use Bullet.

From a control perspective, physics engine-based haptic
rendering can be considered as a bilateral teleoperation system.
Hereby, the simulated hand avatar (i.e., teleoperated entity), the
controller, and the environment are implemented virtually. For
the rest of the paper, we will orient ourselves in the concepts
of bilateral teleoperation.

Here, we present our efforts in developing haptic rendering
of naturalistic whole-hand haptic interactions in the context of
a virtual neurorehabilitation exercise. We leverage an off-the-
shelf physics engine and combine it with a classical virtual
wall to generate different haptic sensations depending on the
exercise task. The proposed algorithm is implemented on a
haptic device with three translational DoF for the hand base
and three DoF for the fingers and thumb. The haptic rendering
is integrated in a neurorehabilitation game that consists of
grasping dispensers containing liquids of different viscosities
and filling glasses without spilling any liquid [23].

II. METHODS

A. The Haptic Main Device
The haptic main device used in this work (Fig. 1) was

specifically developed for sensorimotor neurorehabilitation. A
haptic delta robot (a modified Lambda with three DoF, Force
Dimension, Switzerland), enables translational movements
(𝑥𝑚, 𝑦𝑚, 𝑧𝑚) of the patient’s hand [24]. On top of this, the
PRIDE hand module with finger and thumb actuation allows
performing grasping movements [25]. PRIDE allows collective
flexion/extension of all fingers (represented by the fingertip
orientation 𝜃𝑓,𝑚), thumb circumduction (𝜃𝑐,𝑚), and thumb flex-
ion/extension (𝜃𝑡,𝑚). The thumb flexion/extension mechanism
is in series with the circumduction joint (see [26] for further
details). Thus, the 6×1 vector of generalized main device coordi-
nates 𝐪𝑚 is characterised as 𝐪𝑚 = [𝑥𝑚, 𝑦𝑚, 𝑧𝑚, 𝜃𝑓,𝑚, 𝜃𝑐,𝑚, 𝜃𝑡,𝑚]𝑇 .
The main device forces/torques are described by the vector
𝐟𝑚 = [𝑓𝑥,𝑚, 𝑓𝑦,𝑚, 𝑓𝑧,𝑚, 𝑓𝑓,𝑚, 𝜏𝑐,𝑚, 𝑓𝑡,𝑚]𝑇 . Albeit we use angular
finger tip and thumb tip positions 𝜃𝑓,𝑚 and 𝜃𝑡,𝑚, we describe
the finger and thumb flexion/extension efforts with the forces
𝑓𝑓,𝑚 and 𝑓𝑡,𝑚 for easier interpretability. See [25] and [26] for
details and for the conversion to motor torques.

B. The Simulated Whole Hand Avatar
The simulated hand avatar was modelled in Bullet with

capsule colliders. The corresponding vector of generalized

Fig. 1. The used haptic device consists of a Lambda robot and a hand module.

coordinates 𝐪𝑠 and the force vector 𝐟 𝑠 are analogous to the
haptic main device (Fig. 2). The finger tip and thumb tip
angular positions for flexion/extension are computed as 𝜃𝑓,𝑠 =
𝜃𝑓,1 + 𝜃𝑓,2 + 𝜃𝑓,3 and 𝜃𝑡,𝑠 = 𝜃𝑡,1 + 𝜃𝑡,2 + 𝜃𝑡,3. Each three-
link anatomical finger is reduced to one DoF by coupling
the three interphalangeal joints. In Bullet, this was achieved
by resetting the joint positions 𝜃𝑓,3 and 𝜃𝑓,2 to the desired
value in each simulation step. Moreover, all fingers are coupled
(𝜃𝑓,1 = 𝜃′𝑓,1 = 𝜃′′𝑓,1 = 𝜃′′′𝑓,1) using gear constraints, effectively
reducing all DoF of the fingers to one collective DoF. Again,
finger tip and thumb tip forces 𝑓𝑓,𝑠 and 𝑓𝑓,𝑠 will be used. Note
that in the simulation, they were converted to joint torques at
the most proximal joints (see [25] for the mapping).

C. Bilateral Teleoperation for Whole-Hand Haptic Rendering
The dynamics of a multi-link teleoperated entity such as the

simulated hand avatar can be represented as follows:

𝐌(𝐪𝑠)�̈�𝑠[𝑘] + 𝐡(�̇�𝑠[𝑘],𝐪𝑠[𝑘]) = 𝐟 𝑠[𝑘], (1)

where the term 𝐌(𝐪𝑠) denotes the mass matrix, 𝐡(�̇�𝑠,𝐪𝑠) is the
lumped term for velocity and gravity dependent forces, and 𝐟 𝑠
are applied forces such as controller inputs. From here, we will
omit the notation of the time step [𝑘] and the dependency of
𝐌 and 𝐡 from position and velocity respectively for the sake
of readability. In the rest of this section, it can be assumed
that all expressions are evaluated at time step [𝑘].

Fig. 2. The kinematics of the simulated whole hand avatar.
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We chose to use a position-position control scheme, which
is a two-channel variant of the general teleoperation scheme
presented by Lawrence [27], corresponding to a modified
bilateral proportional-derivative (PD) control. The main device
velocity is computed by Euler-backwards differentiation with
consecutive low-pass filtering for noise reduction, denoted by
�̇�𝑚,𝑓 . Here, a first-order low-pass filter discretised by an Euler-
backwards scheme was used. The vectors of main device (𝐟𝑚)
and simulated hand avatar (𝐟 𝑠) forces are generated through
the control blocks 𝐂𝑚𝑚, 𝐂𝑚𝑠, 𝐂𝑠𝑠, 𝐂𝑠𝑚 and 𝐂𝑚𝑎 (see Fig. 3
for the control architecture) and are provided in Eq. (2) and
Eq. (3), using the diagonal proportional gain matrices 𝐊𝑝,𝑚,
𝐊𝑝,𝑠 and damping gain matrices 𝐊𝑑,𝑚, 𝐊𝑑,𝑠.

𝐟 𝑠 = �̃�
(

𝐊𝑝,𝑠(𝐪𝑚 − 𝐪𝑠) +𝐊𝑑,𝑠(�̇�𝑚,𝑓 − �̇�𝑠)
)

+ 𝐡 (2)

𝐟𝑚 = 𝐊𝑝,𝑚(𝐪𝑠 − 𝐪𝑚) −𝚽𝐊𝑑,𝑚�̇�𝑚,𝑓 + 𝐟𝑒 (3)

The term 𝐡 in Eq. 2 is obtained from an inverse dynamics
computation with zero accelerations and is provided by the
physics engine and the term �̃� denotes the mass matrix only
containing the diagonal elements and can also be obtained
from the physics engine. The diagonal matrix 𝚽 in Eq. 3 is
obtained from an adaptive control law and 𝐟𝑒 is a vector of
additional exercise-specific forces (see sections II-D and II-F).
Substituting 𝐟 𝑠 in Eq. (1) with Eq. (2), we obtain the simulated
hand avatar acceleration in free space:

�̈�𝑠 = 𝐌−1�̃�
(

𝐊𝑝,𝑠(𝐪𝑚 − 𝐪𝑠) +𝐊𝑑,𝑠(�̇�𝑚,𝑓 − �̇�𝑠)
)

. (4)

To linearize the simulated hand avatar dynamics –i.e.,
taking into account the position-dependent changes of inertial
characteristics (e.g., the finger inertia decreases during flexion)–
we multiply the simulated hand avatar PD controller output by
�̃�. It could be tempting to use �̃� = 𝐌 which would effectively
decouple the system in free space. This is also known as
computed torque controller [28]. However, it is not suitable in
our application because the off-diagonal elements of �̃� = 𝐌
would result in parasitic torques/forces (i.e., forces/torques that
are undesirably reflected onto other DoF) during hand-object
interactions.

D. Adaptive Damping
The control block 𝐂𝑚𝑎 in Fig. 3 describes an adaptive

damping that aims to stabilize the patient’s hand, fingers
and/or thumb upon impact with an object. As neurological
patients might suffer from spasticity (i.e., an involuntary and
undesired reaction to abrupt movements of their limbs), we
wanted to implement a mechanism of stabilization that allows
feeling hand-object impacts, but that would only minimally
influence slow movements in free space. Let 𝚽(𝑡) be a time-
variant diagonal matrix where each diagonal element takes
a value in the interval [0, 1]. To compute this matrix, first,
the activation functions for the finger, thumb circumduction
and thumb flexion/extension (i.e., 𝜙𝑓 , 𝜙𝑐 , 𝜙𝑡) are updated as
stated in Algorithm 1. Hereby, 𝑇 is the update period and
𝑓0 is a force (or torque for thumb circumduction) threshold
at which full activation (𝜙 = 1) is desired. The idea of the

Fig. 3. Bilateral teleoperation control, based on the two-channel position-
position control scheme as presented in [27]. Note the addition of the assistive
controller 𝐂𝑚𝑎, the exercise-specific controller 𝐂𝑒 and the transition block.

algorithm is to quickly activate (i.e., increase the output of the
activation function) in case of force/torque spikes experienced
by the patient and then gradually fade out with an exponential
decay. First, a normalized force value 𝜌 ∈ [0, 1] based on the
magnitude of the respective joint force/torque (denoted as 𝑓 in
Algorithm 1) and normalized over a predefined 𝑓0 is computed.
If this value is higher than the output of the activation function
𝜙 from the previous update of the control loop, the exponential
decay function will be reset (by setting 𝑡 = 0) and the variable
that stores the peak value of the normalized force magnitude
�̂� is set to the current 𝜌. In the following updates, the function
will decay with a time constant 𝜏𝑑𝑒𝑐 . Finally, the output of
the exponential decay is multiplied by the normalized force
peak �̂� to scale the output according to the last force peak.
The diagonal matrix 𝚽 is then computed in Eq. (5). The

Algorithm 1 Computation of the adaptive damping 𝜙
initialize:
�̂� ← 0, 𝑡 ← 0, 𝜙 ← 0
while haptic rendering is running, each update do

𝜌 ← min( |𝑓 |𝑓0
, 1)

if 𝜌 ≥ 𝜙 then
𝑡 ← 0
�̂� ← 𝜌

else
𝑡 ← 𝑡 + 𝑇

end if
𝜙 ← exp (− 𝑡

𝜏𝑑𝑒𝑐
)�̂�

end while

maximum value across finger, thumb circumduction and thumb
flexion/extension (�̂�) is used for the x-, y- and z-axis. The
rationale for this is that we assumed that high stabilization
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through the adaptive damping would be beneficial in case of
any collisions with the hand (i.e., hand base, fingers or thumb).
Fig. 7 shows an example of how this activation function reacts
to bumps of different magnitudes.

𝚽 = diag
(

�̂�, �̂�, �̂�, 𝜙𝑓 , 𝜙𝑐 , 𝜙𝑡
)

, �̂� = max(𝜙𝑓 , 𝜙𝑐 , 𝜙𝑡) (5)

E. Tuning the Control Gains: Critical Damping for Symplectic
Euler Integration

To facilitate the tuning of the hand avatar control gains, we
suggest choosing 𝐊𝑑,𝑠 in Eq. (2) such that each joint is critically
damped. To do this, we need to consider the integration scheme
used in Bullet. The symplectic Euler integration in Eq. (6) and
Eq. (7) –proposed initially by Niiranen [29]– is the de facto
standard integration scheme for physics engines [30]–[32] and
is also utilized in Bullet. The variable 𝑇 denotes the time
increment, 𝑘 denotes the simulation step, and 𝑥 the position.
Using the time-shifting property of the Z-transform, we obtain
the equations in the Z-domain (right side Eq. (6) & (7)).

�̇�[𝑘+1] = �̇�[𝑘] + �̈�[𝑘]𝑇 → �̇� = 𝑇
𝑧 − 1

�̈� (6)

𝑥[𝑘+1] = 𝑥[𝑘] + �̇�[𝑘+1]𝑇 → 𝑋 = 𝑧𝑇
𝑧 − 1

�̇� (7)

To investigate the dynamic behaviour of bodies simulated by
symplectic Euler integration, a one-DoF inertia with mass 𝑚
is considered. If all damping in the physics engine is disabled,
its behaviour in free space, subject to an external force 𝑓 at
instant 𝑘 in discrete time, is as follows:

𝑚�̈�[𝑘] = 𝑓 [𝑘]. (8)

Applying Eq. (6) and (7) on Eq. (8), results in the plant transfer
function 𝑃 (𝑧) in Z domain:

𝑃 (𝑧) =
𝑋(𝑧)
𝐹 (𝑧)

= 1
𝑚

𝑧𝑇 2

(𝑧 − 1)2
. (9)

We can then apply a PD control law with stiffness and damping
gains 𝑘𝑝 and 𝑘𝑑 respectively, to cancel out the known inertia
𝑚 as:

𝑓𝑝𝑑[𝑘] = 𝑚
(

𝑘𝑝𝑥[𝑘] + 𝑘𝑑 �̇�[𝑘]
)

. (10)

Using Eq. (7), this can also be expressed in the Z-domain:

𝐶(𝑧) =
𝐹𝑝𝑑(𝑧)
𝑋(𝑧)

=
𝑚
(

𝑘𝑑(𝑧 − 1) + 𝑘𝑝𝑇 𝑧
)

𝑇 𝑧
. (11)

The resulting closed-loop transfer function becomes:

𝐺(𝑧) = 𝐶𝑃
1 + 𝐶𝑃

=
𝑇 2𝑘𝑝𝑧 + 𝑇𝑘𝑑 (𝑧 − 1)

𝑇 2𝑘𝑝𝑧 + 𝑇𝑘𝑑 (𝑧 − 1) + (𝑧 − 1)2
. (12)

Hence, the poles of 𝐺(𝑧) are:

𝑧1,2 =
2 − 𝑇 2𝑘𝑝 − 𝑇𝑘𝑑 ±

√

𝐷
2

with 𝐷 = 𝑇 4 + 2𝑇 3𝑘𝑝𝑘𝑑 + 𝑇 2(𝑘2𝑑 − 4𝑘𝑝).
(13)

We can now impose the two closed-loop poles to be real and
coincident in order to obtain a critically damped response. This

can be achieved by setting 𝐷 = 0 and solving for 𝑘𝑑 to obtain
the critical damping gain 𝑘𝑑,𝑐𝑟𝑖𝑡 in Eq. (14) (only the positive
solution is considered). The gains of the diagonal matrix 𝐊𝑑,𝑠
(see section II-C) were computed accordingly for each axis.

𝑘𝑑,𝑐𝑟𝑖𝑡 = 2
√

𝑘𝑝 − 𝑘𝑝𝑇 (14)

F. Additional Exercise-Specific Haptics
In addition to the whole-hand haptic rendering, we also

introduce task-specific haptics whenever a liquid dispenser is
squeezed in the cocktailbar game. This is represented by the
control block 𝐂𝑒 in Fig. 3. We can make the haptic sensations
amongst each of the liquid dispensers more diversified by
adding a virtual wall at the fingertips a few mm from each
dispenser before the expected contact with the dispenser. By
adding this virtual wall, rather than varying the main device
control gains to simulate various interactions, we have more
flexibility in the design of exercise-specific haptics while
still providing the accustomed hand-object interactions. The
forces from the whole-hand rendering and the virtual wall are
superimposed as soon as the liquid dispenser is touched by the
fingers. The additional finger exercise force 𝑓𝑓,𝑒 from the virtual
wall is computed according to Eq. (15) with gains 𝑘𝑝,𝑒 and 𝑘𝑑,𝑒,
which are adjusted depending on the desired object interaction
(i.e., representing liquid dispensers of different viscosities and
stiffnesses).

𝑓𝑓,𝑒 =

{

𝑘𝑝,𝑒Δ𝜃𝑓,𝑚 + 𝑘𝑑,𝑒�̇�𝑓,𝑚, Δ𝜃𝑓,𝑚 > 0
0, otherwise.

(15)

To avoid feeling any abrupt appearance of the exercise-
specific virtual wall forces, we use a time-dependent transition
function 𝛼(𝑡). The transition is triggered when the distance
between the palm of the hand avatar and one of the liquid
dispensers is below a predetermined threshold distance. This
distance is computed using an invisible and kinematic body
with disabled collisions that is coupled to the hand avatar. The
transition is again reversed when this distance exceeds the
threshold. A cubic polynomial (see Eq. (16)) is used, where
𝑇𝑡𝑟 is the transition period and 𝑡𝑜𝑛 denotes the start of the
transition. The reverse transition is performed analogously.

𝛼(𝑡) =

⎧

⎪

⎨

⎪

⎩

0, 𝑡 ≤ 𝑡𝑜𝑛
2
𝑇 2
𝑡𝑟
𝑡2 − 3

𝑇 3
𝑡𝑟
𝑡3, 𝑡𝑜𝑛 < 𝑡 < 𝑡𝑜𝑛 + 𝑇𝑡𝑟

1, 𝑡 ≥ 𝑇𝑡𝑟 + 𝑡𝑜𝑛

(16)

The final additional exercise-specific forces 𝐟𝑒 applied to the
device are computed as:

𝐟𝑒 = 𝛼[0, 0, 0, 𝑓𝑓,𝑒, 0, 0]𝑇 (17)

G. Software Architecture
The implemented software architecture is depicted in Fig. 4.

The haptic rendering loop updates at 1 kHz and communicates
to the haptic device via a custom hardware abstraction layer
(HAL). The shared memory option of the C++ API of Bullet
was used to communicate with a Bullet server. This allowed
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Fig. 4. Software architecture: The device communicates through a hardware abstraction layer (HAL) with the haptic rendering loop. The physics engine is
integral part of the 1 kHz haptic loop. For this, a shared memory server of Bullet is employed. The communication with the rehabilitation task in Unity3D is
established through UDP.

us to optionally enable the visualization of the Bullet scene.
The communication between the neurorehabilitation game in
Unity3D (implemented in C#) and the haptic rendering loop
(implemented in C++) is based on a user datagram protocol
(UDP) communication. Only the generalized coordinates of
the hand avatar are regularly sent to the game in Unity3D –
other information is updated asynchronously. For all reported
results, the software was executed on a machine with AMD
Ryzen 7 5850U CPU, 32 GB RAM and Ubuntu 22.04, 5.15.0
low-latency kernel.

III. RESULTS & DISCUSSION

A. Framework Performance & Control
In Fig. 5, we demonstrate the capability of our approach.

Objects with four different shapes, i.e., cube, sphere, cylinder
and disk, were placed free-floating in space and then grasped
and moved around with the haptic device. The graphical user
interface of Bullet was used for visualization. We ascertained
that complex grasps such as pinch grasps or precision grasps can
be effectively performed. To support our claim that the physics
engine can be used for real-time haptic rendering in the context
of whole-hand interactions, we recorded the execution time of
the control loop during 105 iterations while actively grasping
a cylinder from the neurorehabilitation game and continuously
moving all joints. Fig. 6 presents the distribution on a semi-
logarithmic scale. The desired 1 ms execution time was met
with very few exceptions, thus achieving similar performance
as Tong et al. [14].

When it comes to the control and implementation, there
are currently shortcomings. The stability of the employed

Fig. 5. Grasping of different free-floating objects. The objects were not
constrained except for linear damping of 0.7 (in Bullet-specific units).

control framework was not examined in this work and the
gains were tuned by trial and error. A thorough analysis of
the system could lead to conditions for stability and would
also allow characterizing the actual impedance perceived by
the user, similar to [33]. Moreover, despite reaching an update
frequency of 1 kHz in the current application, it is likely that
our approach would be limited in more complex scenarios with
a larger number of objects or objects with high geometrical
complexity. Nevertheless, neurorehabilitation exercises usually
only incorporate a limited number of virtual objects to prevent
patients from losing their attention to the task at hand. Another
inherent limitation of our approach that should be addressed
in the future is the slight mismatch between the collider hand
based on capsules in Bullet and the visual hand avatar rendered
in Unity based on a mesh.

B. Final Application: Rehabilitation Exercise

The final application in conjunction with the rehabilitation
game is depicted in Fig. 7. In practice, only the game visuals
(upper row in Fig. 7) would be shown to the patient during the
exercise. To illustrate the underlying hand-object interactions,
the Bullet hand avatar is also visualised (middle row). The
sequence shows a user who first bumps into the target object
(the green liquid dispenser) with the back of the fingers,
which can be felt thanks to the whole-hand haptic rendering.
After correctly positioning the hand, the virtual wall provides
additional exercise-specific haptic feedback for the fingers.
We found a transition period of 𝑇𝑡𝑟 = 1 s to feel natural
for the engagement of the virtual wall and 𝑇𝑡𝑟 = 0.3 s for

Fig. 6. Distribution of the loop execution time of 105 iterations during repeated
collisions.
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Fig. 7. Example of forces/torques and adaptive damping during physics-engine-based whole-hand rendering with addition of exercise-specific haptics. 1⃝: The
user first bumps into the liquid dispenser with the back of the fingers. Note the sharp increase in damping and the consecutive exponential decay thereof. 2⃝:
With a slight collision between hand and target, the user knows that the correct position is reached. Once the target has successfully been approached, also the
exercise-specific haptics are faded in. 3⃝:The user then carefully squeezes the liquid dispenser. 4⃝: When the object is released upon task completion, the
reverse transition to the physics engine-based rendering is triggered. Here, the user’s fingers slightly collided with the object when retrieving the hand.

the disengagement. The addition of exercise-specific haptics
to the physics engine-based whole-hand rendering achieves
naturalistic and intuitive haptic grasping that can easily be
tailored to the patient’s needs during neurorehabilitation.

The advantage of our framework with respect to custom-
tailored solutions (e.g., [13]–[15]) lies in the use of an
off-the-shelf physics engine. This reduces the hurdle for
implementation and at the same time increases flexibility as
a physics engine is capable of simulating a wide variety of
dynamic objects. In this context, we would like to mention
that Bullet and other similar engines usually provide various
parameters (e.g., error reduction parameter, maximum number
of solver iterations, etc.) that could be tweaked for particular
scenarios. However, in our approach, we endeavoured to modify
only the minimal number of physics engine parameters possible
(i.e., we only disable the inherent damping of objects) to ensure
the transferability of the method to other physics engines.

As a next step, we will investigate whether and how
our framework could be integrated as a package into game
engines, e.g., in Unity3D. When larger numbers of objects
or avatars have to be synchronized between the game engine
and physics engine, a body-by-body synchronization might
become cumbersome. Although there have been efforts for
integrating haptic rendering in game engines (e.g., [34]–[36]),
more research is needed in the special case of whole-hand
haptic rendering.

IV. CONCLUSION AND FUTURE WORK

In this work, we demonstrated the use of an off-the-shelf
physics engine for whole-hand haptic rendering in the context
of a gamified neurorehabilitation exercise.

We foresee two directions for future research. On the
technical side, stability criteria and the maximum admissible
complexity of the rendered scene could be analyzed, and the
integration with game engines should be facilitated. When it
comes to neurorehabilitation research, the optimal complexity
of the rehabilitation exercise (including task difficulty, number
of objects, haptic sensations, etc) should be investigated from
the perspective of neuroscience and clinical practice.

Finally, we are currently investigating the usability of the
system, including the haptic device and the presented haptic
rendering framework in a clinical setting in an ongoing study.
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