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#### Abstract

In this article, we consider the problem of system identification when side-information is available on the steadystate gain (SSG) of the system. We formulate a general nonparametric identification method as an infinite-dimensional constrained convex program over the reproducing kernel Hilbert space (RKHS) of stable impulse responses. The objective function of this optimization problem is the empirical loss regularized with the norm of RKHS, and the constraint is considered for enforcing the integration of the SSG side-information. The proposed formulation addresses both the discrete-time and continuous-time cases. We show that this program has a unique solution obtained by solving an equivalent finite-dimensional convex optimization. This solution has a closed-form when the empirical loss and regularization functions are quadratic and exact side-information is considered. We perform extensive numerical comparisons to verify the efficiency of the proposed identification methodology.


Index Terms-Kernel-based identification method, sideinformation, steady-state gain (SSG).

## I. INTRODUCTION

System identification is a well-established research area on the theory and techniques of creating mathematical abstractions for the dynamical systems using their measurement data [1]. In various situations, identifying a dynamical system can be beyond a mere model fitting to the data, and additionally, we may need to include particular known characteristics of the system into the model. More precisely, together with the measurement data, we might be provided with certain so-called side-information, which is indeed a specific qualitative or quantitative knowledge to be incorporated in the identified model. Integrating side-information can improve the identification performance by rejecting spurious model candidates, which are common when the measurement data is scarce, highly noise-contaminated, or generated by insufficient excitation [2], [3], [4]. Various forms of side-information, such as stability, dissipativity, and region of attraction, are considered in identifying nonlinear dynamical systems [5], [6], [7], [8]. On the other hand, due to the importance of linear systems in practice, different sorts of side-information are included in their identification procedure, e.g., location of poles [9], structural properties [10], moments and derivatives of the transfer function [11], passivity [12], internal low complexity [13], positivity [14], stability [4], [15], [16], and generic frequency domain attributes [17].

The steady-state gain (SSG) information has particular importance from the control perspective, e.g., in closed-loop design and model

[^0]predictive control [18], [19], [20]. This information may be obtained, in exact or approximate form, through the structure of the system, from the experimental or historical collected data, or by designing and performing suitable experiments. Hence, integrating the SSG sideinformation into the identified model is of particular interest. To this end, various heuristics are introduced based on the subspace identification approach [3], [21], [22], [23], [24]. Indeed, to identify a finite impulse response (FIR) model for the system, the subspace method can be employed in the multistep ahead prediction form [3], [21]. Following this and using a Bayesian approach, the SSG side-information can be encoded in the covariance of the prior distribution [3]. On the other hand, a frequentist framework is employed in [21], [22], [23], and [24], where the SSG side-information is incorporated by imposing linear constraints. Moreover, to leverage the previously mentioned advantages of the kernel-based approach, Bayesian FIR estimation methods are proposed in [25] and [26], where kernel-based priors are employed and the SSG side-information is integrated into the resulting estimation problem. The identification scheme in [25] first estimates the step response of the system, and then, the impulse response is obtained via a naïve discrete derivative calculation, which is prone to numerical imprecision and instability. On the other hand, while the method introduced in [26] improves the estimation performance approach in [25], the proposed formulation is incapable of including deterministic information on the SSG of the system. The abovementioned identification approaches are only applicable when a large set of high-quality data is available Furthermore, they are limited to relatively short FIR estimation and fast decaying dynamics. Therefore, these estimation methodologies are not suitable for infinite impulse responses and continuous-time systems, particularly when the dynamics have a very slowly decaying impulse response and considerably long memory.

In this work, we develop a nonparametric kernel-based identification approach where the SSG side-information is integrated into the proposed scheme. We employ suitable infinite-dimensional RKHSs of stable impulse responses as the hypothesis space [4] to develop a unified formulation for the continuous-time and discrete-time cases. The identification problem is expressed as a constrained optimization where a generic regularized empirical loss is minimized subject to a suitably designed constraint encoding the available side-information on the SSG of the system. The resulting flexible formulation allows considering various issues, including statistical robustness and the presence of outliers. We show that the SSG linear functional is continuous on the employed RKHS, which implies that the problem is well-defined by guaranteeing the existence and uniqueness of the solution. For the initial infinite-dimensional formulation of the identification problem, we derive an equivalent finite-dimensional convex program with a unique solution. Accordingly, we introduce a tractable identification algorithm integrating the SSG side-information. Furthermore, we provide results for improving the computational complexity of the presented approach by obtaining the closed-form of quantities used in the algorithm. We perform extensive numerical simulations confirming the efficacy of the proposed identification method.

## II. Notation and Preliminaries

The set of natural numbers, the set of nonnegative integers, the set of real numbers, the set of nonnegative real numbers, the $n$-dimensional

Euclidean space and the space of $n$ by $m$ real matrices are denoted by $\mathbb{N}, \mathbb{Z}_{+}, \mathbb{R}, \mathbb{R}_{+}, \mathbb{R}^{n}$ and $\mathbb{R}^{n \times m}$, respectively. The $i$ th entry of vector a is denoted by $[\mathrm{a}]_{(i)}$, and the entry of matrix A at the $i$ th row and the $j$ th column is denoted by $[\mathrm{A}]_{(i, j)}$. To handle discrete and continuous time in the same formulation, $\mathbb{T}$ denotes either $\mathbb{Z}_{+}$or $\mathbb{R}_{+}$, and $\mathbb{T}_{ \pm}$ is the set of scalars $t$ where either $t \in \mathbb{T}$ or $-t \in \mathbb{T}$. Given measure space $\mathscr{X}$, the space of measurable functions $g: \mathscr{X} \rightarrow \mathbb{R}$ is denoted by $\mathbb{R}^{\mathscr{X}}$. The element $u \in \mathbb{R}^{\mathscr{X}}$ is shown entry-wise as $\mathrm{u}=\left(u_{x}\right)_{x \in \mathscr{X}}$, or equivalently as $\mathrm{u}=(u(x))_{x \in \mathscr{X}}$. Depending on the context of discussion, $\mathscr{L}^{\infty}$ refers either to $\ell^{\infty}(\mathbb{Z})$ or $L^{\infty}(\mathbb{R})$, i.e., the space of bounded signals. Similarly, $\mathscr{L}^{1}$ is either $\ell^{1}\left(\mathbb{Z}_{+}\right)$or $L^{1}\left(\mathbb{R}_{+}\right)$, i.e., the space of stable impulse responses. Given kernel $\mathbb{k}: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}, \mathscr{H}_{\mathbb{k}}$ denotes the corresponding RKHS with inner product $\langle\cdot, \cdot\rangle_{\mathscr{H}_{\mathbf{k}}}$ and norm $\|\cdot\|_{\mathscr{H} \mathscr{H}_{\mathrm{k}}}$. We drop the subscript $\mathscr{H}_{\mathbb{k}}$ when it is clear from the context. Also, $\mathbb{k}_{s}$ denotes $\mathbb{k}(s, \cdot) \in \mathscr{H}_{\mathbb{k}}$, for any $s \in \mathbb{T}$. For $p \in\{1, \infty\}$, the norm in $\mathscr{L}^{p}$ is denoted by $\|\cdot\|_{p}$. Given $\mathscr{V} \subseteq \mathbb{X}$, the linear span of $\mathscr{V}$, denoted by $\operatorname{span} \mathscr{V}$, is a linear subspace of $\mathbb{X}$ containing linear combination of the elements of $\mathscr{V}$. Let $\mathcal{Y}$ be a set and $\mathcal{C} \subseteq \mathcal{Y}$. We define the function $\delta_{\mathcal{C}}$ as $\delta_{\mathcal{C}}(y)=0$, if $y \in \mathcal{C}$, and $\delta_{\mathcal{C}}(y)=\infty$, otherwise. Similarly, function $\mathbf{1}_{\mathcal{C}}$ is defined as $\mathbf{1}_{\mathcal{C}}(y)=1$, if $y \in \mathcal{C}$ and $\mathbf{1}_{\mathcal{C}}(y)=0$, otherwise. Give bounded signal $u=\left(u_{s}\right)_{s \in \mathbb{T}_{ \pm}} \in \mathscr{L}^{\infty}$ and $t \in \mathbb{T}_{ \pm}$, the linear map $\mathrm{L}_{t}^{\mathrm{u}}: \mathscr{L}^{1} \rightarrow \mathbb{R}$ is defined as $\mathrm{L}_{t}^{\mathrm{u}}(\mathrm{g}):=\sum_{s \in \mathbb{Z}_{+}} g_{s} u_{t-s}$, when $\mathbb{T}=\mathbb{Z}_{+}$, and $\mathrm{L}_{t}^{\mathrm{u}}(\mathrm{g}):=\int_{\mathbb{R}_{+}} g_{s} u_{t-s} \mathrm{~d} s$, when $\mathbb{T}=\mathbb{R}_{+}$.

## III. Identification With SSG Side-Information

Let $\mathcal{S}$ be a stable LTI system with impulse response $\mathrm{g}^{(\mathcal{S})}:=$ $\left(g_{t}^{(\mathcal{S})}\right)_{t \in \mathbb{T}} \in \mathbb{R}^{\mathbb{T}}$, where $\mathbb{T}:=\mathbb{Z}_{+}$, for the case of discrete-time, and, $\mathbb{T}:=\mathbb{R}_{+}$, for the case of continuous-time. The SSG of system $\mathcal{S}$ is $\ell_{0}\left(\mathrm{~g}^{(\mathcal{S})}\right)$, where $\ell_{0}$ is the linear operator defined on the space of stable impulse responses as

$$
\ell_{0}(\mathrm{~g}):= \begin{cases}\sum_{t \in \mathbb{Z}_{+}} g_{t}, & \text { if } \mathbb{T}=\mathbb{Z}_{+}  \tag{1}\\ \int_{\mathbb{R}_{+}} g_{t} \mathrm{~d} t, & \text { if } \mathbb{T}=\mathbb{R}_{+}\end{cases}
$$

for any $\mathrm{g}=\left(g_{t}\right)_{t \in \mathbb{T}} \in \mathscr{L}^{1}$. Let $\mathrm{u}=\left(u_{t}\right)_{t \in \mathbb{T}}$ be a bounded input signal for system $\mathcal{S}$, and the corresponding output be measured at time instants $\mathscr{T}:=\left\{t_{i} \mid i=1, \ldots, n_{\mathscr{D}}\right\}$, where $n_{\mathscr{D}} \in \mathbb{N}$ denotes the number of measurement samples. From the definition of $\mathrm{L}_{t}^{u}$, the measured output of the system at $t \in \mathscr{T}$, denoted by $y_{t}$, is

$$
\begin{equation*}
y_{t}:=\mathrm{L}_{t}^{\mathrm{u}}\left(\mathrm{~g}^{(\mathcal{S})}\right)+w_{t}, \quad t \in \mathscr{T} \tag{2}
\end{equation*}
$$

where $\left\{w_{t} \mid t \in \mathscr{T}\right\}$ are the measurement uncertainty. Consequently, we are provided with the set of input-output data $\mathscr{D}=\left\{\left(u_{t}, y_{t}\right) \mid t \in\right.$ $\mathscr{T}\}$. In addition to $\mathscr{D}$, suppose that we know the SSG of the system. Accordingly, one may ask whether the given SSG side-information is naturally encoded in the identification of system $\mathcal{S}$. We elucidate this issue in the following demonstrative numerical example.

Example. Consider continuous-time system $\mathcal{S}$ described by the following transfer function $G^{(\mathcal{S})}(s)=\frac{s+2}{s^{2}+s+2}$, with the step response denoted by s ${ }^{(\mathcal{S})}$. The system is initially at rest, and then, it is actuated by a random switching pulse signal in the time interval [ 0,100 ]. The output of system is uniformly measured with the sampling frequency of 2 Hz and the signal-to-noise ratio $(\mathrm{SNR})$ of 20 dB . Let the SSG of the system be given, i.e., we know that $G^{(\mathcal{S})}(0)=1$. The impulse response of the system can be estimated using direct and indirect methods [27]. In the direct approach, we use the tfsrivc function provided by CONTSID Toolbox [28] with the known order of the system. Let $\hat{\mathrm{g}}_{1}$ and $\hat{\mathrm{s}}_{1}$, respectively, denote the impulse response and the step response of the resulting identified model. Also, we identify the system indirectly by employing MATLAB's n4sid function to estimate a discrete-time model, and subsequently, the continuous-time impulse response is obtained from a linear interpolation of the discrete-time estimate. Let the resulting impulse and step responses be denoted by $\hat{\mathrm{g}}_{2}$ and $\hat{\mathrm{s}}_{2}$, respectively. As shown in Fig. 1, the steady-state values for $\hat{\mathrm{s}}_{1}$ and $\hat{\mathrm{s}}_{2}$ are, respectively, 0.85 and 1.22 , meaning that the SSGs have a


Fig. 1. Step responses for system $\mathcal{S}$ and the estimated models.
$15 \%$ and a $22 \%$ error. Consequently, one can observe that the estimated models do not take into account the SSG side-information.

Motivated by this example, the main problem discussed in this article is the identification with side-information on the SSG of the system, i.e., we address the following identification problem.

Problem 1: Given data $\mathscr{D}$, estimate the impulse response of stable system $\mathcal{S}$ satisfying the side-information $\ell_{0}\left(\mathrm{~g}^{(\mathcal{S})}\right) \in[\underline{\delta}, \bar{\delta}]$, where $\underline{\delta}$ and $\bar{\delta}$ are given bounds for the SSG of system $\mathcal{S}$.

Compared to the abovementioned example, designed to elaborate on the rationale of our discussion and its importance, Problem 1 addresses the more common scenarios in practice where the available side-information on the SSG is imprecise and provided in the form of interval $[\underline{\delta}, \bar{\delta}]$. When the SSG of the system is known to be exactly equal to $\delta$ that might be any arbitrary value in $\mathbb{R}$, we set $\underline{\delta}=\bar{\delta}=\delta$.

## IV. Identification Problem: Existence and Uniqueness of the Solution

Let $\mathbb{k}: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}$ be an integrable Mercer kernel, which means that $\mathbb{k}$ is continuous and absolutely integrable when $\mathbb{T}=\mathbb{R}_{+}$, and, absolutely summable when $\mathbb{T}=\mathbb{Z}_{+}$. Accordingly, we take stable RKHS $\mathscr{H}_{k}$ as the hypothesis space of the identification problem [4]. Let $\mathcal{I}:=\left\{i_{k} \mid k=1, \ldots, n_{\mathcal{I}}\right\}$ be a subset of $\left\{1, \ldots, n_{\mathscr{D}}\right\}, \mathrm{y}_{\mathcal{I}}$ be the vector defined as $\mathrm{y}_{\mathcal{I}}=\left[y_{t_{i}}\right]_{i \in \mathcal{I}}$, and $\ell: \mathbb{R}^{n_{\mathcal{I}}} \times \mathbb{R}^{n_{\mathcal{I}}} \rightarrow \mathbb{R}_{+}$be a given convex function. Accordingly, we define the generalized loss function, $\mathcal{E}_{\ell}: \mathscr{H}_{k_{k}} \rightarrow \mathbb{R}_{+}$as follows:

$$
\begin{equation*}
\mathcal{E}_{\ell}(\mathrm{g}):=\ell\left(\left[\mathrm{L}_{t_{i}}^{\mathrm{u}}(\mathrm{~g})\right]_{i \in \mathcal{I}}, \mathrm{y}_{\mathcal{I}}\right), \quad \forall \mathrm{g} \in \mathscr{H}_{\mathbb{k}_{\mathrm{k}}} \tag{3}
\end{equation*}
$$

The introduced loss function $\mathcal{E}_{\ell}$ has a general form covering a wide range of objectives, e.g., defining $\ell$ based on the Huber function allows addressing the issue of outliers in the measurement data [1]. Also, when $\mathcal{I}=\left\{1, \ldots, n_{\mathscr{D}}\right\}$ and function $\ell$ is the square of Euclidean distance, the empirical loss $\mathcal{E}_{\ell}$ becomes the sum of squared errors. We additionally define a regularization term, enforcing desired attributes such as stability, based on the norm in $\mathscr{H}_{\mathrm{k}}$. More precisely, given strictly increasing convex function $\rho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, the regularization function $\mathcal{R}: \mathscr{H}_{\mathrm{k}} \rightarrow$ $\mathbb{R}_{+}$is defined as $\mathcal{R}(\mathrm{g})=\rho(\|\mathrm{g}\|)$, for any $\mathrm{g} \in \mathscr{H}_{\mathrm{k}}$. Accordingly, the objective function for the identification problem, $\mathcal{J}: \mathscr{H}_{k} \rightarrow \mathbb{R}_{+}$, is defined as $\mathcal{J}(\mathrm{g}):=\mathcal{E}_{\ell}(\mathrm{g})+\lambda \mathcal{R}(\mathrm{g})$, for any $\mathrm{g} \in \mathscr{H}_{\mathbb{k}}$, where $\lambda>0$ is the regularization weight. Note that the regularization term also addresses the overfitting issue, enhances the numerical performance, and improves the bias-variance tradeoff.

Define the set $\mathscr{C}_{\mathfrak{k}}([\underline{\delta}, \bar{\delta}]) \subseteq \mathscr{H}_{\mathbb{k}_{k}}$ as $\mathscr{G}_{\mathfrak{l}_{k}}([\underline{[ }, \bar{\delta}]):=\left\{\mathrm{g} \in \mathscr{H}_{\mathfrak{l}_{\mathrm{k}}} \mid \ell_{0}(\mathrm{~g}) \in\right.$ $[\underline{\delta}, \bar{\delta}]\}$. The elements of $\mathscr{\mathscr { G }}_{\mathbb{k}}([\underline{\delta}, \bar{\delta}])$ are exactly the ones satisfying the SSG side-information. Therefore, the identification Problem 1 is formulated as the following optimization problem:

$$
\begin{array}{ll}
\min _{\mathrm{g} \in \mathscr{H}_{\mathfrak{k}}} & \mathcal{E}_{\ell}(\mathrm{g})+\lambda \mathcal{R}(\mathrm{g})  \tag{4}\\
\text { s.t. } & \mathrm{g} \in \mathscr{G}_{\mathfrak{l}_{\mathbf{k}}}([\underline{\delta}, \bar{\delta}]) .
\end{array}
$$

The existence and uniqueness of the solution of optimization problem (4) depend on the topological properties of set $\mathscr{C}_{11}([\underline{\delta}, \bar{\delta}])$, which is characterized primarily by operator $\ell_{0}: \mathscr{H}_{\mathbb{k}} \rightarrow \mathbb{R}$. To address this concern, we need the following theorem, which plays multiple additional central
roles in this work. The proof of this theorem and other main results are moved to the Appendix.

Theorem 1: Let $\mathbb{k}: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}$ be an integrable Mercer kernel, and $\varphi_{0}=\left(\varphi_{0, t}\right)_{t \in \mathbb{T}}$ be defined as following:

$$
\varphi_{0, t}= \begin{cases}\sum_{s \in \mathbb{Z}_{+}} \mathbb{k}(t, s), & \text { if } \mathbb{T}=\mathbb{Z}_{+}  \tag{5}\\ \int_{\mathbb{R}_{+}} \mathbb{k}(t, s) \mathrm{d} s, & \text { if } \mathbb{T}=\mathbb{R}_{+}\end{cases}
$$

for any $t \in \mathbb{T}$. Then, $\varphi_{0}$ is well-defined, $\varphi_{0} \in \mathscr{H}_{\mathbb{k}}$, and $\ell_{0}(\mathrm{~g})=\left\langle\varphi_{0}, \mathrm{~g}\right\rangle$, for all g in $\mathscr{H}_{\mathrm{lk}}$. Furthermore, we have that

$$
\left\|\varphi_{0}\right\|^{2}= \begin{cases}\sum_{s, t \in \mathbb{Z}_{+}} \mathbb{k}^{2}(t, s), & \text { if } \mathbb{T}=\mathbb{Z}_{+}  \tag{6}\\ \int_{\mathbb{R}_{+} \times \mathbb{R}_{+}} \mathbb{k}^{2}(t, s) \mathrm{d} s \mathrm{~d} t, & \text { if } \mathbb{T}=\mathbb{R}_{+}\end{cases}
$$

Theorem 1 says that integrability of Mercer kernel $\mathbb{k}$ implies that the SSG linear operator $\ell_{0}: \mathscr{H}_{\mathrm{lk}} \rightarrow \mathbb{R}$ is continuous.

Assumption 1: For the integrable Mercer kernel $\mathfrak{k}$, there exists $\tau \in$ $\mathbb{T}$ such that $\ell_{0}\left(\mathbb{k}_{\tau}\right) \neq 0$.

The next theorem describes topological properties of set $\mathscr{G}_{\mathbb{k}}([\underline{\delta}, \bar{\delta}])$, and together with Theorem 1, provides the necessary foundation to verify that Problem 1, formulated as in (4), is well-defined.

Theorem 2: Let Assumption 1 hold. Then, for any $\underline{\delta}$ and $\bar{\delta}$ such that $-\infty \leq \underline{\delta} \leq \bar{\delta} \leq \infty$, the set $\mathscr{G}_{\mathbb{l k}}([\underline{\delta}, \bar{\delta}])$ is a non-empty, closed and convex subset of $\overline{\mathscr{H}}_{\mathrm{k}}$.

To show that (4) admits a unique solution in $\mathscr{H}_{\mathbb{k}}$ and introduce an equivalent convex finite-dimensional program, we need an additional assumption and lemma establishing certain features for the objective function in (4).

Assumption 2: For any $\tau \in \mathscr{T}$, operator $\mathrm{L}_{\tau}^{\mathrm{u}}: \mathscr{H}_{\mathrm{l}_{\mathrm{k}}} \rightarrow \mathbb{R}$ is bounded.
When $\mathbb{T}=\mathbb{R}_{+}$and $u$ is a piecewise continuous (PWC) function as in (15), one can show the continuity of $L_{\tau}^{u}$, for any $\tau \in \mathbb{R}_{+}$, based on an argument similar to the proof of Theorem 1 . For the case of $\mathbb{T}=\mathbb{Z}_{+}$, one can easily see that Assumption 2 holds if the system is initially at rest, or more generally, when $\left(u_{t}\right)_{t \leq t_{n_{\mathscr{D}}-1}}$ is finitely nonzero. Given this assumption, we have the following lemma due to Riesz representation theorem [29] and the reproducing property of kernel.

Lemma 3 ([4]): Let Assumption 2 hold. Then, for each $\tau \in \mathscr{T}$, there exists $\varphi_{\tau}^{(\mathrm{u})}=\left(\varphi_{\tau, t}^{(\mathrm{u})}\right)_{t \in \mathbb{T}} \in \mathscr{H}_{\mathrm{l}}$ such that $\mathrm{L}_{\tau}^{\mathrm{u}}(\mathrm{g})=\left\langle\varphi_{\tau}^{(\mathrm{u})}, \mathrm{g}\right\rangle$, for any $\mathrm{g} \in \mathscr{H}_{\mathrm{k}}$. Furthermore, for any $t \in \mathbb{T}$, we have

$$
\varphi_{\tau, t}^{(\mathrm{u})}= \begin{cases}\int_{\mathbb{R}_{+}} \mathbb{k}^{2}(t, s) u_{\tau-s} \mathrm{~d} s, & \text { if } \mathbb{T}=\mathbb{R}_{+}  \tag{7}\\ \sum_{s \in \mathbb{Z}_{+}} \mathbb{k}^{(t, s) u_{\tau-s},} & \text { if } \mathbb{T}=\mathbb{Z}_{+}\end{cases}
$$

For $k=1, \ldots, n_{\mathcal{I}}$, define $\varphi_{k}$ as $\varphi_{t_{i}}^{(\mathrm{u})}$ with $i=i_{k}$. Also, let $\Phi$ be matrix $\left[\left\langle\varphi_{i}, \varphi_{j}\right\rangle\right]_{i, j=0}^{n_{\mathcal{I}}, n_{\mathcal{I}}}, \mathrm{a}_{0}, \ldots, \mathrm{a}_{n_{\mathcal{I}}}$ be columns of $\Phi$, and A be matrix $\left[\mathrm{a}_{1}, \ldots, \mathrm{a}_{n_{\mathcal{I}}}\right]^{\top}$. Given these definitions and the above lemma and theorems, we can present the main result.

Theorem 4: Let Assumptions 1 and 2 hold. Then, the optimization problem (4) admits a unique solution as $\mathrm{g}^{\star}=\sum_{i=0}^{n_{\mathcal{I}}} x_{i}^{\star} \varphi_{i}$, where $\mathrm{x}^{\star}:=$ $\left[x_{i}^{\star}\right]_{i=0}^{n_{\mathcal{I}}}$ is the solution of following convex program:

$$
\begin{array}{cl}
\min _{\mathrm{x} \in \mathbb{R}^{n_{\mathcal{I}}+1}} & \ell\left(\mathrm{Ax}, \mathrm{y}_{\mathcal{I}}\right)+\lambda \mathcal{R}\left(\left(\mathrm{x}^{\top} \Phi \mathrm{x}\right)^{\frac{1}{2}}\right)  \tag{8}\\
\text { s.t. } & \mathrm{a}_{0}^{\top} \mathrm{x} \in[\underline{\delta}, \bar{\delta}]
\end{array}
$$

In the literature, it is common to employ sum of squared errors empirical loss and quadratic regularization function. The following corollary provides a closed-form solution for this case when we have exact side-information on the SSG of the system.

Corollary 5: Let the assumptions of Theorem 4 hold, $\mathcal{E}_{\ell}$ be the sum of squared errors, the regularization function be $\mathcal{R}(\mathrm{g})=\|\mathrm{g}\|^{2}$, and the SSG of the system is known to be exactly $\delta \in \mathbb{R}$. Then, (4) has a unique solution $g^{\star}$ as in Theorem 4. Moreover, there exists $\gamma^{\star} \in \mathbb{R}$ such that $\left[\mathrm{x}^{\star \top}, \gamma^{\star}\right]^{\top}$ is a solution of the following system of linear equations:

$$
\left[\begin{array}{cc}
\mathrm{Q} & \mathrm{a}_{0}  \tag{9}\\
\mathrm{a}_{0}^{\top} & 0
\end{array}\right]\left[\begin{array}{l}
\mathrm{x} \\
\gamma
\end{array}\right]=\left[\begin{array}{c}
\mathrm{A}^{\top} \mathrm{y} \\
\delta
\end{array}\right]
$$

where $\mathrm{Q}=\mathrm{A}^{\top} \mathrm{A}+\lambda \Phi$ and $\mathrm{y}=\left[y_{t_{i}}\right]_{i=1}^{n_{\mathscr{D}}} \in \mathbb{R}^{n_{\mathscr{D}}}$. Furthermore, when $\varphi_{0}, \ldots, \varphi_{n_{\mathscr{D}}}$ are linearly independent, we have

$$
\begin{equation*}
\mathrm{x}^{\star}=\mathrm{Q}^{-1} \mathrm{~A}^{\top} \mathrm{y}+\frac{\delta-\mathrm{a}_{0}^{\top} \mathrm{Q}^{-1} \mathrm{~A}^{\top} \mathrm{y}}{\mathrm{a}_{0}^{\top} \mathrm{Q}^{-1} \mathrm{a}_{0}} \mathrm{Qa}_{0} \tag{10}
\end{equation*}
$$

## V. Optimization Problem: Settings and Algorithm

Based on Theorem 4, addressing identification problem 1, or equivalently, optimization problem (4), reduces to the convex program (8). To this end, we need $\mathrm{a}_{0}, \mathrm{~A}$, and $\Phi$. Since A is a submatrix of $\Phi$ and $\mathrm{a}_{0}$ is the first column of $\Phi$, it suffices to obtain $\Phi$. The entries of $\Phi$ are inner products $\left\langle\varphi_{i}, \varphi_{j}\right\rangle$, for $i, j \in\left\{0, \ldots, n_{\mathscr{D}}\right\}$, which are improper double integrals when $\mathbb{T}=\mathbb{R}_{+}$, or infinite double summations when $\mathbb{T}=\mathbb{Z}_{+}$. While these calculations can be performed using numerical techniques, their values may be obtained analytically in certain but fairly general situations. The prominent case is when we employ standard kernels in the literature, such as diagonally/correlated (DC), tuned/correlated (TC), and, stable spline (SS), which are, respectively, defined, for any $s, t \in \mathbb{T}$, as

$$
\begin{align*}
& \mathbb{k}_{\mathrm{DC}}(s, t)=\alpha^{\max (s, t)} \gamma^{|s-t|}  \tag{11}\\
& \mathbb{k}_{\mathrm{TC}}(s, t)=\alpha^{\max (s, t)}  \tag{12}\\
& \mathbb{k}_{\mathrm{SS}}(s, t)=\alpha^{\max (s, t)+s+t}-\frac{1}{3} \alpha^{3 \max (s, t)} \tag{13}
\end{align*}
$$

for any $s, t \in \mathbb{T}$, where $\alpha, \gamma \in \mathbb{R}$ are such that $\alpha \in(0,1),|\gamma| \in$ $\left(0, \sqrt{\alpha^{-1}}\right)$, if $\mathbb{T}=\mathbb{Z}_{+}$, and, $\gamma \in\left(0, \sqrt{\alpha^{-1}}\right)$, if $\mathbb{T}=\mathbb{R}_{+}$[4]. Note that by setting $\rho=\sqrt{\alpha} \gamma$, the definition of DC kernel in [4] reduces to (11). Also, without loss of generality, we can drop the extra scaling factor introduced in [4].

## A. Optimization Problem Configuration: Discrete-Time Case

Let $\mathbb{T}=\mathbb{Z}_{+}$and the system be initially at rest, i.e., $u_{t}=0$ for $t<0$. Also, let $\mathscr{T}=\left\{0,1, \ldots, n_{\mathscr{D}}-1\right\}$. Given an integrable kernel $\mathbb{k}: \mathbb{Z}_{+} \times \mathbb{Z}_{+} \rightarrow \mathbb{R}$ and an input $u$, define matrices $K$ and $T_{u}$ such that $[\mathrm{K}]_{(i, j)}=\mathbb{k}(i-1, j-1)$ and $\left[\mathrm{T}_{\mathrm{u}}\right]_{(i, j)}=u_{i-j}$, for $i, j=$ $1,2, \ldots, n_{\mathscr{D}}$. From these definitions, we have the next theorem.

Theorem 6: Let $\varphi \in \mathbb{R}^{n_{\mathscr{D}}}$ be the column vector defined as $\varphi:=$ $\left[\varphi_{0, i}\right]_{i=0}^{n_{\mathscr{O}}-1}$. Then, we have

$$
\Phi=\left[\begin{array}{cc}
\left\|\varphi_{0}\right\|^{2} & \varphi \mathrm{~T}_{\mathrm{u}}^{\top}  \tag{14}\\
\mathrm{T}_{\mathrm{u}} \varphi & \mathrm{~T}_{\mathrm{u}} \mathrm{KT}_{\mathrm{u}}^{\top}
\end{array}\right]
$$

Remark 1: Appendix H in [30] provides $\varphi_{0}$ and $\left\|\varphi_{0}\right\|^{2}$ for the standard kernels introduced in (11), (12), and (13), when $\mathbb{T}=\mathbb{Z}_{+}$.

## B. Optimization Problem Configuration: Continuous-Time Case

The set of piecewise constant (PWC) functions is dense in $L^{p}(\mathbb{R})$, for $p \in[1, \infty)$, and also, any function in $L^{\infty}(\mathbb{R})$ is an almost everywhere the point-wise limit of a sequence of PWC functions [29]. In other words, any signal of interest can be approximated arbitrarily closely by PWC functions. Accordingly, for the case of $\mathbb{T}=\mathbb{R}_{+}$, one can assume that the input signal $\mathrm{u}=\left(u_{t}\right)_{t \in \mathbb{R}_{+}}$is PWC. More precisely, there exist $n_{\mathrm{s}} \in \mathbb{N}$, real scalars $\xi_{1}, \ldots, \xi_{n_{\mathrm{s}}}$ and a finite increasing sequence $\left(s_{0}, s_{1}, \ldots, s_{n_{\mathrm{s}}}\right)$ in $\mathbb{R}_{+}$such that

$$
\begin{equation*}
u_{t}=\sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}(t) \quad \forall t \in \mathbb{R}_{+} \tag{15}
\end{equation*}
$$

In this case, a closed-form for $\varphi_{\tau}^{(\mathrm{u})}$ can be introduced. To this end, we require the function $\psi: \mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
\psi(t, a, b):=\int_{a}^{b} \mathbb{k}(t, s) \mathrm{d} s \tag{16}
\end{equation*}
$$

for any $a, b, t \in \mathbb{R}_{+}$. This function is denoted by $\psi_{\mathrm{TC}}, \psi_{\mathrm{DC}}$, or $\psi_{\mathrm{SS}}$, respectively, when $\mathbb{k}^{\sin } \mathbb{k}_{\mathrm{TC}}, \mathbb{k}_{\mathrm{DC}}$, or $\mathbb{k}_{\mathrm{SS}}$.

Theorem 7: For any $t \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
\varphi_{\tau, t}^{(\mathrm{u})}=\sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \psi\left(t, \bar{s}_{i+1}(\tau), \bar{s}_{i}(\tau)\right) \tag{17}
\end{equation*}
$$

where, for $i=0, \ldots, n_{\mathrm{s}}$, function $\bar{s}_{i}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is defined as $\bar{s}_{i}(\tau):=\max \left(\tau-s_{i}, 0\right)$, for any $\tau \in \mathbb{R}_{+}$.

For the standard kernels defined in (11), (12), and (13), one can obtain the closed-form of $\varphi_{\tau}^{(\mathrm{u})}$ using (17). To this end, we need $\psi_{\mathrm{TC}}$, $\psi_{\mathrm{DC}}$, and $\psi_{\mathrm{SS}}$, which are provided by the following theorem.

Theorem 8: Define function $\eta: \mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ as $\eta(s$, $\left.\tau_{1}, \tau_{2}\right)=\min \left(\max \left(t, \tau_{1}\right), \tau_{2}\right)$, for any $s, \tau_{1}, \tau_{2} \in \mathbb{R}_{+}$, and let $t, a, b \in$ $\mathbb{R}_{+}$such that $a \leq b$. Then, we have

$$
\begin{align*}
\psi_{\mathrm{TC}}(t, a, b)= & (\eta(t, a, b)-a) \alpha^{t}+\frac{\alpha^{b}-\alpha^{\eta(t, a, b)}}{\ln (\alpha)}  \tag{18}\\
\psi_{\mathrm{DC}}(t, a, b)= & \frac{\gamma^{-a}-\gamma^{-\eta(t, a, b)}}{\ln (\gamma)}(\alpha \gamma)^{t}+\frac{(\alpha \gamma)^{b}-(\alpha \gamma)^{\eta(t, a, b)}}{\ln (\alpha \gamma) \gamma^{t}}  \tag{19}\\
\psi_{\mathrm{SS}}(t, a, b)= & \frac{\alpha^{\eta(t, a, b)}-\alpha^{a}}{\ln (\alpha)} \alpha^{2 t}+\frac{\alpha^{2 b}-\alpha^{2 \eta(t, a, b)}}{2 \ln (\alpha)} \alpha^{t}  \tag{20}\\
& -\frac{1}{3}(\eta(t, a, b)-a) \alpha^{3 t}-\frac{\alpha^{3 b}-\alpha^{3 \eta(t, a, b)}}{9 \ln (\alpha)}
\end{align*}
$$

Similar to the previous theorem, one can obtain the closed-form of $\varphi_{0}$ for the standard kernels (11), (12), and (13).

Theorem 9: For any $t \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& \varphi_{\mathrm{TC}, 0, t}=\left[t-\frac{1}{\ln (\alpha)}\right] \alpha^{t}  \tag{21}\\
& \varphi_{\mathrm{DC}, 0, t}=-\left[\frac{\left(1-\gamma^{t}\right)}{\ln (\gamma)}+\frac{1}{\ln (\alpha \gamma)}\right] \alpha^{t}  \tag{22}\\
& \varphi_{\mathrm{SS}, 0, t}=\left[\frac{11}{18 \ln (\alpha)} \alpha^{t}-\frac{1}{\ln (\alpha)}-\frac{t \alpha^{t}}{3}\right] \alpha^{2 t} \tag{23}
\end{align*}
$$

Given $\left\{\varphi_{i}\right\}_{i=0}^{n_{\mathscr{O}}}$, we can obtain $\left\langle\varphi_{i}, \varphi_{j}\right\rangle$, for $i, j=0, \ldots, n_{\mathscr{D}}$. To this end, define functions $\nu: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ and $\bar{\nu}: \mathbb{R}_{+} \rightarrow \mathbb{R}$, respectively, as

$$
\begin{equation*}
\nu(x, y):=\int_{0}^{x} \int_{0}^{y} \mathbb{k}(s, t) \mathrm{d} t \mathrm{~d} s \quad \forall x, y \in \mathbb{R}_{+} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\nu}(x):=\int_{0}^{x} \int_{0}^{\infty} \mathbb{k}(s, t) \mathrm{d} t \mathrm{~d} s \quad \forall x \in \mathbb{R}_{+} \tag{25}
\end{equation*}
$$

When $\mathbb{k}$ is one of the standard kernels, we include a suitable subscript in $\nu$ and $\bar{\nu}$ to indicate the corresponding kernel. For each $i, j \in\left\{0, \ldots, n_{\mathrm{s}}-1\right\}$, define functions $\kappa_{i j}: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and $\bar{\kappa}_{i}: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that, for any $\tau, \tau_{1}, \tau_{2} \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& \kappa_{i j}\left(\tau_{1}, \tau_{2}\right)=\nu\left(\bar{s}_{i}\left(\tau_{1}\right), \bar{s}_{j}\left(\tau_{2}\right)\right)-\nu\left(\bar{s}_{i+1}\left(\tau_{1}\right), \bar{s}_{j}\left(\tau_{2}\right)\right)  \tag{26}\\
& \quad-\nu\left(\bar{s}_{i}\left(\tau_{1}\right), \bar{s}_{j+1}\left(\tau_{2}\right)\right)+\nu\left(\bar{s}_{i+1}\left(\tau_{1}\right), \bar{s}_{j+1}\left(\tau_{2}\right)\right)
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\kappa}_{i}(\tau)=\bar{\nu}\left(\bar{s}_{i}(\tau)\right)-\bar{\nu}\left(\bar{s}_{i+1}(\tau)\right) . \tag{27}
\end{equation*}
$$

Based on these definitions, the following theorem presents the closedform for $\left\langle\varphi_{0}, \varphi_{\tau}^{(\mathrm{u})}\right\rangle$ and $\left\langle\varphi_{\tau_{1}}^{(\mathrm{u})}, \varphi_{\tau_{2}}^{(\mathrm{u})}\right\rangle$.

Theorem 10: For any $\tau, \tau_{1}, \tau_{2} \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
\left\langle\varphi_{0}, \varphi_{\tau}^{(\mathrm{u})}\right\rangle & =\sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \bar{\kappa}_{i}(\tau)  \tag{28}\\
\left\langle\varphi_{\tau_{1}}^{(\mathrm{u})}, \varphi_{\tau_{2}}^{(\mathrm{u})}\right\rangle & =\sum_{i=0}^{n_{\mathrm{s}}-1} \sum_{j=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \xi_{j+1} \kappa_{i j}\left(\tau_{1}, \tau_{2}\right) \tag{29}
\end{align*}
$$

```
Algorithm 1: System Identification with Steady-State Gain Side-
Information.
    1: Input: Set of data \(\mathscr{D}\), integrable kernel \(\mathbb{k}\), index set \(\mathcal{I}\), convex
    function \(\ell\), regularization weight \(\lambda\), and, real scalar \(\delta\) or
    interval \([\underline{\delta}, \bar{\delta}]\) for the steady-state gain.
    2: Calculate matrix \(\Phi\), and then obtain matrix A and vector \(\mathrm{a}_{0}\).
    \(\triangleright\) For discrete-time case, use Theorem 6 and Remark 1.
    \(\triangleright\) For continuous-time case and PWC input, use (26), (27),
    Theorems 10, 11 and 12.
    3: Obtain \(x^{\star}\) by solving optimization (8) or system of (9).
        \(\triangleright\) If the steady-state gain is known to be \(\delta\) and the empirical
        loss is the sum of squared errors, obtain \(x^{\star}\) by (10) or (9).
        Calculate \(\varphi_{0}\) by (5), or by Theorems 9 and [30, Theorem 15].
    Calculate \(\varphi_{1}, \ldots, \varphi_{n_{\mathcal{I}}}\) based on (7).
        \(\triangleright\) For continuous-time case and PWC input, use Theorems 7
        and 8.
    Given \(\mathrm{x}^{\star}\) and \(\left\{\varphi_{i}\right\}_{i=0}^{n_{\mathcal{I}}}\), obtain \(\mathrm{g}^{\star}=\sum_{i=0}^{n_{\mathcal{I}}} x_{i}^{\star} \varphi_{i}\).
    Output: \(\mathrm{g}^{\star}\) and \(\mathrm{x}^{\star}\).
```

Due to (26) and (27), in order to employ Theorem 10 to calculate the entries of $\Phi$, we need to obtain functions $\nu$ and $\bar{\nu}$, which can be done in general using numerical techniques. Nevertheless, the closed-form of $\nu$ and $\bar{\nu}$ can be explicitly derived for the standard kernels.

Theorem 11: For any $x, y \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
\nu_{\mathrm{TC}}(x, y)= & \frac{\min (x, y)\left(\alpha^{x}+\alpha^{y}\right)}{\ln (\alpha)}+\frac{2\left(1-\alpha^{\min (x, y)}\right)}{\ln (\alpha)^{2}}  \tag{30}\\
\bar{\nu}_{\mathrm{TC}}(x)= & \frac{x \alpha^{x} \ln (\alpha)+2\left(1-\alpha^{x}\right)}{\ln (\alpha)^{2}}  \tag{31}\\
\nu_{\mathrm{DC}}(x, y)= & \frac{\left(1-\gamma^{-\min (x, y)}\right)\left((\alpha \gamma)^{x}+(\alpha \gamma)^{y}\right)}{\ln (\gamma) \ln (\alpha \gamma)} \\
& +\frac{2-2 \alpha^{\min (x, y)}}{\ln (\alpha) \ln (\alpha \gamma)}  \tag{32}\\
\bar{\nu}_{\mathrm{DC}}(x)= & \frac{\alpha^{x} \gamma^{x}-\alpha^{x}}{\ln (\gamma) \ln (\alpha \gamma)}+\frac{2-2 \alpha^{x}}{\ln (\alpha) \ln (\alpha \gamma)}  \tag{33}\\
\nu_{\mathrm{SS}}(x, y)= & \frac{\left(\alpha^{\min (x, y)}-1\right)\left(\alpha^{2 x}+\alpha^{2 y}\right)}{2 \ln (\alpha)^{2}} \\
& -\frac{\min (x, y)\left(\alpha^{3 x}+\alpha^{3 y}\right)}{9 \ln (\alpha)}+\frac{7-7 \alpha^{3 \min (x, y)}}{27 \ln (\alpha)^{2}}  \tag{34}\\
\bar{\nu}_{\mathrm{SS}}(x)= & \frac{14-27 \alpha^{2 x}+13 \alpha^{3 x}}{54 \ln (\alpha)^{2}}-\frac{x \alpha^{3 x}}{9 \ln (\alpha)} . \tag{35}
\end{align*}
$$

Similar to the previous theorem, we can calculate the closed-form of $\left\|\varphi_{0}\right\|^{2}=\left\langle\varphi_{0}, \varphi_{0}\right\rangle$ for the standard stable kernels. The following theorem presents these closed-forms.

Theorem 12: We have $\left\|\varphi_{\mathrm{TC}, 0}\right\|^{2}=2(\ln (\alpha))^{-2}, \quad\left\|\varphi_{\mathrm{DC}, 0}\right\|^{2}=$ $2(\ln (\alpha) \ln (\alpha \gamma))^{-2}$, and $\left\|\varphi_{\mathrm{SS}, 0}\right\|^{2}=7(27 \ln (\alpha))^{-2}$.

Based on the discussion above, we can derive the key elements of optimization (8) and solve Problem 1 to identify the impulse response of system. This procedure is summarized in Algorithm 1.

## C. Hyperparameter Tuning

To employ Algorithm 1, in addition to the set of data $\mathscr{D}$, an appropriate stable kernel $\mathbb{k}$ and the regularization weight $\lambda$ are required. The general form of the kernel depends on the shape and smoothness of the impulse response to be identified. Following specifying the type of kernel, in addition to $\lambda$, it is required to determine the hyperparameters $\theta_{\mathrm{k}}$ characterizing kernel $\mathbb{k}$. Therefore, we need to estimate the vector of hyperparameters $\theta:=\left[\lambda, \theta_{\left.1_{k}\right]}\right]$ in the admissible set $\Theta \subseteq \mathbb{R}^{n_{\theta}}$. For


Fig. 2. Step responses for system $\mathcal{S}$ and the models estimated in Example 1. The step response s ${ }^{\star}$ corresponds to the proposed method.
this purpose, we use a cross-validation mechanism equipped with a Bayesian optimization heuristic [31]. More precisely, the index set of data is partitioned into disjoint sets $\mathcal{I}_{\mathrm{T}}$ and $\mathcal{I}_{\mathrm{V}}$ to be utilized respectively for training and validation. According to the prediction error on the validation data, the model evaluation metric $v: \Theta \rightarrow \mathbb{R}$, is defined as

$$
\begin{equation*}
v(\theta)=\frac{1}{\left|\mathcal{I}_{\mathrm{V}}\right|} \sum_{i \in \mathcal{I}_{\mathrm{V}}}\left(y_{t_{i}}-\mathrm{L}_{t_{i}}^{\mathrm{u}}(\mathrm{~g}(\theta))\right)^{2} \tag{36}
\end{equation*}
$$

where $g(\theta)$ is the impulse response identified using the proposed identification technique given the training data and the hyperparameters $\theta$. Then, $\theta$ is estimated as $\hat{\theta}:=\operatorname{argmin}_{\theta \in \Theta} v(\theta)$. The dependency of model evaluation metric $v$ to the vector of hyperparameters is in a black-box oracle form. To solve this optimization problem, we use a Bayesian optimization algorithm, such as GP-LCB, which is available through MATLAB's bayesopt function [31].

## VI. Numerical Examples

In this section, we demonstrate and compare the performance of the proposed method through several numerical examples.

Example 1: For the example provided in Section III, we employ the proposed identification scheme presuming that the SSG of the system is given, i.e., we know that $\ell_{0}\left(\mathrm{~g}^{(\mathcal{S})}\right)=1$. Accordingly, we apply Algorithm 1 given the set of measurement data $\mathscr{D}$ and $\delta=1$. We utilize $\mathbb{k}_{\mathrm{TC}}$ introduced in (12) and tune its hyperparameters based on the cross-validation mechanism introduced in Section V-C. To this end, the first $80 \%$ of data points are chosen for training and the remaining $20 \%$ for validation. Given this partitioning of the measurement data, the hyperparameters $\theta=[\lambda, \alpha]$ are estimated as $\operatorname{argmin}_{\theta \in \Theta} v(\theta)$, where $v$ is the model evaluation metric defined in (36). We solve this optimization problem using GP-LCB Bayesian optimization approach [31]. Fig. 2 shows the step response corresponding to $\mathrm{g}^{\star}$ together with the step responses of the models $\hat{\mathrm{g}}_{1}$ and $\hat{\mathrm{g}}_{2}$, estimated in Section III. For the estimated impulse response $\mathrm{g}^{\star}$, we have $\ell_{0}\left(\mathrm{~g}^{\star}\right)=1.00$. To evaluate and compare the estimated impulse responses, we employ the following performance metric:

$$
\begin{equation*}
\operatorname{Perf}(\mathrm{g})=100 \times\left(1-\frac{\left\|\mathrm{g}-\mathrm{g}^{(\mathcal{S})}\right\|_{2}}{\left\|\mathrm{~g}^{(\mathcal{S})}\right\|_{2}}\right), \quad \forall \mathrm{g} \in \mathscr{H}_{\mathfrak{l}} . \tag{37}
\end{equation*}
$$

For the estimated impulse responses, we have $\operatorname{Perf}\left(\hat{\mathrm{g}}_{1}\right)=70.88 \%$, $\operatorname{Perf}\left(\hat{\mathrm{g}}_{2}\right)=58.60 \%$, and $\operatorname{Perf}\left(\mathrm{g}^{\star}\right)=95.84 \%$. Accordingly, one can see that the proposed scheme outperforms the existing methods in terms of performance metric $\operatorname{Perf}(\cdot)$ and the precision of resulting SSG. $\triangle$

Example 2: In this example, we compare the performance of the proposed identification method with the existing schemes through a Monte Carlo analysis. To this end, with respect to each $(n, r)$ in $\{16,17, \ldots, 25\} \times\{0.8,0.82, \ldots, 0.96\}$, we employ MATLAB's drss function to randomly generate a discrete-time LTI system with order $n$ and spectral radius $r$. We normalize these systems with their $\mathcal{H}_{2}{ }^{-}$ norm and set them initially at rest. For each of these systems, a random zero-mean white Gaussian input signal with length $n_{\mathscr{D}}=200$ is generated using MATLAB's idinput function. By applying these input signals to the systems, we obtain their noiseless output signals. We consider three levels of SNR: high, medium, and low, which are 5,15 , and 25 dB ,


Fig. 3. Box plots compare methods discussed in Example 2 via fitting metric (37) for different SNR levels. One can see the proposed method $(\mathrm{G})$ shows superior performance. Note that the $y$-axis range has been adjusted to improve visibility in each of these box plots.
respectively. For the additive measurement uncertainty, we generate a zero-mean white Gaussian signal for each of these SNR levels and each output signal. The noiseless output signal is then corrupted with the corresponding additive noise signals, and the resulting noisy output is measured at time instants $t_{i}=i$, for $i=0,1, \ldots, 199$. As a result, we have 100 sets of input-output data for each of the aforementioned SNR values. We employ the these input-output datasets and the following identification methods to estimate the impulse response of corresponding systems.
A. This method is a modified subspace approach incorporating steadystate features of output [22].
B. This method estimates impulse response by solving a constrained optimization problem formulated based on a behavioral approach [24].
C. This method considers the interpretation of subspace identification as the optimal multistep ahead prediction and modifies it to a constrained least-squares problem where the imposed equality constraint models the SSG information [21].
D. This method is a general Bayesian variant of the optimal multistep ahead predictor interpretation of subspace identification approach, where SSG information is integrated into the covariance of the prior distribution [3].
E. In this method, the step response of system is first estimated by a kernel-based Bayesian approach, and then, the FIR is calculated using discrete derivative [25].
F. This method estimates an FIR model based on a kernel-based Bayesian approach where the SSG information is enforced on the total summation of the estimated FIR [26].
G. The last method is the scheme proposed in this article and summarized in Algorithm 1.
The kernel-based methods E, F, and G employ the same kernel type (11) to give a fair comparison. To evaluate and compare the estimation performances of these methods, we employ the metric introduced in (37). The results are shown and compared in Fig. 3.

Discussion: From Fig. 3, we observe that the proposed identification scheme demonstrates better estimation performance than other methods. Indeed, methods A, B, C, and D are based on the subspace approach and prediction error minimization. Meanwhile, the proposed scheme is a kernel-based method in which the stability of the system is included and the model complexity tuning is implemented based on the effective approach of estimating continuous regularization hyperparameters rather than selecting an integer order [4], [32]. The methods E and F estimate an FIR model for the system, which can be inexact when the spectral radius of the system is close to one, and the impulse response of system can not be approximated well by a short FIR. Moreover, the discrete derivative employed in method F makes the estimation prone to numerical sensitivity, particularly when the data is noisy. On the other hand, the proposed scheme estimates directly the impulse response without any truncation and inexact numerical procedures such as discrete derivatives.

## VII. CONCLUSION

We have addressed the impulse response identification problem when side-information on the SSG of the system is provided. The problem is formulated as a generic nonparametric identification in the form of an infinite-dimensional constrained convex program over the RKHS of integrable impulse responses, where the imposed linear constraints enforce the integration of the given side-information into the solution. We have shown that the SSG is a bounded operator over the employed RKHS, which guarantees the existence and uniqueness of the solution. Using the representer theorem, the optimization problem is reduced to a tractable finite-dimensional convex program. Compared to the existing methods, the proposed identification approach can utilize non-uniform measurement samples and integrate SSG side-information into the continuous-time models directly. Through an extensive Monte Carlo numerical experiment, we have verified that the introduced methodology outperforms the benchmark approaches. The observed performance superiority is due to the direct estimation of the impulse response without truncation and without inexact numerical procedures such as discrete derivatives.

## APPENDIX

## 1) Proof of Theorem 1

Let $\mathbb{T}=\mathbb{R}_{+}, r \in \mathbb{R}_{+}$, and $I_{r}:=\int_{0}^{r} \int_{0}^{r} \mathbb{k}(s, t) \mathrm{d} s \mathrm{~d} t$, which is welldefined since $\mathbb{k}$ is an integrable kernel. Define $\mathrm{f}_{n}^{(r)}:=\left(f_{n, s}^{(r)}\right)_{s \in \mathbb{R}_{+}} \in$
 From the reproducing property, for any $n, m \in \mathbb{Z}_{+}$, we know that

$$
\begin{aligned}
\left\langle\mathrm{f}_{n}^{(r)}\right. & \left., \mathrm{f}_{m}^{(r)}\right\rangle-I_{r}=\left\langle\frac{r}{n} \sum_{i=0}^{n-1} \mathbb{k}\left(\frac{i}{n} r, \cdot\right), \frac{r}{m} \sum_{j=0}^{m-1} \mathbb{k}\left(\frac{j}{m} r, \cdot\right)\right\rangle-I_{r} \\
& =\sum_{i=0}^{n-1} \sum_{j=0}^{m-1}\left[\mathbb{k}\left(\frac{i}{n} r, \frac{j}{m} r\right) \frac{r^{2}}{n m}-\int_{\frac{i}{n} r}^{\frac{i+1}{n} r} \int_{\frac{j}{m} r}^{\frac{j+1}{m} r} \mathbb{k}(s, t) \mathrm{d} s \mathrm{~d} t\right] \\
& =\sum_{i=0}^{n-1} \sum_{j=0}^{m-1} \int_{\frac{i}{n} r}^{\frac{i+1}{n} r} \int_{\frac{j}{m} r}^{\frac{j+1}{m} r}\left[\mathbb{k}\left(\frac{i}{n} r, \frac{j}{m} r\right)-\mathbb{k}(s, t)\right] \mathrm{d} s \mathrm{~d} t
\end{aligned}
$$

Since $[0, r]^{2}$ is a compact region, continuity of $\mathbb{k}$ implies that $\mathbb{k}$ is uniformly continuous on $[0, r]^{2}$. Therefore, for any $\varepsilon>0$, there exists $\delta_{\varepsilon} \in \mathbb{R}_{+}$such that we have $\left|\mathbb{k}^{2}\left(s_{1}, t_{1}\right)-\mathbb{k}_{k}\left(s_{2}, t_{2}\right)\right| \leq \frac{1}{4} \varepsilon^{2} r^{-2}$, for any $s_{1}, s_{2}, t_{1}, t_{2} \in[0, r]$ where $\left|s_{1}-s_{2}\right|+\left|t_{1}-t_{2}\right| \leq \delta_{\varepsilon}$. Accordingly, if $n, m \geq n_{\varepsilon}$, where $n_{\varepsilon}$ is the smallest positive integer larger than $\frac{1}{\delta_{\varepsilon}} 2 r$, one has

$$
\begin{equation*}
\left|\left\langle\mathrm{f}_{n}^{(r)}, \mathrm{f}_{m}^{(r)}\right\rangle-I_{r}\right| \leq \sum_{i=0}^{n-1} \sum_{j=0}^{m-1} \int_{\frac{i}{n} r}^{\frac{i+1}{n} r} \int_{\frac{j}{m} r}^{\frac{j+1}{m} r} \frac{\varepsilon^{2}}{4 r^{2}} \mathrm{~d} s \mathrm{~d} t=\frac{1}{4} \varepsilon^{2} \tag{38}
\end{equation*}
$$

Therefore, one can easily see that $\left\|\mathrm{f}_{n}^{(r)}-\mathrm{f}_{m}^{(r)}\right\| \leq \varepsilon$, for any $n, m \geq$ $n_{\varepsilon}$. Accordingly, $\left\{\mathrm{f}_{n}^{(r)}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in the Hilbert space $\mathscr{H}_{\mathrm{k}}$, which implies that there exists $\mathrm{f}^{(r)}=\left(f_{s}^{(r)}\right)_{s \in \mathbb{R}_{+}}$in $\mathscr{H}_{\mathrm{k}}$ such that $\left\{\mathrm{f}_{n}^{(r)}\right\}_{n=1}^{\infty}$ converges to $\mathrm{f}^{(r)}$. Due to the reproducing property, we know that $f_{s}^{(r)}-f_{n, s}^{(r)}=\left\langle\mathrm{f}^{(r)}-\mathrm{f}_{n}^{(r)}, \mathfrak{k}_{s}\right\rangle$, for any $s \in \mathbb{R}_{+}$. Thus, from the Cauchy-Schwartz inequality, we know

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|f_{s}^{(r)}-f_{n, s}^{(r)}\right| \leq \lim _{n \rightarrow \infty}\left\|\mathrm{f}^{(r)}-\mathrm{f}_{n}^{(r)}\right\|\left\|\mathrm{k}_{s}\right\|=0 \tag{39}
\end{equation*}
$$

i.e., we have $\lim _{n \rightarrow \infty} f_{n, s}^{(r)}=f_{s}^{(r)}$. Furthermore, we know that

$$
\left|f_{n, s}^{(r)}-\int_{0}^{r} \mathbb{k}(s, t) \mathrm{d} t\right|=\left|\sum_{i=0}^{n-1} \int_{\frac{i}{n} r}^{\frac{i+1}{n} r}\left[\mathbb{k}\left(\frac{i}{n} r, s\right)-\mathbb{k}(t, s)\right] \mathrm{d} t\right|
$$

$$
\leq \sum_{i=0}^{n-1} \int_{\frac{i}{n} r}^{\frac{i+1}{n} r}\left|\mathbb{k}\left(\frac{i}{n} r, s\right)-\mathbb{k}(t, s)\right| \mathrm{d} t \leq \sum_{i=0}^{n-1} \frac{1}{n} \frac{\varepsilon^{2}}{4 r^{2}}=\frac{\varepsilon^{2}}{4 r^{2}}
$$

Subsequently, we have $f_{s}^{(r)}=\lim _{n \rightarrow \infty} f_{n, s}^{(r)}=\int_{0}^{r} \mathbb{k}(s, t) \mathrm{d} t$, i.e., $\mathrm{f}^{(r)}=\int_{0}^{r} \mathbb{k}(\cdot, t) \mathrm{d} t$. Accordingly, from $\lim _{n \rightarrow \infty} \mathrm{f}_{n}^{(r)}=\mathrm{f}^{(r)}$, (38) and the definition of $I_{r}$, it follows that

$$
\begin{equation*}
\left\|\int_{0}^{r} \mathrm{k}(\cdot, t) \mathrm{d} t\right\|^{2}=\left\|\mathrm{f}^{(r)}\right\|^{2}=\lim _{n \rightarrow \infty}\left\langle\mathrm{f}_{n}^{(r)}, \mathrm{f}_{n}^{(r)}\right\rangle=\int_{0}^{r} \int_{0}^{r} \mathrm{k}(s, t) \mathrm{d} s \mathrm{~d} t \tag{40}
\end{equation*}
$$

Take an arbitrary $\mathrm{g}=\left(g_{t}\right)_{t \in \mathbb{R}_{+}}$in $\mathscr{H}_{\mathrm{k}}$ and $t, \varepsilon \in \mathbb{R}_{+}$such that $t+\varepsilon \in$ $\mathbb{R}_{+}$. Since $\mathbb{k}_{\mathrm{k}}$ is symmetric and continuous, and due to the CauchySchwartz inequality and the reproducing property, we have

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0}\left|g_{t+\varepsilon}-g_{t}\right|=\lim _{\varepsilon \rightarrow 0}\left|\left\langle\mathbb{k}_{t+\varepsilon}-\mathbb{k}_{t}, \mathrm{~g}\right\rangle\right| \leq \lim _{\varepsilon \rightarrow 0}\left\|\mathbb{k}_{t+\varepsilon}-\mathbb{k}_{t}\right\|\|\mathrm{g}\| \\
& =\lim _{\varepsilon \rightarrow 0}[\mathbb{k}(t+\varepsilon, t+\varepsilon)-2 \mathbb{k}(t, t+\varepsilon)+\mathbb{k}(t, t)]^{\frac{1}{2}}\|\mathrm{~g}\|=0
\end{aligned}
$$

which implies the continuity of $\mathrm{g}=\left(g_{t}\right)_{t \in \mathbb{R}_{+}}$as a function of $t$. Therefore, the Riemann integral of g on $[0, r]$ is well-defined. Accordingly, from the definition of $\mathrm{f}_{n}^{(r)}$, the reproducing property and $\lim _{n \rightarrow \infty} \mathrm{f}_{n}^{(r)}=\mathrm{f}^{(r)}$, it follows that

$$
\begin{aligned}
\int_{0}^{r} g_{t} \mathrm{~d} t & =\lim _{n \rightarrow \infty} \frac{r}{n} \sum_{i=0}^{n-1} g\left(\frac{i}{n} r\right)=\lim _{n \rightarrow \infty}\left\langle\mathrm{f}_{n}^{(r)}, \mathrm{g}\right\rangle \\
& =\left\langle\mathrm{f}^{(r)}, \mathrm{g}\right\rangle=\left\langle\int_{0}^{r} \mathrm{k}(\cdot, t) \mathrm{d} t, \mathrm{~g}\right\rangle
\end{aligned}
$$

For $n \in \mathbb{N}$, set $r_{n}:=\min \left\{r \geq n\left|\int_{r}^{\infty} \int_{r}^{\infty}\right| \mathbb{k}(s, t) \left\lvert\, \mathrm{d} s \mathrm{~d} t \leq \frac{1}{n}\right.\right\}$, which is well-defined since $\mathbb{k}$ is continuous and integrable. Note that $\left\{r_{n}\right\}_{n=1}^{\infty}$ is an unbounded strictly increasing sequence. For any $n, m \in \mathbb{N}$, such that $n \leq m$, we have

$$
f_{t}^{\left(r_{n}\right)}-f_{t}^{\left(r_{m}\right)}=\int_{0}^{r_{n}} \mathbb{k}(s, t) \mathrm{d} s-\int_{0}^{r_{m}} \mathbb{k}(s, t) \mathrm{d} s=\int_{r_{m}}^{r_{n}} \mathbb{k}(s, t) \mathrm{d} s
$$

Accordingly, one can see that

$$
\begin{aligned}
& \left\|\mathrm{f}^{\left(r_{n}\right)}-\mathrm{f}^{\left(r_{m}\right)}\right\|^{2}=\left\langle\mathrm{f}^{\left(r_{n}\right)}, \mathrm{f}^{\left(r_{n}\right)}-\mathrm{f}^{\left(r_{m}\right)}\right\rangle-\left\langle\mathrm{f}^{\left(r_{m}\right)}, \mathrm{f}^{\left(r_{n}\right)}-\mathrm{f}^{\left(r_{m}\right)}\right\rangle \\
& \quad=\int_{0}^{r_{n}} f_{t}^{\left(r_{n}\right)}-f_{t}^{\left(r_{m}\right)} \mathrm{d} t-\int_{0}^{r_{m}} f_{t}^{\left(r_{n}\right)}-f_{t}^{\left(r_{m}\right)} \mathrm{d} t \\
& \quad=\int_{r_{m}}^{r_{n}} \int_{r_{m}}^{r_{n}} \mathbb{k}(s, t) \mathrm{d} s \mathrm{~d} t \leq \int_{r_{m}}^{r_{n}} \int_{r_{m}}^{r_{n}}|\mathbb{k}(s, t)| \mathrm{d} s \mathrm{~d} t \leq \frac{1}{m}
\end{aligned}
$$

Thus, $\left\{\mathrm{f}^{\left(r_{n}\right)}\right\}_{n=1}^{\infty}$ is a Cauchy sequence, and, we know that there exists $\mathrm{f}=\left(f_{s}\right)_{s \in \mathbb{R}_{+}} \in \mathscr{H}_{\mathbb{l}_{\mathrm{k}}}$ such that $\lim _{n \rightarrow \infty} \mathrm{f}^{\left(r_{n}\right)}=\mathrm{f}$. Subsequently, due to the reproducing property, for any $s \in \mathbb{R}_{+}$, we have

$$
f_{s}=\left\langle\mathrm{f}, \mathfrak{k}_{s}\right\rangle=\lim _{n \rightarrow \infty}\left\langle\mathrm{f}^{\left(r_{n}\right)}, \mathbb{k}_{s}\right\rangle=\lim _{n \rightarrow \infty} \int_{0}^{r_{n}} \operatorname{k}(s, t) \mathrm{d} t=\int_{0}^{\infty} \mathbb{k}(s, t) \mathrm{d} t
$$

where the last equality holds due to $\mathbb{k}_{s} \in \mathscr{H}_{\mathbb{k}}, \mathscr{H}_{\mathbb{k}} \subset \mathscr{L}^{1}$, and the dominated convergence theorem. Note that f coincides with $\varphi_{0}$ defined by (5). Accordingly, due to $\lim _{n \rightarrow \infty} \mathrm{f}^{\left(r_{n}\right)}=\mathrm{f},(40)$, the definition of f , and the dominated convergence theorem, we have

$$
\begin{aligned}
& \left\|\int_{0}^{\infty} \mathbb{k}(\cdot, t) \mathrm{d} t\right\|^{2}=\|\mathrm{f}\|^{2}=\lim _{n \rightarrow \infty}\left\|\mathrm{f}^{\left(r_{n}\right)}\right\|^{2} \\
& \quad=\lim _{n \rightarrow \infty} \int_{0}^{r_{n}} \int_{0}^{r_{n}} \mathbb{k}(s, t) \mathrm{d} s \mathrm{~d} t=\int_{0}^{\infty} \int_{0}^{\infty} \mathbb{k}(s, t) \mathrm{d} s \mathrm{~d} t
\end{aligned}
$$

Similarly, for any $\mathrm{g}=\left(g_{t}\right)_{t \in \mathbb{R}_{+}} \in \mathscr{H}_{\mathbb{k}}$, one can see that

$$
\begin{aligned}
& \left\langle\int_{0}^{\infty} \mathbb{k}(\cdot, t) \mathrm{d} t, \mathrm{~g}\right\rangle=\langle\mathrm{f}, \mathrm{~g}\rangle=\lim _{n \rightarrow \infty}\left\langle\mathrm{f}^{\left(r_{n}\right)}, \mathrm{g}\right\rangle \\
& \quad=\lim _{n \rightarrow \infty}\left\langle\int_{0}^{r_{n}} \mathbb{k}(\cdot, t) \mathrm{d} t, \mathrm{~g}\right\rangle=\lim _{n \rightarrow \infty} \int_{0}^{r_{n}} g_{t} \mathrm{~d} t=\int_{0}^{\infty} g_{t} \mathrm{~d} t
\end{aligned}
$$

where the last equality is due to the dominated convergence theorem and the fact that g is integrable. Therefore, we have $\ell_{0}(\mathrm{~g})=\langle\mathrm{f}, \mathrm{g}\rangle$, which concludes the proof for the case of $\mathbb{T}=\mathbb{R}_{+}$. The proof for the discrete-time is based on similar line of arguments (see [30, Appendix $B]$ for more details).

## 2) Proof of Theorem 2

Let $\delta$ be a real scalar such that $\underline{\delta} \leq \delta \leq \bar{\delta}$. We know that $\ell_{0}\left(\mathfrak{k}_{\tau}\right)=$ $\int_{\mathbb{R}_{+}} \mathbb{k}_{k}(\tau, t) \mathrm{d} t$ is non-zero. Define h as $\mathrm{h}:=\frac{\delta}{\ell_{0}\left(\mathfrak{k}_{\tau}\right)} \mathbb{k}_{\tau} \in \mathscr{H}_{\mathfrak{l}_{\mathrm{k}}}$. One can see that $\ell_{0}(\mathrm{~h})=\delta \in[\underline{\delta}, \bar{\delta}]$, and hence, $\mathrm{h} \in \mathscr{G}_{\mathbb{k}}([\underline{\delta}, \bar{\delta}])$. Thus, $\mathscr{G}_{\mathbb{k}^{k}}([\underline{[ }, \bar{\delta}])$ is non-empty. From Theorem 1, we know that $\mathscr{\mathscr { G }}_{\mathbf{k}}([\underline{\delta}, \bar{\delta}])$ is the intersection of $\left\{\mathrm{g} \in \mathscr{H}_{\mathcal{k}_{\mathrm{k}}} \mid\left\langle\varphi_{0}, \mathrm{~g}\right\rangle \geq \underline{\delta}\right\}$ and $\left\{\mathrm{g} \in \mathscr{H}_{\mathfrak{k}_{\mathrm{k}}} \mid\left\langle\varphi_{0}, \mathrm{~g}\right\rangle \leq \bar{\delta}\right\}$, which are closed half-spaces in $\mathscr{H}_{\mathfrak{k}}$. Therefore, $\mathscr{G}_{\mathfrak{k}}([\underline{\delta}, \bar{\delta}])$ is a convex and closed subset of $\mathscr{H}_{\mathbb{k}}$ as well. This concludes the proof.

## 3) Proof of Theorem 4

Define $\mathcal{J}: \mathscr{H}_{\mathrm{k}} \rightarrow \mathbb{R}_{+} \cup\{+\infty\}$ as $\mathcal{J}(\mathrm{g}):=\mathcal{E}_{\ell}(\mathrm{g})+\lambda \mathcal{R}(\mathrm{g})+$ $\delta_{\mathscr{F}}(\mathrm{g})$, for all $\mathrm{g} \in \mathscr{H}_{\mathfrak{k}}$, where $\mathscr{G}$ is defined as $\mathscr{G}_{\mathfrak{k}}([\underline{\delta}, \bar{\delta}])$ for the ease of notation. Note that $\min _{g \in \mathscr{H}_{\mathfrak{k}^{k}}} \mathcal{J}(g)$ is equivalent to (4). For h introduced in the proof of Theorem 2 , we know $\mathrm{h} \in \mathscr{G}$, i.e., $\delta_{\mathscr{G}}(\mathrm{h})=0$. Subsequently, we have $\mathcal{J}(\mathrm{h})=\mathcal{E}_{\ell}(\mathrm{h})+\lambda \rho(\|\mathrm{h}\|)<\infty$, which implies that $\mathcal{J}$ is a proper function. Due to Theorem $2, \mathscr{G}$ is convex and closed. Accordingly, $\delta \mathscr{G}: \mathscr{H}_{k \mathfrak{k}} \rightarrow \mathbb{R} \cup\{+\infty\}$ is a proper lower semi-continuous convex function [33]. Moreover, from Lemma 3, and also the continuity and convexity of function $\ell$, it follows that $\mathcal{E}_{\ell}: \mathscr{H}_{\mathbb{k}} \rightarrow \mathbb{R}_{+}$is convex and continuous. The convexity of function $\rho$ implies its continuity. Furthermore, since $\rho$ is strictly increasing, we know that $\mathcal{R}: \mathscr{H}_{k_{\mathrm{k}}} \rightarrow \mathbb{R}_{+}$is a strictly convex continuous function. Thus, $\mathcal{J}: \mathscr{H}_{k} \rightarrow \mathbb{R} \cup\{+\infty\}$ is a proper lower semi-continuous strictly convex function, and subsequently, $\min _{g \in \mathscr{H}_{\mathrm{k}}} \mathcal{J}(g)$ admits a unique finite solution [33], denoted by $\mathrm{g}^{\star}$. From the definition of $\mathscr{G}$ as $\mathscr{U}_{\mathfrak{l k}}([\underline{\delta}, \bar{\delta}])$, Theorem 1, one has $\delta_{\mathscr{G}}(\mathrm{g})=\delta_{[\underline{\delta}, \bar{\delta}]}\left(\left\langle\varphi_{0}, \mathrm{~g}\right\rangle\right)$, for all $\mathrm{g} \in \mathscr{H}_{\mathfrak{k}}$. Also, according to Lemma 3, we know that $\mathcal{E}_{\ell}(\mathrm{g})=\ell\left(\left[\left\langle\varphi_{i}, \mathrm{~g}\right\rangle\right]_{i=1}^{n_{\mathcal{I}}}, \mathrm{y}_{\mathcal{I}}\right)$, for all $\mathrm{g} \in \mathscr{H}_{\mathrm{k}_{\mathrm{k}}}$. Let function $e: \mathbb{R}^{n_{\mathcal{I}}+1} \rightarrow \mathbb{R}_{+} \cup\{+\infty\}$ be defined as $e\left(\left[z_{i}\right]_{i=0}^{n_{\mathcal{I}}}\right)=\ell\left(\left[z_{i}\right]_{i=1}^{n_{\mathcal{I}}}, \mathrm{y}_{\mathcal{I}}\right)+\lambda \delta_{[\underline{\delta}, \bar{\delta}]}\left(z_{0}\right)$, for any $\left[z_{i}\right]_{i=0}^{n_{\mathcal{I}}}$. Then, we have $e\left(\left[\left\langle\varphi_{i}, \mathrm{~g}\right\rangle\right]_{i=0}^{n_{\mathcal{I}}}\right)=\mathcal{E}_{\ell}(\mathrm{g})+\lambda \delta_{\mathscr{G}}(\mathrm{g})$, for any $\mathrm{g} \in \mathscr{H}_{\mathfrak{k}}$. Since $\min _{g \in \mathscr{H}_{\mathbf{k}}} \mathcal{J}(g)$ admits a solution, it has a solution in $\operatorname{span}\left\{\varphi_{i}\right\}_{i=0}^{n_{\mathcal{I}}}$ due to representer theorem (see [34] or [30, Appendix O]). According to the uniqueness of this solution, we know that $\mathrm{g}^{\star}$ belongs to $\operatorname{span}\left\{\varphi_{i}\right\}_{i=0}^{n_{\mathcal{I}}}$, i.e., $\mathrm{g}^{\star}$ has the mentioned parametric form. For each $\mathrm{g} \in \operatorname{span}\left\{\varphi_{i}\right\}_{i=0}^{n_{\mathcal{I}}}$, we know that there exists $\mathrm{x}=\left[x_{i}\right]_{i=0}^{n_{\mathcal{I}}}$ such that $\mathrm{g}=\sum_{j=0}^{n_{\mathcal{I}}} x_{j} \varphi_{j}$. Thus, from linearity of inner product and definition of $\Phi, \mathrm{A}$, and $\mathrm{a}_{0}$, we have $\ell_{0}(\mathrm{~g})=\mathrm{a}_{0}^{\top} \mathrm{x},\left[\mathrm{L}_{t_{i}}^{\mathrm{u}}(\mathrm{g})\right]_{i \in \mathcal{I}}=\mathrm{Ax}$, and $\|\mathrm{g}\|^{2}=\mathrm{x}^{\top} \Phi \mathrm{x}$. Hence, we obtain convex program (8) by replacing $g$ in (4) with its parametric form.

## 4) Proof of Theorem 6

From Lemma 3, the definition of matrices $K$ and $T_{u}$, and since $u_{t}=0$ for $t<0$, one can see that

$$
\begin{equation*}
\left\langle\varphi_{i}, \varphi_{j}\right\rangle=\sum_{s=0}^{i-1} \sum_{t=0}^{j-1} \mathbb{k}^{(s, t) u_{j-1-t} u_{i-1-s}=\left[\mathrm{T}_{\mathrm{u}} \mathrm{KT}_{\mathrm{u}}^{\mathrm{T}}\right]_{(i, j)}} \tag{41}
\end{equation*}
$$

for any $i, j \in\left\{1, \ldots, n_{\mathscr{D}}\right\}$. Moreover, due to (5), we have

$$
\begin{equation*}
\left\langle\varphi_{i}, \varphi_{0}\right\rangle=\sum_{s=0}^{i-1} \varphi_{0, s} u_{i-1-s}=\left[\mathrm{T}_{\mathrm{u}} \varphi\right]_{(i)} \tag{42}
\end{equation*}
$$

for any $i \in\left\{1, \ldots, n_{\mathscr{D}}\right\}$. Following this, the claim concludes from the definition of matrix $\Phi$ and the fact that $\Phi=\Phi^{\top}$.

## 5) Proof of Theorem 7

From (7) and definition of $u$, we have

$$
\begin{aligned}
\varphi_{\tau, t}^{(\mathrm{u})} & =\int_{\mathbb{R}_{+}} \mathbb{k}(t, s) \sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}(\tau-s) \mathrm{d} s \\
& =\sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \int_{\bar{s}_{i+1}(\tau)}^{\bar{s}_{i}(\tau)} \mathbb{k}(t, s) \mathrm{d} s
\end{aligned}
$$

Thus, the claim is implied by the definition of $\psi$.

## 6) Proof of Theorem 8

First, we consider the case of TC kernel. For $t \leq a$, we have

$$
\begin{equation*}
\psi_{\mathrm{TC}}(t, a, b)=\int_{a}^{b} \alpha^{s} \mathrm{~d} s=\frac{\alpha^{b}-\alpha^{a}}{\ln (\alpha)} \tag{43}
\end{equation*}
$$

Also, for $t \geq b$, one has

$$
\begin{equation*}
\psi_{\mathrm{TC}}(t, a, b)=\int_{a}^{b} \alpha^{t} \mathrm{~d} s=(b-a) \alpha^{t} \tag{44}
\end{equation*}
$$

Similar to the previous cases, when $t \in(a, b)$, we have

$$
\psi_{\mathrm{TC}}(t, a, b)=\int_{a}^{t} \alpha^{t} \mathrm{~d} s+\int_{t}^{b} \alpha^{s} \mathrm{~d} s=(t-a) \alpha^{t}+\frac{\alpha^{b}-\alpha^{t}}{\ln (\alpha)}
$$

Accordingly, due to (43), (44), and the definition of $\eta$, one can see (18) holds. We have a similar argument for DC and SS kernels (see [30, Appendix J] for more details).

## 7) Proof of Theorem 9

From the definition of $\varphi_{0}$ and function $\psi$, we have

$$
\varphi_{0, t}=\int_{0}^{\infty} \mathbb{k}(s, t) \mathrm{d} s=\lim _{b \rightarrow \infty} \int_{0}^{b} \mathbb{k}(s, t) \mathrm{d} s=\lim _{b \rightarrow \infty} \psi(t, 0, b)
$$

Thus, the theorem holds according to Theorem 8.

## 8) Proof of Theorem 10

Due to Theorem 1, Lemma 3 and (15), one has

$$
\begin{align*}
\left\langle\varphi_{0}, \varphi_{\tau}^{(\mathrm{u})}\right\rangle & =\int_{0}^{\infty} \varphi_{0, s} \sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}(\tau-s) \mathrm{d} s \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \mathbb{k}(s, t) \sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}(\tau-s) \mathrm{d} t \mathrm{~d} s \tag{45}
\end{align*}
$$

Thus, from the definition of $\bar{\nu}$ and $\bar{\kappa}_{i}, i=0, \ldots, n_{\mathrm{s}}-1$, we have

$$
\begin{align*}
& \left\langle\varphi_{0}, \varphi_{\tau}^{(\mathrm{u})}\right\rangle=\sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \int_{\bar{s}_{i+1}(\tau)}^{\bar{s}_{i}(\tau)} \int_{0}^{\infty} \mathbb{k}(s, t) \mathrm{d} t \mathrm{~d} s \\
& =\sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1}\left(\bar{\nu}\left(\bar{s}_{i}(\tau)\right)-\bar{\nu}\left(\bar{s}_{i+1}(\tau)\right)=\sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \bar{\kappa}_{i}(\tau)\right. \tag{46}
\end{align*}
$$

From Lemma 3 and due to (7) and (15), we know that

$$
\begin{align*}
& \left\langle\varphi_{\tau_{1}}^{(\mathrm{u})}, \varphi_{\tau_{2}}^{(\mathrm{u})}\right\rangle=\int_{0}^{\infty} \varphi_{\tau_{2}, s}^{(\mathrm{u})} \sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}\left(\tau_{1}-s\right) \mathrm{d} s \\
& \quad=\int_{0}^{\infty} \int_{0}^{\infty}\left(\mathbb{k}(s, t) \sum_{j=0}^{n_{\mathrm{s}}-1} \xi_{j+1} \mathbf{1}_{\left[s_{j}, s_{j+1}\right)}\left(\tau_{2}-t\right)\right. \\
& \left.\quad \sum_{i=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}\left(\tau_{1}-s\right)\right) \mathrm{d} t \mathrm{~d} s  \tag{47}\\
& =\sum_{i=0}^{n_{\mathrm{s}}-1} \sum_{j=0}^{n_{\mathrm{s}}-1} \xi_{i+1} \xi_{j+1} \int_{0}^{\infty} \int_{0}^{\infty}(\mathbb{k}(s, t) \\
& \left.\quad \mathbf{1}_{\left[s_{j}, s_{j+1}\right)}\left(\tau_{2}-t\right) \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}\left(\tau_{1}-s\right)\right) \mathrm{d} t \mathrm{~d} s
\end{align*}
$$

From (24), it follows that

$$
\begin{align*}
& \int_{0}^{\infty} \int_{0}^{\infty} \mathbb{k}(s, t) \mathbf{1}_{\left[s_{j}, s_{j+1}\right)}\left(\tau_{2}-t\right) \mathbf{1}_{\left[s_{i}, s_{i+1}\right)}\left(\tau_{1}-s\right) \mathrm{d} t \mathrm{~d} s \\
& =\int_{\bar{s}_{i+1}\left(\tau_{1}\right)}^{\bar{s}_{i}\left(\tau_{1}\right)} \int_{\bar{s}_{j+1}\left(\tau_{2}\right)}^{\bar{s}_{j}\left(\tau_{2}\right)} \mathrm{k}(s, t) \mathrm{d} t \mathrm{~d} s  \tag{48}\\
& =\nu\left(\bar{s}_{i}\left(\tau_{1}\right), \bar{s}_{j}\left(\tau_{2}\right)\right)-\nu\left(\bar{s}_{i+1}\left(\tau_{1}\right), \bar{s}_{j}\left(\tau_{2}\right)\right) \\
& \quad \quad-\nu\left(\bar{s}_{i}\left(\tau_{1}\right), \bar{s}_{j+1}\left(\tau_{2}\right)\right)+\nu\left(\bar{s}_{i+1}\left(\tau_{1}\right), \bar{s}_{j+1}\left(\tau_{2}\right)\right)
\end{align*}
$$

Thus, the claim is implied from (47) and (48).

## 9) Proof of Theorem 11

Since $\bar{\nu}(x)=\lim _{y \rightarrow \infty} \nu(x, y)$, it is enough to obtain $\nu(x, y)$. Without loss of generality we assume $x \leq y$. Due to the definition of $\nu$ in (24), for TC kernel, we have

$$
\begin{align*}
\nu_{\mathrm{TC}}(x, y) & =\int_{0}^{x} \int_{0}^{s} \alpha^{s} \mathrm{~d} t \mathrm{~d} s+\int_{0}^{x} \int_{s}^{y} \alpha^{t} \mathrm{~d} t \mathrm{~d} s \\
& =\int_{0}^{x} s \alpha^{s} \mathrm{~d} s+\int_{0}^{x} \frac{\alpha^{y}-\alpha^{s}}{\ln (\alpha)} \mathrm{d} s  \tag{49}\\
& =\frac{x \alpha^{x} \ln (\alpha)+1-\alpha^{x}}{\ln (\alpha)^{2}}+\frac{x \alpha^{y}}{\ln (\alpha)}-\frac{\alpha^{x}-1}{\ln (\alpha)^{2}}
\end{align*}
$$

Reordering the terms and replacing $x$ and $y$, respectively, with $\min (x, y)$ and $\max (x, y)$, we obtain $\nu_{\mathrm{TC}}(x, y)$. For $\mathbb{k}_{\mathrm{DC}}$ and $\mathbb{k}_{\mathrm{SS}}$, similar arguments hold (see [30, Appendix M] for more details).

## 10) Proof of Theorem 12

From (6) and dominated convergence theorem, we know $\left\|\varphi_{0}\right\|^{2}=$ $\lim _{x, y \rightarrow \infty} \int_{0}^{x} \int_{0}^{y} \mathrm{k}(s, t) \mathrm{d} s \mathrm{~d} t$. Thus, from the definition of $\nu$, we have $\left\|\varphi_{0}\right\|^{2}=\lim _{x, y \rightarrow \infty} \nu(x, y)$. From this, the proof is followed directly from Theorem 11.
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