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ABSTRACT Different individual features of the learner data often work as essential indicators of learning
and intervention needs. This work exploits the personas in the design thinking process as the theoretical
basis to analyze and cluster learners’ learning behavior patterns as groups. To adapt to the learning practice,
we develop data-driven personas by clustering learners’ features based on factual learning outcomes (i.e.,
knowledge gain, perceived learning experience, perceived social presence) based on unsupervised learning,
a more accessible and objective intervention design strategy for e-reading practices. Using the Chi-square
test, we quantitatively evaluate different clusters driven by various unsupervised learning methods on the
multimodal SKEP dataset. Furthermore, for a more practical real-life application, we achieved automatic
persona prediction based on the attention regulation behaviors of learners. The subject-independent
evaluation results indicate the best classification accuracy of 70% for the four-level classification task,
differentiating three personas of learners with needs and another without feedback needs. It also shows
that time-based sampling on both independent and cumulative learner behaviors works as robust predictors
of learner personas, achieving a stable accuracy range of 65%-70% throughout the e-reading with the SVM
classifier. Our work inspires the design of a real-time feedback loop for e-learning based on conversational
agents.

INDEX TERMS Data-driven persona development, human–robot interaction, instructional design, learning
analytics, unsupervised learning.

I. INTRODUCTION
Understanding users is an essential system design require-
ment for usability and better-perceived services [1]. It is espe-
cially well-emphasized for digital product (e.g., software,
online courses, eBooks) design since poor user requirement
engineering causes a perception gap between users and the
practitioners, while users are often veiled with unknown
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varieties [2]. Likewise, understanding learners’ traits and
needs has been a critical challenge in e-learning interven-
tion design. Especially, learning and learner necessities in
e-learning tend to be more specific due to the physical
absence of human educators and peers, while keeping close
attention and engagement remains a challenge compared to
the traditional on-site learning environment [3]. E-learning is
becoming a mainstream education with recent social changes
(e.g., COVID-19 [4]) with widespread e-learning platforms,
digital devices, various forms of learning interventions,
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feedback agents, and modalities (e.g., social robot [5]). Those
are designed for diverse learning objectives (e.g., formal
and informal learning [6]) in e-learning and hybrid educa-
tion settings [7]. However, e-reading system development
approaches for better engagement seem scarce compared to
the field’s rapid growth and necessities [8].

As a user-centric decision-making tool [1], [2], the concept
of ‘‘personas’’ has taken place in various domains, such as
healthcare, knowledge management, social media, software
development, and games [9] since its first appearance in 1999
[10]. Persona was devised as a practical and iterative [1] inter-
action design tool [10] in the design thinking process [11].
Persona has been further elaborated as hypothetical ‘‘archety-
pal’’ representatives [12] with specific needs, goals [13],
attitudes, skills, roles, and expected behaviors [1], [14]. Those
imaginary presences are believed to deliver certain behavioral
traits, perceptions, and beliefs of specific segments of people
in the real-world [9]. Persona is meaningful in providing a
shared understanding of target users, their needs, and system
usage [15]. Recent advancements in big data, data science
algorithms, and data infrastructures have made data-driven
persona development and analytics more accessible than
ever [9], that has been traditionally done by several dozens
of experts [16] for months and years [17]. Even though
feedback personalization in education has become more
accessible with more accurate predictions available through
sensors, algorithms, and computing resources, according to
our best knowledge, data-driven persona developments and
the following learning analytics in education for feedback
system development, especially in e-reading, have yet to be
attempted.

In this regard, we develop data-driven personas using
user modeling techniques based on unsupervised learning
and its analysis [1], [12]. Instead of designing the feedback
first and fitting learners with somewhat arbitrary criteria,
we utilize the factual learning outcomes (i.e., knowledge gain,
perceived learning experience, perceived social presence)
collected from learners and use them as features for clustering
learners, serving as the objective ground truths for analysis.
Our data-driven persona approach is especially valuable for
instructional designers and practitioners who lack standard-
ized methods for analyzing learners as groups for further
learning analytics and intervention design. Even with the
same set of learner data and analytical objectives, it is nearly
impossible to share the same criteria when developing a
persona with somewhat manual and qualitative methods, with
different perceptions and experiences of evaluators. Such
deviations in decision-making inevitably lead to subjective
and inconsistent learner clustering, which hinders timely and
adequate intervention provision for learners.

Not merely working on the quantification and diversifica-
tion of clusters, which has been a focus of early development
of quantitative persona [9], this paper strives for deeper
insights into learner analysis for e-reading intervention design
by connecting the quantified persona model to statistical
analysis. We explore utilizing data-driven learner persona to

provide valuable insights into who learners are in terms of
their categorical divisions, feature compositions, and their
needs as a group in one grasp with statistical interpretations
[18] and recognize them with classical machine learning
classifiers.

From the perspectives of instructional designers, it is
also more practical and feasible to understand the semantic
and statistical meaning of the core features of groups and
design interventions for them than making specific rules
for individual features that deliver fragmentary and linear
information. Feature-based learner divisions often end up
deriving hypothetical learners with flat and stereotypical
characteristics, which limits deeper insights about learners.
To compensate for the limitation, we suggest the intervention
design based on the data-driven persona using learners’
factual learning outcomes as major dimensions of learner
clustering.

Furthermore, we address a core issue of the utility of
the above automatically generated persona categories for
the following intervention: predicting the learners’ persona
categories for robust and timely learning interventions.
To this end, we utilize human-labeled video samples from
the SKEP dataset [19] to train machine-learning models to
achieve the prediction of learners’ persona categories based
on their real-time and accumulated behaviors. The methods
are validated via subject-independent protocols to ensure the
generalizability of our method. Our automatic data-driven
persona development framework and its prediction can assist
in forming a feedback loop for better learning outcomes and
experiences [13].
This work follows the procedure of 1) feature engineering

on various types and levels of factual learning outcomes, 2)
implementation of various unsupervised learning techniques
and validation, 3) archetype extraction and data-driven
persona development based on quartile analysis, and 4)
learner persona prediction based on attention regulation
behaviors (see Fig.1). We first utilize the multimodal
SKEP dataset with the 25 multimodal features that include
various matrices (e.g., pre-post test, Attrikdiff questionnaire,
Social Presence questionnaire, and human annotation of
six attention regulation behaviors for every second on
approximately 40 hours of video data) to understand diverse
perspectives of factual learning outcomes, collected from
60 higher education learners. It is a dataset that has
been carefully designed and collected to understand learner
behaviors and internal attributes in e-reading with emphatic
and metacognitive feedback prompts from conversational
agents. See [5] for the experimental details.

As suggested in the recent review of [9], we implement
and compare various clustering methods on the dataset, such
as k-means clustering, hierarchical clustering, Density-Based
Spatial Clustering of Applications with Noise (DBSCAN),
and spectral clustering, that represent various modelingmeth-
ods (i.e., centroid, hierarchy, density, graph) with various
hyperparameters, which have further been cross-validated
via Chi-square test. Subsequently, we conduct statistical
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analysis on each cluster to find distinctive and significant
clusters features and draw our insights based on it [15].
Using classical machine learning models, such as AdaBoost,
SVM, kNN, and Random Forest classifiers, we develop the
behavior-based prediction model for personas on multi-levels
as a part of the potential feedback loop for e-reading. All in
all, our research questions are as listed as followings.

• RQ1. How can learner features best reflect learners’
performances, experiences, and perceptions of conver-
sational agents’ interventions in e-reading?

• RQ2. How can unsupervised learning methods be used
for learner pattern clustering and validation?

• RQ3. How can we extract valuable archetypes of
learners from different clusters and develop data-driven
personas based on them?

• RQ4. Can we predict learner personas based on attention
regulation behaviors?

To summarize, our contributions are listed below.
1) To our best knowledge, it is the first attempt to extend

the data-driven persona development framework to e-reading
with conversational agents. Personas provide learner clusters
with a more concrete, multi-dimensional synthesis of learner
features that represent learner categories differently from the
cumbersome manual divisions of learners. Our feature engi-
neering and the clustering result can provide the foundation
for future data-driven persona-based learning analytics and
intervention design for learners and instructors.

2) Despite its necessity, an extensive comparison among
various clustering methods with learner data has yet to be
attempted. We implement four unsupervised models with
various modeling methods: k-means, hierarchical, DBSCAN,
and spatial clustering. We conduct a Chi-square test to
find the similarity among clusters derived by different
modeling methods to validate clusters suggested by each
other. It is a valuable attempt for future researchers’ model
implementation decisions for unsupervised learning-based
clustering.

3) We explore the application of proposed data-driven per-
sonas: predicting the learners’ persona categories for robust
and timely learning interventions. We train machine-learning
models to predict learners’ persona categories based on their
real-time and accumulated attention regulation behaviors.
It will provide a foundation for a solid HRI feedback loop
design in e-reading, promoting knowledge gain, perceived
learning experiences, and perceived social presence of
learners. It is beneficial for the following learning analytics
and instructional design in e-learning for adaptive feedback
implementation.

II. RELATED WORK
In recent years, more technology-enhanced learning and
machine learning approaches have taken roles to reveal
hidden patterns in learning and help with the intervention
design for the education administration and instructional
design [20]. This section introduces previous approaches

using unsupervised machine learning methods in diverse
learning scenarios. The topic will be more specified with the
review of data-driven persona development, which will be the
focus of this work. At the same time, the section on learning
analytics indicators on e-readingwill help us derive important
learner features and further analysis. Lastly, we develop
behavior-based machine learning models to bridge learning
analytics and data-driven persona prediction.

A. UNSUPERVISED LEARNING METHOD FOR EDUCATION
In this section, we focus on input features, objectives, and
validation methods that have been applied to unsupervised
methods in education. Reference [21] focused on individual
factors (e.g., gender, age, region, highest education, Index
of Multiple Deprivation (IMD) bands, disability) and the
data from the previous course (e.g., studied credit, number
of clicks), to gauge the student involvement and their
achievements in online-learning, using k-means clustering.
Reference [22] segmented the students’ learning behaviors,
utilizing data layers of 22 features (e.g., in information
acquisition, solution construction, and solution assessment).
It applied a t-test to represent the significance of particular
features and a sparse k-means clustering for the feature
selection and the final segmentation of learners, respectively.
Reference [23] has used k-means clustering with multimodal
indicators, such as eye-tracking, physiological, and motion-
sensing data, to automatically identify learners’ produc-
tivity states (e.g., neutral, collaborative, non-collaborative)
in collaborative learning. The model has been evaluated
through correlation analysis between learner states, task
performances, and learning gains. Reference [24] has utilized
student posts (i.e., textual dialogues) in MOOC for K-12
education to understand functional similarities of discourses
(e.g., questioning, statements, reflections, scaffolding, refer-
ences) via the k-means clustering, combined with bayesian
information criterion. For validation, machine-generated
clusters have been compared with human-coded clusters.
Reference [25] has divided learners based on their answers to
system questions, comparing clusters from hierarchical (i.e.,
hierarchical clustering) and non-hierarchical (i.e., k-means
clustering) clusters. For validation purposes, the within-group
and between-group squared sum have been evaluated,
indicating that the non-hierarchical method enables more
detailed clustering results than the hierarchical method.
Reference [26] has used 12 engagement metrics (e.g., number
of logins, number of forum reads, number of forum posts,
quiz reviews, assignment lateness, assignment submission)
to cluster higher education learners with k-means clustering
method, aiming at personalized online education. Various
values of k have been applied to draw multi-levels of learner
engagement clusters. Reference [27] has segmented higher
education learners’ using the k-means clustering method
based on learners’ academic performance (e.g., students’
entry mode, residential category, scores of courses, age, post-
UTME scores, GPA, gender, class of degree) and validated
the clusters with a self-organizing map.
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FIGURE 1. Our work covers multimodal data processing, learner categorization based on unsupervised
learning methods, archetype extraction based on statistical analysis, and personas prediction based on learner
behaviors.

All in all, 1) from available implementation cases, it has
been observed that the k-means clustering method has been
dominantly applied. The only exception was [25], which has
applied a hierarchical modeling method (i.e., hierarchical
clustering) and a non-hierarchical modeling method (i.e.,
k-means clustering) to cross-validate each cluster. 2) Large
datasets from online education platforms have often been
used as input for modeling due to the easily accessible
data. However, because such a dataset often only conveys
rather superficial quantitative log data (e.g., demographics
of learners, number of clicks), result analysis has shown its
limitation without in-depth insights on the specific topics.
It differentiates the application of our SKEP dataset, which
has been exclusively designed to understand learner behav-
iors (i.e., attention regulation behaviors), performances (i.e.,
knowledge gain), and internal states (i.e., perceived learning
experiences, perceived social presence) with metacognitive
feedback prompts from conversational agents in e-reading.
3) There has yet to be a fixed validation method for modeling
results due to the nature of the unsupervisedmachine learning
method, which relies on practitioners’ further interpretations
of results. Thus, various validation methods (e.g., within-
group squared sum, t-test) have been applied based on
researchers’ needs on model implementations. 4) Though all
works have represented learning analytics as outcomes to
certain degrees, there has yet to be an attempt to directly
analyze the effect of feedback prompts of conversational
agents and connect them with intervention loops. It supports
our attempt to develop an automatic data-driven persona and
behavior-based prediction model that expands the feedback
loop in e-reading with conversational agents.

B. DATA-DRIVEN PERSONA DEVELOPMENT APPROACHES
Personas have been developed as representative figures that
carry diverse user roles (e.g., users’ characteristics, needs,
and behaviors), profiles (e.g., demographic characteristics,
motivation, goals, and personalities of users), segments (e.g.,
user relationship to the system, fundamental needs, char-
acteristics of groups), and extreme characters (e.g., radical
personalities of users), that delivers personal, technical,
relationship, opinion information of users [1]. It started
as a somewhat manual and qualitative analytics tool until
recent years’ proliferation of data, computing resources, and
machine learning techniques [9]. The data-driven persona has
been developed to compensate for the limitations of manual
and qualitative persona: 1) high cost with long develop-
ment duration with high monetary investments, 2) lack of

objectivity and rigor due to the subjective criteria, 3) lack
of scaling, which often leads to poor adaptation in big-scale
data, 4) misrepresentation of clusters due to different insights
and expertise of practitioners, and 5) expiration of validity
with sample updates [9], [12]. The persona has evolved from
the 1) qualitative method and 2) qualitative method with
further quantitative validation in the early development. 3)
Quantitative personas [28] have taken place with the imple-
mentation of unsupervised machine learning techniques,
which is often further supported by the qualitative interpre-
tations of practitioners on input indicators and clusters. Thus,
the recent challenges of data-driven persona development
have mostly come from data quality as the model input and
interpretations of unsupervised models (e.g., data quality,
data availability, method-specific weaknesses, human and
machine biases [9]). The inputs of recent work of data-driven
persona have ranged from accessible mouse-click log data to
pricey data from surveys, self-reports, interviews, and user
observations [14]. Regarding model implementation, a recent
review has represented k-means clustering as the most used
algorithm, followed by non-negative matrix factorization
and hierarchical clustering. Various methods, such as latent
semantic analysis [29], principal component analysis [9],
and Cohen’s Kappa [29], have been applied to best describe
the distinctive cluster features and cluster validation using
the clusters and new sample sets, respectively. Though no
standardized methods exist for cluster validations, the most
common data-driven persona validation methods have been
calculating the Euclidean distance between the different
variables or testing the Chi-square. At the same time, subject
experts validated the cluster by reviewing the clusters in a few
pieces of literature [12].

To conclude, 1) the framework of data-driven persona
development has yet to be applied to the field of education,
which seems to be especially valuable for instructional
design practitioners and researchers by representing learner
groups with the synthesis of learner features. 2) Comparative
research among various unsupervised methods has been
suggested but did not take place in the field of data-driven
persona development [9], which encourages our attempt to
compare modeling methods (i.e., centroid, hierarchy, density,
graph-based) and use each other for the cluster validation.

C. LEARNING STYLES AND OUTCOMES
This subsection discusses the endeavors of past research
for understanding different learning styles and subsequent
learning outcomes. The foundational framework of this
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section is the literature by Bruyckere et al. [30], representing
that all learners exhibit different learning styles connected
to different outcomes. In the framework, three challenges of
correlating the learning styles and their outcomes have been
derived as follows: 1) Most people do not fit one particular
learning style [31], that presents the necessity for more
multi-dimensional understanding of learning styles, often
shown in forms of various learning behaviors and cognitive
process. 2) Also, the indicators or measures used to evaluate
learning styles often need to be more adequately designed
or connected to learning outcomes [32]. It emphasizes
the importance of finding valid evaluation methods with
an understanding of context and domain knowledge of
learning. 3) Lastly, linking myriad learning styles to learning
outcomes has been seen as cumbersome since it is often not
straightforward to understand [33]. It supports our attempt to
‘‘cluster’’ learners based on their multi-dimensional features
for its intuitive and practical understanding for further
connection with interventions. In the following section,
we specifically look into diverse indicators and measures
for understanding attentive e-reading, which is our targeted
learning scenario.

D. INDICATORS AND MEASURES OF ATTENTIVE
E-READING
This section investigates various indicators to evaluate learn-
ers’ e-reading with emphatic and metacognitive feedback
prompts with conversational agents, especially based on
Human-Robot Interaction (HRI). Analytics4Action Evalua-
tion Framework (A4AEF) [34], an evidence-based learning
analytics intervention evaluation protocol for online learning,
has been applied, that has empathized teaching presence, cog-
nitive presence, emotional presence, and social presence as
core components of learning interventions. In the subsection
of knowledge gain, various feedback strategies from human
educators and the existing systems are studied for insights
into the feedback for better learning performances [35]. In the
subsections of perceived learning experiences and perceived
social presence, we investigate how multimodal feedback
from systems is utilized and perceived by learners. In the
subsection of attention regulation behaviors in e-reading,
we investigate observable behavioral cues of learners that can
be collectively used with other learning analytics measures
to understand learners’ attentional states during e-reading
practices.

1) KNOWLEDGE GAIN
Knowledge gain is the primary goal of e-reading activities
and vice versa; reading has been one of the most fundamental
forms of knowledge gain in higher education [5]. In recent
years, e-reading has become more commonplace with the
rapid digitalization of education and the widely-used smart
devices [3]. Reading comprehension, reducing reading times,
and increasing meta-cognition have been considered the
primary learning objectives in e-reading, based on the ability

to sift vital information from others [36]. The knowledge
gain evaluation has been conducted diagnostic, formative,
and summative [37], with questions about finding global
or local information, text organization, identifying main
ideas, matching the sequence of events, and conclusions
[36]. Several e-reading strategies have been suggested for
better knowledge gain: exploring, finding, analyzing, and
evaluating the reading material [38]. Furthermore, specific
behavioral instructions have been suggested, such as oral
reading and revisiting mistakes [39].
Setting up the short-term goal related to the result (i.e.,

product goal) and the process (i.e., process goal) has also
been suggested, known to improve learners’ self-efficacy,
which positively affects the choice of activities, effort,
persistence, and achievement of learners [40]. Observing
the process goal, such as correct answers, test scores, and
grades, was suggested [40]. As known to negatively affect
student motivation, learning capabilities, and skill acquisition
[40], resolving self-doubts in the learning process has also
been suggested as a relevant feedback role. Regarding human
educators’ feedback provision pattern in reading, more
self-corrections were expected from high performers, while
more frequent feedback was given to learners with lower
learning achievements [39]. Some human instructors focused
more on contextual cues that are more relevant to our work,
aiming at overall comprehension. In contrast, some focused
on specific cues that are more relevant to the proficiency of
certain skills [39].

2) PERCEIVED LEARNING EXPERIENCES
Perceived experience is often interpreted and evaluated as
User Experience (UX) in diverse domains. One commonly
referred definition of UX is users’ perceptions and responses
toward specific products and services based on users’ usage
and anticipations [41]. With the emergence of the AI-based
approach, there has been an increasing interest in connecting
learners’ opinions and emotions to machine learning tech-
nologies for finding impacts of distance learning on students
and teachers [42]. The increasing roles of conversational
agents in everyday activities make the consideration of UX
in HRI more important [35], which affects the overall system
acceptance [43]. In this section, we look into the UX of the
HRI, which is our focus as an intervention medium.

The recent HRI evaluation has been criticized for its ques-
tionable validity and reliability of measures [44]. It seems
to be partial because that UX can only be understood
subjectively through perceived users’ internal states [44],
which makes the evaluation validation more critical. Another
comes from the fact that UX design implementation and
evaluation of intervention can only be understood through
context, which requires the whole iteration as a package but
often takes place separately in most practices [35]. However,
since HRI is a relatively young research field, we still need
the common theories, methods, models, and tools [35] and
dedicated studies for HRI design for specified objectives.
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Though HRI evaluation can be partially inspired by the
field of Human-Computer Interaction (HCI), HRI needsmore
specific evaluation methods as opposed to comparatively
traditional, passive, and computer-based facets of HCI [41].
In the same line, [35] indicated the necessity of a systematic
approach in HRI evaluation to guarantee a positive user
experience regarding the system’s acceptance, usability,
learnability, safety, trust, and credibility. The presence of
robot agents also makes the understanding of robots more
essential, such as contact with humans (e.g., physical
robot, virtual robot), robot functionality (e.g., adaptive
function), robot roles (e.g., assistant, companion, partner),
and social skills of the robot (e.g., desirable to fundamental
level) [44]. Understanding the functions of conversational
agents’ characteristics (e.g., speaking style, personality) and
interaction properties (e.g., human-likeness [43]) is also
emphasized, built upon users’ interaction needs and their
profiles [44]. [35] has focused on the roles of the HRI
(i.e., do-goals, be-goals), looking into the psychological need
fulfillment, positive affect, and product perception of the
robot interaction [45]. Reference [45] suggested pragmatic,
hedonic-identity, hedonic-stimulation, and attractiveness as
primary qualities of UX evaluation, while [35] suggested
diverse qualities, such as relatedness, meaning, stimulation,
competence, security, and popularity, as means to measure
needs in various activities (e.g., watching, listening, play-
ing). Attractiveness, perspicuity, efficiency, dependability,
stimulation, and novelty have been suggested as HRI UX
evaluation measurements by [46], while users’ reactions and
feelings were focused by understanding perceived human-
ness, eeriness, and attractiveness for the robot acceptance
in [47].

3) PERCEIVED SOCIAL PRESENCE
Social presence has been defined as the sense of being
in the company of another living being, which has been
widely investigated in social robot studies [48]. The social
presence of HRI has often been understood as part of UX,
as forms of dependability [46], perceived humanness [47],
relatedness, security [46], and acceptance [43]. Perceived
social presence is a significant aspect differentiating HRI
from other systems with artificially embodied entities [48],
including the HCI systems. As revealed in [5], learners
perceive that they recognize, understand, and communicate
better with the HRI system with the humanoid compared
to the HCI system, leading to knowledge gain, even though
both feedback conditions were the same other than the
assistance of a robot. Through a meta-review, [49] has
revealed that the in-person HRI poses positive effects on
the combined outcomes, efficacy, perceptions, and attitudes
toward systems, compared to the remote HRI, indicating
the significant effects of the ‘‘physicality’’ of in-person
HRI interfaces on the learner perceptions. In this regard,
we understand the perceived social presence of physical
humanoids as our focus in this section, separately from

the perceived UX. Perceived presence is known to enhance
learner participation, satisfaction, [50], cognition, and critical
thinking [51]. Also, the sense of social presence is known
to aid learners’ physical, emotional, and cognitive health in
remote education, which seems especially relevant to the
recent online education in the post-pandemic era [48].

As means to evaluate the social presence of social robots,
the following measures have been investigated: perceived
robot appearances [52], rapport building and relationship
dynamics [53], immersion, parasocial interaction, parasocial
relationships, physiological responses, social reality, and gen-
eral social richness [54], salience, perceived actor-hood, co-
location/non-mediation, understanding, association, involve-
ment, and medium sociability [55]. Not merely focusing on
perception towards the interaction medium itself (i.e., robot),
the perception toward the message has also empathized
that are relevant to the overall conversational agents [55]:
attentional allocation, perceived message understanding,
perceived affective understanding, perceived emotional inter-
dependence, and perceived behavioral interdependence [56].
Reference [57] suggested the different effects come from
learner groups with varied consciousness, indicating that
the higher social presence is associated with the perceived
learning and satisfaction in learners with low consciousness.
In contrast, the social presence did not affect the perceived
learning or satisfaction in the highly-conscious learners.
Studies have suggested enhancing the social presence of
learners: Using scaffolded and self-reflective topics for better
self-disclosure, [58], facilitating small group discussions
[59], utilizing the storytelling [60], and providing personal-
ized features in implementation, such as personal profiles,
text messages, individualized video feedback, and one-on-
one email communication [57].

4) ATTENTION REGULATION BEHAVIORS IN E-READING
Physical reading behaviors have been used as measurements
to understand learners’ engagement and visual attention in
e-reading, having various sensors, such as eye tracker [61],
[62], [63], motion sensors [64], [65], webcam [3], [5], [66],
3D-camera [67] and log data layers [68], implemented.
However, webcam-based attention feature extraction has
rarely been attempted, which could significantly assist the
real-world feedback loop design without complicated sensor
implementations in various learning scenarios. This work
implements the webcam-based e-reading attention recog-
nition framework of [3] for attention regulation behavior
annotation. Reference [3] suggested attention regulation
behavior as a critical cue where learners are aware of their
attention loss and try to regain their focus in e-reading. The
behaviors have beenmovements from eyebrow (e.g., eyebrow
raise, bring together), blinks (e.g., blink flurries, prolonged
voluntary blinks), mumble (e.g., mumble reading), hand (e.g.,
touch body, face), and body (e.g., adjust torso, arm, head),
as opposed to neutral state without movements mentioned.
Such behaviors have been revealed to correlate significantly
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FIGURE 2. Multimodal SKEP dataset for attention regulation behaviors, knowledge gain, perceived learning
experience, and perceived social presence in e-learning with a conversational agent.

with self-reported distractions of learners, indicating the
behaviors as signs of attention loss and the following attention
self-regulation. Video-based deep learning models have been
implemented as a good predictor of self-reported distractions
[3], knowledge gain, perceived learning experiences, and
perceived social presence [5], respectively in the real-world
setting [3], as well as in the laboratory-based-setting with the
HRI system implemented [5].

III. DATA PRE-PROCESSING AND UNSUPERVISED
CLUSTERING BASED ON FACTUAL LEARNING OUTCOMES
This section introduces the dataset and performs data
pre-processing to construct features used for unsupervised
learning. We represent feature constructions and further
conduct feature engineering by comparing the silhouette
scores of manually and automatically selected sets of
features. We conduct unsupervised training based on various
modeling methods (e.g., k-means, hierarchical, DBSCAN,
spectral clustering) and validate clusters via the Chi-square
test. In the process, we expect to tackle the following research
question:

• RQ1. How can learner features best reflect learners’
performances, experiences, and perceptions of conver-
sational agents’ interventions in e-reading?

A. MULTIMODAL SKEP DATASET
We utilize a multimodal SKEP Dataset (see Fig.2) collected
from 60 higher-education learners who use the English
language for their daily education [19]. Participants were
recruited for an e-reading task on the screen (Age: M = 24.9,
SD: 3.92; Gender: 37 males, 23 females). They were given an
e-reading system with emphatic and metacognitive feedback
from conversational agents through pop-ups and speech from
a Furhat Robot [69], a conversational agent in a humanoid
robot form.

Before the e-reading, participants were given a pre-
test with 14 questions to measure their prior knowledge
about the topic as a diagnostic knowledge measurement
tool. The e-reading content has had seven subsections with
4,750 words concerning ‘‘Waste management and critical
raw materials’’. In the process, learners’ self-reports from

the pre-post test (e.g., knowledge gain) and questionnaires
(e.g., perceived learning experience and perceived social
presence) were collected. At the end of every subsection
of the screen-based e-reading material, pop-up questions
were given as formative measurements. At the end of
all subsections, another seven questions were given as a
summative measurement tool. Additionally, two post-session
questionnaires took place to understand learners’ perceptions
of the learning experiences and their perception of the system
as a social presence, respectively: theAttrakdiff questionnaire
with 28 questions, which have pragmatic, hedonic-identity,
hedonic-stimulation, and attractiveness as its subdimensions,
and the Social Presence questionnaire with 36 questions
that concerns co-presence, attention allocation, perceived
message understanding perceived affective understanding,
perceived emotional interdependence, and personal behav-
ioral interdependence.

Also, throughout the experiment, the video data were
collected through a webcam, and multiple annotators later
annotated learners’ behaviors for attention regulation. The
video data contains a total of 2,339 minutes, reaching
40 hours. The video samples were segmented every second,
and 140,340 frames were annotated into five attention
regulation behaviors (e.g., movements from eyebrow, blink,
mumble, hand, body) and one neutral label that was further
cross-validated. Note that learner data from GUI-based or
HRI-based conversational agents from the SKEP dataset
were not considered differently in this work. It is because
our data-driven persona aims to see learners’ perceptions
and responses toward the feedback system regardless of the
specific type of feedback.

B. MANUAL VS. AUTOMATIC FEATURE SELECTION
Feature vectors representing the best subset of variables
are often scrutinized in two different ways: manually and
automatically [70]. Manual feature selection is conducted
based on a good understanding of the domain and dataset,
often criticized for human bias and having deviated results
from different evaluators. Automatic feature selection is espe-
cially beneficial in high-dimensional data where dimension
reduction of data is essential and manual selection cannot
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achieve the utmost efficiency. However, automatic methods
also have limitations, such as information loss and low
interpretability in results. To achieve both semantically and
scientifically sound results, we conducted the feature selec-
tion 1) by manually dividing categorical features into three
semantic levels and 2) by conducting the automatic Principal
Component Analysis (PCA) based on the percentage of
consensus in generalized Procrustes analysis. We compared
the silhouette scores of different sets of features, which
offers the best distinctions among clusters. We found the
best-performing method, which helped us find the optimal
feature vectors with the best consistency of data clusters.
The silhouette analysis and further applied elbow method are
used to understand the number of optimal clusters for future
unsupervised training. Note that mean-max normalization
was applied to the SKEP dataset to make the subsets identical
to avoid potential bias from the different data ranges.

It is of importance to state that the main reason that we
adopted PCA as a representative automatic feature selection
method has been because it is a linear feature selection
technique, which provides a clearer understanding of how
the original features contribute to the variance in the data,
which offers better explainability. It has been required for
our work since we wanted to investigate different features
among clusters in the context of underlying structures
and relationships of features. Though feature extraction
methods, such as Uniform Manifold Approximation and
Projection (UMAP) and t-SNE (t-distributed Stochastic
Neighbor Embedding), are also commonly applied methods
for the dimensionality reduction, those methods have not
been used in our research since they do not retain the
original features, thus not retrievable for further analysis nor
interpretable, which is unsuitable for our further archetype
extraction for persona development.

1) MANUAL FEATURE SELECTION
As can be seen from Table 1 and equation 1, 2, and
3, the SKEP dataset has data with three layers: 1) low-
dimensional features with three components (e.g., knowl-
edge gain, perceived learning experience, perceived social
presence), 2) mid-dimensional features with 11 components
(e.g., knowledge gain, pragmatic, hedonic-identity, hedonic-
stimulation, attractiveness, co-presence, attentional alloca-
tion, perceived message understanding, perceived affective
understanding, perceived emotional interdependence, per-
ceived behavioral interdependence measures), and 3) high-
dimensional features with 65 components (e.g., knowl-
edge gain, seven sub-questions of pragmatic, hedonic-
identity, hedonic-stimulation, attractiveness measures, six
sub-questions of co-presence, attentional allocation, per-
ceived message understanding, perceived affective under-
standing, perceived emotional interdependence, perceived
behavioral interdependence measures). Those are three levels
of features with various dimensionality that make semantic
sense to most human evaluators based on the information
hierarchy. Thus, we used those three levels of dimensional

features as manually selected features, which are listed in
Table 1.

KnowledgeGain

=

N=7∑
i=1

ScorePreSessioni +

N=7∑
i=1

ScoreInSessioni

−

N=14∑
i=1

ScorePostSessioni (1)

PerceivedLearningExperience

=

∑N=7
i=1 ScorePragmaticQualityi +

∑N=7
i=1 ScoreHedonic−Identityi

+
∑N=7

i=1 ScoreHedonic−Simulationi +
∑N=7

i=1 ScoreAttractivenessi

28
(2)

PerceivedSocialPresence

=

∑N=6
i=1 ScoreCo−presencei +

∑N=6
i=1 ScoreAttentionalAllocationi

+
∑N=6

i=1 ScorePerceivedMessageUnderstandingi
+

∑N=6
i=1 ScorePerceivedAffectiveUnderstandingi

+
∑N=6

i=1 ScorePerceivedEmotionalInterdependencei
+

∑N=6
i=1 ScorePerceivedBehavioralInterdependencei

36
(3)

2) AUTOMATIC FEATURE SELECTION BASED ON PCA
We conducted the PCA to achieve an automatic feature
selection. PCA is often used for unsupervised learning
to reduce the data complexity by reducing the noise and
the dimensionality of data. By only selecting the principal
components that explain the greatest amount of variance, the
computation becomes lighter with better clarity in convoluted
and multi-directional factors with minimal information loss.
The equation below shows that the PCA produces a
linear composition of the original components until the d
dimensions, from the highest variance in the first element to
the lowest variance in the last element. The newly created
k is called the principal component, which decides the new
dimension of subsets. Note that k<d .

PCi = a1X1 + a2X2 + · · · + adXd ′ , (4)

where Xj is the initial function aj. j is the ith PC , while aj is
Xj number coefficient.

As [71] indicated, 70% of explained variance is common,
while [72] applied a total variance ratio greater than 80%
to reveal the most critical variables through the PCA.
Below, we applied variously explained variances to find the
number of features required to achieve specific proportions of
explained variance. Note that 55%, 65%, 75%, 85%, and 95%
have been applied as the proportions of explained variance
(see Fig.3). Feature numbers derived from each proportion
of explained variance have been applied for the silhouette
analysis in the next section (see Table 2). Note that the number
of components in Fig.3 is 60, equivalent to the sample number
since samplenumbers < featurenumbers in this dataset.
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TABLE 1. SKEP dataset with low-dimensional, mid-dimensional, and high-dimensional features.

FIGURE 3. Number of principal components for explaining variance. 7, 10, 14, 20, and 31 components were
required to explain the 55%, 65%, 75%, 85%, and 95% variances, respectively.

In such a case, the PCA automatically takes the sample
numbers as the feature numbers.

3) FEATURE SELECTION METHODS COMPARISION:
SILHOUETTE ANALYSIS
We have conducted silhouette analysis on manually selected
features and automatically selected features to find the
best-distinguished clusters from the feature selection. Note
that the silhouette coefficient ranges between −1 and 1, and
a score close to 1 indicates the best performance.

In this study, silhouette analysis has been applied for two
purposes: 1) measuring the quality of the clusters based on
different feature vectors as a part of the feature selection
process and 2) getting the first indication of the optimal
number of clusters. See Table 2 for the silhouette coefficients
derived from manually and automatically selected sets of
features. Various cluster numbers have been applied in the
analysis process for further insights. The result shows the
best silhouette score has been achieved when manually
selected low-dimensional data has been applied, indicating
the optimal number of clusters as 6. It was ascertained
by analyzing the Within-Cluster Sum of Squares (WCSS),
a method employed to find the point at which an additional
increase in the number of clusters results in a diminishing
return regarding the reduction of WCSS. Thus, this work
uses knowledge gain, perceived learning experiences, and
perceived social presence as three feature vectors for
unsupervised model training.

We assume that the PCA did not improve the performance
of silhouette analysis, seemingly because the PCA is based
on the noise and the corresponding dimension reduction
in the dataset. In the PCA process, some essential data
structures or features might have been damaged, while all
features were restructured as linear data and de-noised.
In some cases, the neighboring clusters might have been
too close when feature selection was made based on
the PCA.

IV. UNSUPERVISED LEARNING FOR LEARNER PATTERN
CLUSTERING AND COMPARATIVE ANALYSIS
In this section, we implement different unsupervised learning
methods for further comparative analysis, suggested in
previous review [9], but has yet to be attempted in data-driven
persona development studies. We compare four unsupervised
methods with various hyperparameters to evaluate the result
consistency among methods as cross-validation. In the
process, we tackle the following research question:

• RQ2. How can unsupervised learning methods be used
for learner pattern clustering and validation?

Specifically, we implemented k-means clustering, agglom-
erative hierarchical clustering, DBSCAN clustering, and
spectral clustering methods that represent centroid, hierarchy,
density, and graph-based methods, respectively (see Fig.4 for
the 3-D visualization of the clusters). With different underly-
ing principles for segmenting clusters, we hypothesized that
they could cross-validate each others’ robustness of cluster
distinctions, which has also been suggested in previous
research [25]. This has been done because unsupervised
methods do not have ground truths and thus require further
validation, while there are no standardized methods for such
practices, as articulated in the subsection of ‘‘RelatedWork’’.
Please see the following subsection for the rationale and
implementation details that are applied in the cross-validation
process.

A. CROSS-VALIDATING CLUSTERS FROM VARIOUS
MODELING METHODS VIA CHI-SQUARE TEST
In this section, we apply the Chi-square test to validate
the cluster distributions derived from different modeling
methods. The chi-square test is a frequently applied method
to determine the statistical differences and homogeneity in
one or more categories of a contingency. We premised that
the clusters are well-defined if homogeneity is found among
the models. As can be seen from Table 3, significant p values
are observed, indicating a significant relationship between
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TABLE 2. Silhouette analysis conducted on manually selected features and automatically selected features as a part of feature selection.

FIGURE 4. Visualized results of different unsupervised learning methods: k-means, hierarchical, DBSCAN, spectral clustering
methods.

TABLE 3. Chi squared test applied to unsupervised models with different parameters.

categorical variables built upon different models. Thus, from
the following section, we use the cluster distribution derived
from the k-means clustering method, considering the model
capability of being applied to larger datasets for future
research reproduction with increased samples. Note that the
Chi-square test has been conducted based on independent
categorical cluster inputs (e.g., A, B, C, etc.).

V. DATA-DRIVEN PERSONA DEVELOPMENT AND
STATISTICAL INTERPRETATION OF EACH CLUSTER
In this section, we conduct the statistical analysis on each
cluster derived from the k-means clustering method. In this
section, unique features from each cluster are derived based
on quartile analysis to tackle the following research question:

• RQ3. How can we extract valuable archetypes of
learners from different clusters and develop data-driven
personas based on them?

A. ARCHETYPE EXTRACTION BASED ON QUARTILE
ANALYSIS USING THE LOW-DIMENSIONAL DATA
As shown in Table 4, we conducted the statistical analysis,
built upon clusters derived from the k-means clustering on
factual learning outcomes. We first find the average feature
of all learners from all clusters. We further conduct the
quartile analysis on each cluster and see where each cluster is
located from the whole set by comparing the mean value of

each cluster, which represents the most typical learner in the
cluster, and the quartile ranges from all learners.
Quartile analysis provides statistically critical information

about the center point and the spreads of the data [73].
It shows where a specific learner cluster is located from
the overall learner data points. Based on the quartile,
we interpreted the learners into three levels: if mean of
cluster<1st quartile (25%) of all learners, we interpreted
it as low, which means that learners in the cluster show
less tendency of having the specific feature than the average
learners. If 1st quartile (25%) of all learners<mean of
cluster<2nd quartile (50%) of all learners, we interpreted
it as Mid, which means that learners in the cluster are
located in the average range of the particular feature (e.g.,
knowledge gain, perceived learning experience, perceived
social presence). If 2nd quartile (50%) of all learners<mean
of cluster<3rd quartile (75%) of all learners, we interpreted
it as high, which means that learners in the cluster show
the strong tendency of having the particular feature than the
average learners.

B. ARCHETYPE EXTRACTION BASED ON QUARTILE
ANALYSIS USING THE MID-DIMENSIONAL AND
HIGH-DIMENSIONAL DATA: TOP-DOWN APPROACH
We applied the quartile analysis to the mid and high-
dimensional data to understand learners based on more
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TABLE 4. Statistical analysis conducted on clusters derived from k-means clustering result. Factual learner features, such as knowledge gain, perceived
learning experience, and perceived social presence, have mainly been investigated through quartile analysis.

FIGURE 5. Archetype extraction and visualization based on the mid-dimensional data.

detailed artifacts. While the quartile analysis on the
low-dimensional data provides a general understanding of
learner clusters, the top-down approach based on the mid and
high-dimensional data lets a vivid understanding of learners
based on more detailed features. See Fig.5 for the visualized
archetype based on the mid-dimensional data. See Table 5
for the detailed archetype descriptions based on the high-
dimensional data.

C. DATA-DRIVEN PERSONAS BUILT UPON ARCHETYPES
OF DIFFERENT CLUSTERS
1) PERSONA A: ARCHETYPES DERIVED FROM CLUSTER 0
Persona A has been the most common type among all (60
participants), having 19 participants (31.67%) in the same
cluster. Persona A has shown no significant knowledge
gain and perceived learning experiences. In the perceived
social presence measure, persona A did not show signifi-
cant variances from the average learners, aside from one

sub-measure from perceived message understanding, that ‘‘it
was easy to understand Readbot (i.e., feedback system with
conversational agents)’’. All in all, persona A is the most
average type of learner among all participants.

2) PERSONA B: ARCHETYPES DERIVED FROM CLUSTER 1
Persona B has been the second most common type of learner
group among all participants, having 12 learners (20.0%)
in the same segment. Persona B has achieved the second
lowest knowledge gain compared to other groups. However,
Persona B has evaluated the system as partially pragmatic
and most attractive among all groups. The feedback from
conversational agents has been evaluated as ‘‘human’’,
‘‘pleasant’’, ‘‘likable’’, ‘‘appealing’’, and ‘‘motivating’’ by
persona B. Persona B did not show any significant perceived
social presence. Persona B is the learner type that perceives
the system positively and has a good learning experience.
However, it did not lead to good knowledge gain, which is
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TABLE 5. Archetype extraction and quartile analysis based on the high-dimensional data.

against of notion that the quality of the learning experience
somewhat leads to positive learning outcomes.

3) PERSONA C: ARCHETYPES DERIVED FROM CLUSTER 2
Persona Cwas derived from eight learners (13.33%).Persona
C has shown high knowledge gain among all participants
and found the system ‘‘appealing’’ in the attractiveness
of learning experience evaluation. However, persona C
has responded generally negatively to the social presence
measures, especially in co-presence, perceived emotional
interdependence, and perceived affective understanding.
Persona C has evaluated that ‘‘Readbot did not notice
me.’’ and ‘‘Readbot did not catch my attention.’’, showing
low sense of co-presence. Furthermore, regarding perceived
emotional interdependence, persona C answered that ‘‘I
could not describe Readbot’s feeling accurately.’’. Persona
C has responded that ‘‘I was not influenced by Readbot’s
moods.’’ and ‘‘Readbot’s mood did not influence the mood
of our interaction.’’, showing the lower perceived emotional
interdependence in two sub-measures. All in all, persona C
is the learner type that performs highly in knowledge gain,
regardless of mediocre learning experience and mediocre to
low perceived social presence of the system. Person C is a
learner type that has trouble relating to conversational agents
due to his or her low co-presence with the system. However,
the knowledge gain has been achieved highest among all
learners groups.

4) PERSONA D: ARCHETYPES DERIVED FROM CLUSTER 3
Persona D has derived from eight learners (13.33%). Persona
D has achieved the lowest knowledge gain among all

participant groups. Also, persona D has evaluated the
perceived learning experience among all participant groups,
especially in attractiveness and pragmatic value of the system,
perceiving the system as ‘‘disagreeable’’, ‘‘repelling’’, ‘‘dis-
couraging’’, and ‘‘conventional’’, respectively. In perceived
social presence, persona D has provided answers within the
mid-range. However, in some perceived affective understand-
ing sub-measures, indicating that ‘‘Understanding Readbot
was difficult.’’ and ‘‘Readbot could not tell how I felt.’’,
while perceiving that, ‘‘ I could describe Readbot’s feelings
accurately.’’. Overall, persona D is regarded as the learner
type who performs poorly in knowledge gain based on a
poor perceived learning experience with the system. Persona
D seemed discouraged and repelled by the system that did
not understand him or herself, likely in awareness that the
feedback was not based on their responses (i.e., intelligent
system), having no difference from the conventional one-way
feedback system. In that regard, It seems that a better
interaction design based on an intelligent system might
bring a better-perceived learning experience and subsequent
improvements in knowledge gain for persona D.

5) PERSONA E: ARCHETYPES DERIVED FROM CLUSTER 4
Persona E has been built based on data from six learners
(10.0%). Persona E has recorded the second-highest knowl-
edge gain among all learner groups. Persona E’s evaluation of
his or her learning experience was average. However,Persona
E has evaluated the pragmatic value of the conversational
agents poorly, perceiving the feedback as ‘impractical’’ and
‘‘unpredictable’’. However, persona E evaluated the system
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as ‘‘appealing’’. The most distinctive feature of persona
E came from its generally high perceived social presence,
which has not been found in other groups. The tendency has
shown more obvious in assessing perceived emotional inter-
dependence, reporting their perceptions as ‘‘I was sometimes
influenced by Readbot’s mood.’’, ‘‘Readbot was sometimes
influenced by my mood.’’, ‘‘Readbot’s feelings influenced
the mood of our interaction.’’, and ‘‘Readbot’s attitudes
influenced how I felt.’’. Accordingly, persona E has shown
high perceived behavioral interdependence, perceiving that
‘‘Readbot’s gave and tookmy actions mutually.’’, ‘‘Readbot’s
behavior was closely tied to my behavior.’’, and ‘‘My
behavior was closely tied to Readbot’s behavior.’’. Moreover,
in the co-presence sub-measures, persona E responded that
‘‘Readbot noticed me.’’ and ‘‘Readbot caught my attention.’’.
Persona E has also reported that ‘‘I could tell how Readbot
tells.’’, ‘‘Readbot could describe my feelings accurately.’’,
and ‘‘Readbot was clear to me.’’, showing high perceived
message understanding and per affective understanding
compared to other groups of participants.

6) PERSONA F: ARCHETYPES DERIVED FROM CLUSTER 5
Persona F has been developed based on seven learners
(11.67%). Persona F did now show any significant knowl-
edge gain compared to other groups of participants. The
general perceived learning experience and social presence
have been the lowest. Persona F has evaluated the system
as ‘‘cheap’’, ‘‘dull’’, and ‘‘ordinary’’, in Hedonic-Identity
and Hedonic-Stimulation measures. In the attractiveness sub-
measures, Persona F found the system ‘‘discouraging’’.
In terms of perceived social presence, Persona F’s

responses toward co-presence and perceived behavioral
interdependence were all negative, indicating that ‘‘I did not
notice Readbot.’’, ‘‘Readbot did not notice me.’’, ‘‘Readbot’s
presence was not obvious to me.’’, ‘‘My presence was not
obvious to Readbot.’’, ‘‘Readbot did not catch my attention.’’,
‘‘I did not catch Readbot’s attention.’’, and ‘‘My behavior was
not in direct response to Readbot’s behavior.’’, ‘‘The behavior
of Readbot was not in direct response to my behavior.’’,
‘‘I did not give and take Readbot’s actions mutually.’’,
‘‘Readbot’s did not give and take my actions mutually.’’,
‘‘Readbot’s behavior was not closely tied to my behavior.’’,
and ‘‘My behavior was not closely tied to Readbot’s behav-
ior.’’, respectively. Also, persona F’s perceived emotional
interdependence was also low, responding that ‘‘Readbot was
not influenced by my mood.’’, ‘‘Readbot’s feelings did not
influence the mood of our interaction.’’, ‘‘Readbot’s feelings
did not influence the mood of our interaction.’’, ‘‘Readbot’s
attitudes did not influence how I felt.’’, and ‘‘My attitudes did
not influence how Readbot felt.’’. Low attention allocation
and perceived message understanding sub-measures from
persona F have shown that ‘‘Readbot did not remain focused
on me throughout our interaction.’’ and ‘‘It was not easy to
understand Readbot.’’.

Overall, Persona F did not consider conversational agents
as beings with identity or being good hedonic stimuli to

e-reading. At the same time, poorly perceived co-presence
seemed to lead to persona F’s low perceived emotional inter-
dependence and behavioral interdependence, subsequently.
Interestingly, low perceived learning experience and social
presence did not negatively impact the knowledge gain of
persona F. However, it also indicates room for improvement
in knowledge gain if guaranteed a better-perceived learning
experience and social presence of conversational agents.

VI. AUTOMATIC PERSONA PREDICTIONS BASED ON
ATTENTION REGULATION BEHAVIORS
Attention regulation behaviors are proven to be a robust
predictor of learners’ attention in e-reading [3]. In this
section, we study if persona prediction can also be achieved
using attention regulation behaviors. We implement multiple
classification models to classify different patterns of personas
via the attention regulation behaviors of learners. We utilized
the cross-subject evaluation protocol in all classification
tasks. We chose the classical 70-30 protocol of dividing
60 samples into 40 for training and 20 for testing. We also
scrutinize which part of the video sample can provide the
best clues for persona prediction by introducing comparative
learning phase-based and time-based prediction approaches.
Also, we compared two different sampling methods of instant
and cumulative learner behavior labels. In the process, the
research question below is answered:

• RQ4. Can we predict learner personas based on attention
regulation behaviors?

A. LEARNING PHASED-BASED AND TIME
DURATION-BASED PERSONA PREDICTION
This section implements four classical machine learning
classifiers: AdaBoost, Support Vector Machine (SVM), k-
Nearest Neighbors (kNN), and Random Forest. We predict
learner personas based on their behaviors shown during 1)
various phases of learning and time points based on 2) instant
and cumulative behavioral data points. 3) we train on instant
and cumulative data so that our work can contribute to the
real-time feedback loop by investigating behavioral clues for
predicting various personas. Note that such attempts have
been derived from common technical challenges associated
with real-time recognition: real-time recognition of learner
states and closing the feedback loop.

B. SIX-CLASS CLUSTER PREDICTION (MULTICLASS
CLASSIFICATION TASK)
Six-class persona prediction via attention regulation behavior
has been conducted to differentiate all six personas (A-F)
derived in the previous data-driven persona development
section. As seen from Table 6, The best performances have
been 45% of accuracy, using SVM and kNN applied to
cumulative behaviors shown in various learning phases;
the same performance has been achieved in the kNN and
Random Forest, using the time duration-based method in
25%∼50% of reading duration. It is a significantly higher
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TABLE 6. Six-class persona prediction based on the learning phased-based & time duration-based learner behavior data.

performance than the random guess of 17%. There has been
a general tendency that behavior from instant behavior data
from subtopic 5 data has achieved better accuracy than the
other part of instant data. Likewise, cumulative behavior data
shown throughout subtopics 1-6 has derived the best result,
with 45% as the best accuracy.

C. FOUR-CLASS PERSONA PREDICTION (MULTICLASS
CLASSIFICATION TASK)
We further conducted the four-class persona prediction (see
Table 7). We selected three personas that we found to have
the feedback necessity among six personas: two personas
with low knowledge gain with a low and high perceived
learning experience, respectively (i.e., Persona B, PersonaD),
which indicates low learning performances. Another cluster
was with the low learning experiences and social presence
(Persona F), which suggests a potential to improve system
perceptions and the following knowledge gain improvements
with the future feedback loop implementation. We made the
task to classify those three personas from others (Persona A,
Persona C, Persona E), which have been combined as one
label in the training process.

A four-class persona prediction is an economical approach
to classify learners with learning needs, compared to the
six-level persona prediction for all learner personas. As seen
from Table 7, the time duration-based model has achieved
the best accuracy both with learners’ instant and cumulative
behavioral data points. The result shows the highest classi-
fication accuracy of 70% via the SVM, kNN, and Random
Forest classifiers with the instant behavior data and the
SVM with the cumulative behavior data. It is a considerable
improvement from the 6-class persona prediction of 45%
as the best prediction result and observers’ random guesses,
which has an accuracy of 25%. The SVMclassifier has shown
relatively stable and robust performances in both instant and
cumulative data in the time duration-based method, proving
the most appropriate classifier for real-time feedback loop
development. Model training on instant behavior data has
shown generally higher accuracy than training on cumulative
data.

Once the model is implemented as part of the real-time
feedback loop, the time duration-based model using the
SVM model based on both instant and cumulative video
samples can work as a stable and robust method among

all combinations from attempted cases, achieving the lowest
65% and the highest 70% accuracy.

All in all, our experimental result with various machine
learning models and diverse sampling methods tackled the
practical challenges of model implementations. The result
represents that our real-time persona recognition, predicated
on learner behaviors, is a valid approach within e-reading
environments that can further be facilitated by real-time
feedback with conversational agents. The major benefits of
automatic persona analysis and recognition are two-fold.

1) More efficient and effective learning analytics and
feedback implementation is possible based on the automatic
learning analytics and persona recognition enabled by the
machine, combined with human judgments and further
intervention design for e-reading.

2) In real-time intervention design, the content and timing
vary depending on learners’ learning styles, perceptions, and
interaction with the system. In this context, our automatic
persona recognition provides more timely and customized
feedback to diverse learners with different learning needs,
greatly benefiting educational research and practices.

VII. LIMITATIONS AND FUTURE WORK
A. FEATURE ENGINEERING STILL REQUIRES HIGH-LEVEL
HUMAN JUDGMENTS
As revealed in the feature selection process, evaluating
multi-dimensional learner features requires a deep under-
standing of the domain and the specific dataset. Especially
learning analytics and cluster classification greatly depend on
how feature vectors and structures are designed. Therefore,
feature engineering for different learning domains and
tasks in future employment requires expertise with a deep
understanding of the field and the data. It emphasizes
the importance of more iterative and context-based data
collection and learning analytics in a loop. Please be informed
that our work is aimed at developing a supplementary tool
to help human decisions in the design thinking process for
educational support and intervention design, not replacing
human decisions. We believe such a complementary rela-
tionship between the roles of humans and machines in the
iterative decision-making process ensures more efficient and
effective decision-making and better applicability of our
framework to various context and domain-specific learning
scenarios.
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TABLE 7. Four-class persona prediction based on the learning phased-based & time duration-based learner behavior data.

B. COMBINING EXPERT ANNOTATION AND k-MEANS
CLUSTERING MIGHT PROVIDE MORE VALUABLE INSIGHTS
The k-means clustering method first chooses a random
point and forms a cluster from that point until the last
sample. Thus, the quality of the randomly-chosen first
data point affects the clustering result, which might affect
subsequent statistical analysis results. To overcome such
methodological limitations, we suggest involving experts in
deciding the centroids of each cluster for k-means clustering.
By specifying the centroids rather than starting from random
data points, the model can significantly reduce the possibility
of selecting an outlier as the first centroid point and having
misleading clusters that do not appropriately represent the
learner groups.

C. FEEDBACK IMPLEMENTATION FOR DIFFERENT
CLUSTER NEEDS REMAINS A CHALLENGE
We aimed at the data-driven persona development to build a
foundation for a feedback loop in e-reading. Though we built
up an architecture for automatic cluster generation, analysis,
and persona prediction based on learners’ behavior labels,
we still need to implement specific interventions for personas
at needs and close the feedback loop. Thus, intervention
design and implementation in e-reading is our next research
focus for the multimodal feedback ‘‘loop’’ design in e-
reading.

VIII. CONCLUSION
In this work, we implemented a framework of data-driven
persona to a multimodal SKEP dataset, which contains
various data layers that reflect learners’ attention and per-
ception of their e-reading with feedback from conversational
agents. We clustered learners based on their knowledge gain,
perceived learning experience, and social presence using
various unsupervised learning methods to find the feedback
necessities of different learner segments. The Chi-square
test has compared and validated machine-generated personas
from different modeling methods. In the process, feature
selection methods (e.g., manual, automatic) and different
hyperparameters have been compared. We conducted the
statistical quartile analysis on each cluster based on clusters
derived from the k-means clustering method. We extracted
each cluster’s archetypes that make the cluster distinctive
from each other and defined six personas. Furthermore,

learners’ different attention regulation behaviors were used
to predict learner personas. In the process, diverse data
points, such as instant and cumulative learner behavior labels,
have been explored as one dimension while having the
learning phase and time duration as another. Various classical
classification models, such as AdaBoost, SVM, kNN, and
Random Forest, have been applied to perform the 6-level
and 4-level classification tasks. The result indicates that 4-
level classification for finding personas with feedback needs,
achieving 65-70% accuracy based on the SVM classifier on
the time duration sampling method, showing the potential
for the real-time feedback loop design. Overall, we aimed
to build the architecture for further feedback prompts in
e-reading. Our automatic data-driven persona development
and prediction can contribute as a practical and effective
learning analytics tool for real-time intervention design,
greatly assisting researchers and instructional designers in the
field.
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