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ABSTRACT
This paper addresses the problem of transforming a single-input single-output discrete-time system into
the extended observer form which comprises a linear observable component and a nonlinear injection
term depending on the input, output and their forward shifts up to a finite order. The necessary and suffi-
cient conditions for the existence of the extended observer form are provided in terms of vector fields. The
algorithm is presented to find a parametrised state transformation necessary to transform the system into
the extended observer form. The obtained results are applicable also in case of non-reversible systems.
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1. Introduction

State feedback is a standard tool in control engineering. To
utilise this tool, one needs to either measure or estimate the
state variables. The state estimation is relatively easy for nonlin-
ear systems if the state equations are in the so-called observer
form, see, for example Krener Respondek (1985). The lat-
ter means that the equations are linear up to the injection
terms, which depend on system measurable variables, i.e. out-
put and input variables. The problem of transforming nonlinear
state equations into the observer form by state transforma-
tion has been extensively studied for continuous-time systems,
see Conte et al. (2007), Krener and Isidori (1983), Krener
and Respondek (1985), Xia and Gao (1989) and discrete-time
systems, see Lee andHong (2011), Lee andNam (1991), Mullari
and Kotta (2021b). However, such transformations are often not
feasible, which is why extensions of the observer formhave been
addressed.

The concept ‘extended observer form’ stands for the case
when the injection terms depend, besides the input and output
variables, also on their time derivatives (in the continuous-
time case, Conte et al., 2007; Glumineau et al., 1996; Plestan
& Glumineau, 1997) or backward shifts (in the discrete-
time case, Huijberts, 1999; Huijberts et al., 1999; Kaparin
&Kotta, 2018, 2019). For systems in the extended observer form
one can, like in case of the classical observer form, construct
an observer with liner error dynamics that converges asymp-
totically to zero. The results of previous papers raise a number
of issues that need to be addressed. First, the results that are
based on the original state equations and are coordinate inde-
pendent assume that the state equations are reversible (Califano
et al., 2003). Second, the linear part of the observer form sug-
gested is allowed to be input independent that complicates the
observer design (Califano et al., 2003). Third, some approaches
require to find an input–output equation (Huijberts, 1999;
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Huijberts et al., 1999; Kaparin & Kotta, 2018, 2019) or the
observable form (Lee & Hong, 2011) of the system equations as
an intermediate step. These issuesmotivate to study the problem
further.

In this paper, we study the problem of transforming a non-
linear single-input single-output (SISO) discrete-time control
system into the extended observer form, where the nonlinear
injection terms as well as the parametrised state transforma-
tion depend on the system input, its forward shifts up to the
order r, the output and its forward shifts up to the order s.
Since the problem is always solvable (unlike the one in Califano
et al. (2003)) for s = r = n−1, where n is the dimension of the
state-space, the challenge is to findminimal values of s and r for
which the problem is still solvable. Although the future values of
inputs and outputs are unknown, we will prove that such form
can always be transformed (like in the input-free case, Simha
et al., 2018) into the form with injection terms depending on
the input and output values and a finite number of their past
values (backward shifts). The reason for not addressing directly
the formwith injection terms depending on past measurements
is that solvability conditions are easier to obtain for the case
where the injection terms depend on future values of measure-
ments since the state equations are defined in terms of forward
shifts. Mixing backward and forward shifts require to take into
account the functional dependence of variables which adds dif-
ficulties. This situation does not happen when future values of
the input and output are used in the injection terms. Neces-
sary and sufficient conditions are given for the transformability
of the state equations of a given nonlinear discrete-time SISO
system, using the parametrised state transformation, into an
extended observer form. These conditions are stated in terms of
a vector field�, defined uniquely (in case of observable system)
from state equations or more precisely, from forward shifts of
the output. Note that checking the conditions does not require
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finding the input–output equation of the system. Moreover, the
proposed conditions are constructive in a sense that one can
easily determine theminimal values of s and r forwhich the con-
ditions are satisfied and the transformation components can be
found as invariants and canonical parameters of the projections
of the backward shifts of �. This requires solving an underde-
termined set of partial differential equations (the need which
is typical in many nonlinear control problems), the solutions
of which are not unique, because there are less equations than
unknowns. The latter just means that there is a freedom in the
choice of the injection terms in the extended observer form.

In the special case, when r = s = 0, one recovers the exist-
ing solvability conditions of the problem on transformability
the equations into the classical observer form. Compared to the
classical case, the solvability conditions presented in the paper
are weaker in the sense that the commutativity of smaller num-
ber of vector fields is required.Moreover, the computation of the
corresponding transformation becomes easier, since a smaller
set of partial differential equations must be solved.

The algebraic approach based on the vector space of vector
fields is used to derive the results, see Kaldmäe et al. (2022) and
Mullari et al. (2017). An important concept in this approach
is the backward shift of a vector field, which is utilised in the
paper to derive the results. It should be also noted that the alge-
braic approach used in the paper is developed to study generic
properties of a control system. This means that the transfor-
mation is valid on some open subspace of the space, where
the transformation is defined, instead being valid only locally
in a neighbourhood of an equilibrium point. Note that higher
generality of results has a price – we have to require that the
state equations are analytic compared to smoothness require-
ment when one works in a neighbourhood of the equilibrium
point.

In conclusion, a novel approach is proposed in this paper
to transform an SISO discrete-time system into the extended
observer form. The main advantages of the proposed approach
are:

• The necessary and sufficient solvability conditions are given
directly in terms of the original state equations unlike the
earlier results that require to find the i/o equation (Kaparin
& Kotta, 2018) or the observable form (Lee &Hong, 2011) of
the system as an intermediate step. Our results do not require
that the state equations are reversible; the weaker property
of submersivity is assumed instead. The parametrised state
transformation that transforms the extended observer form
where the i/o injection terms depend on future input and
output values to the form where the injection terms depend
on their past values is also given.

• The results hold almost everywhere in an open set and not
around the equilibrium point of the system as in Califano
et al. (2003) and Lee and Hong (2011).

• A geometric interpretation for coordinate transformation as
common invariants and canonical parameters of the set of
vector fields � and its backward shifts is provided. This
makes the results more transparent and allows easier com-
parison with the classical case. Note that the solvability con-
ditions are direct, but not simple extensions of those for the
classical observer form (Mullari & Kotta, 2021b).

This paper is organised as follows. In Section 2, the method-
ology used in the paper is introduced. The problem statement
is given in Section 3 and its solution in Section 4. Section 5 is
devoted to transforming a system in an extended observer form
with injection terms depending on future values of the input and
output to the extended observer form where the injection terms
depend on the past values of the input and output instead. Two
examples are given in Section 6 and conclusions are drawn in
Section 7.

2. Preliminaries

In this section, we recall briefly some preliminary results that
originate mostly from Mullari et al. (2017); for more informa-
tion, see also Mullari and Kotta (2021b). Consider the discrete-
time single-input nonlinear control system

x〈1〉(t) = �(x(t), u(t)) , (1)

where x〈1〉(t) := x(t + 1), t ∈ Z, the state variable x(t) ∈ X̄ ⊂
R
n, the control variable u(t) ∈ U ⊂ R, and the state transition

map� : X̄ × U → X̄ is supposed to be analytic. Both X̄ and U
are assumed to be open sets. We assume that the map � can
be extended to the map � = [�T ,χT]T : X̄ × U → X̄ × R so
that� has the global analytic inverse [�T , λT]T : �(X̄ × U) →
X̄ × U. Introduce the additional variable at time instant t, z(t) ∈
R, by

z(t) = χ(x(t), u(t)). (2)

The systems (1) and (2) define the inversive difference field K
of meromorphic functions in a finite number of variables from
the set C = {x, u〈k〉, z〈−l〉, k ≥ 0, l ≥ 1}. Here u〈k〉 denotes the
kth-order forward shift of x and z〈−l〉 the lth-order backward
shift of z. The first-order forward shift of variable x is defined
by Equation (1) and the first-order backward shifts of x and u
by

x〈−1〉 = �(x, z〈−1〉), u〈−1〉 = λ(x, z〈−1〉). (3)

The forward and backward shifts of a function ϕ(x, u, u〈1〉, . . . ,
u〈k〉, z〈−1〉, . . . , z〈−l〉) ∈ K are defined as the compositions
ϕ〈1〉 := ϕ(�(x, u), u〈1〉, u〈2〉, . . . , u〈k+1〉,χ(x, u), . . . , z〈−l+1〉),
and ϕ〈−1〉 := ϕ(�(x, z〈−1〉), λ(x, z〈−1〉), u, . . . , u〈k−1〉, z〈−2〉,
. . . , z〈−l−1〉), respectively. The higher order forward and back-
ward shifts of x are defined recursively as

x〈k〉 = �
k
(x, u, u〈1〉, . . . , u〈k−1〉),

x〈−k〉 = �k(x, z〈−1〉, z〈−2〉, . . . , z〈−k〉), (4)

see more in Mullari Kotta (2021b). Due to (2) and (4), the
higher order forward shifts of z can be computed as z〈k〉 =
χ
(
�

k
(x, u, . . . , u〈k−1〉), u〈k〉

)
, anddue to (3) and (4), the higher

order backward shifts of u as u〈−k〉 = λ
(
�k−1(x, z〈−1〉, . . . ,

z〈−k+1〉), z〈−k〉).
Consider the infinite set of symbols dC = {dx, du〈k〉, dz〈−l〉,

k ≥ 0, l ≥ 1} and let E := spanK{dC} be the vector space
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spanned overK by the elements of dC, called the 1-form

ω =
n∑

i=1
Aidxi +

∑
k≥0

Bkdu〈k〉 +
∑
l≥1

Cldz〈−l〉,

where only the finite number of coefficients differ from
zero (Aranda-Bricaire et al., 1996). Define the space E∗ =
spanK{∂/∂x, ∂/∂u〈k〉, k ≥ 0, ∂/∂z〈−l〉, l ≥ 1}, dual to E ,
whose elements are the vector fields

� =
n∑
i=1

ξi
∂

∂xi
+
∑
k≥0

ξ k
∂

∂u〈k〉 +
∑
l≥1

ξ̃l
∂

∂z〈−l〉 . (5)

By duality between E and E∗ the scalar products of 1-form and
vector fields satisfy the relations:〈

dxi,�
〉 = ξi, 〈du〈k〉,�〉 = ξ k, 〈dz〈−l〉,�〉 = ξ̃l.

The backward shift of the vector field� in (5) is the vector field

�
〈−1〉 =

n∑
i=1

ai
∂

∂xi
+
∑
k≥0

bk
∂

∂u〈k〉 +
∑
l≥1

cl
∂

∂z〈−l〉 , (6)

where

ai =
〈
dx〈1〉

i ,�
〉〈−1〉 = 〈d�i,�

〉〈−1〉 , bk =
〈
du〈k+1〉,�

〉〈−1〉
,

cl =
〈
dz〈−l+1〉,�

〉〈−1〉
. (7)

Note that the forward and backward shift operators commute
with the scalar product, i.e. for an arbitrary 1-form ω ∈ E and a
vector field� ∈ E∗

〈
ω,�

〉〈1〉 =
〈
ω〈1〉,�〈1〉〉 , 〈

ω,�
〉〈−1〉 =

〈
ω〈−1〉,�〈−1〉〉 . (8)

The projection of� in (5) is the vector field

�
π =

n∑
i=1

ξi
∂

∂xi
. (9)

Note that the shift and projection operators do not commute.
From (6), (7) and (9) follows the computation formula of the
projection of the backward shift of a vector field:

�
〈−1〉π =

n∑
i=1

〈
dx〈1〉

i ,�
〉〈−1〉 ∂

∂xi
. (10)

Lemma 2.1 (Mullari & Kotta, 2021b): If � ∈ spanK{∂/∂x},
then for k = 1, . . . , n,�〈−k〉 ∈ spanK{∂/∂x, ∂/∂z〈−1〉, . . . ,
∂/∂z〈−k〉}.

Lemma 2.2: If

� =
n∑
i=1

ξi(x, u, . . . , u〈k〉)
∂

∂xi
,

then

�
〈−1〉π =

n∑
i=1

ai(x, z〈−1〉, u, . . . , u〈k−1〉)
∂

∂xi

for some functions ai.

Proof: Follows directly from (10). �

Lemma 2.3 below, necessary for the proof of the main
theorem, is the extension of Lemma 3 in Mullari and Kotta
(2021a) for the case when the number of independent commut-
ing vector fields is less than the dimension of the space where
they are defined. Note that Lemma 2.3 as well as Lemma 3 from
Mullari and Kotta (2021a) are the analogues of Theorem 2.36
from Nijmeijer and Van Der Schaft (1990), which proves the
local validity of the result around a fixed point on a mani-
fold. The proof, as commented in Mullari and Kotta (2021a),
is not easy to extend for the generic case, since it relies on
shifting the point under the flows of the vector fields. The coor-
dinate transformation can, under commutativity assumption,
be constructed as the composition of these flows. Moreover, the
approach in this paper is algebraic, not differential geometric.
For the above reasons, the alternative proof is given.

Denote n̄ := n + r, where r ∈ {0, . . . , n − 1}, the meaning
of which will be explained in the next section. In Lemma 2.3,
we assume that in an open set C of an n̄-dimensional subspace
R
n̄ with coordinates x̄ := {x, u, . . . , u〈r−1〉} are defined m̄ vector

fields �l =∑n̄
q=1 ξql(x̄) ∂/∂ x̄q, l = 1, . . . , m̄, m̄ < n̄. One says

that a coordinate transformation X = �(x̄), defined in C̄, is
adapted to vector fields �l if in the new coordinates the vector
fields �l are the partial derivative operators with respect to the
corresponding coordinates, i.e.�∗�l = ∂/∂Xl, l = 1, . . . , m̄.

Lemma 2.3: Assume that the vector fields �l =∑n̄
q=1 ξql(x̄)∂/

∂ x̄q, l = 1, . . . , m̄,

(a) are linearly independent,

dimK
(
spanK{�1, . . . ,�m̄}) = m̄,

(b) and commute:[
�l,�j

] ≡ 0, l, j = 1, . . . , m̄. (11)

Then there exists in C the coordinate transformation X =
�(x̄), adapted to these vector fields, such that m̄ independent
functions �i(x̄) (as the canonical parameters of�l) satisfy

〈d�i(x̄),�l(x̄)〉 ≡ δi,l, i, l = 1, . . . , m̄, (12)

and n̄ − m̄ independent functions�i(x̄) (as the common invari-
ants of �l) satisfy

〈d�i(x̄),�l(x̄)〉 ≡ 0, i = m̄ + 1, . . . , n̄, l = 1, . . . , m̄.
(13)

l = 1, . . . , m̄, are the partial derivative operators with respect to
the corresponding coordinates, i.e.

Proof: See Appendix A. �
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3. Problem statement

In this section, we first define the extended observer form,
into which we want to transform the original state equations.
Second, we introduce the parametrised state transformation,
necessary for this purpose. Third, we introduce a set of vec-
tor fields, defined by the system equations, in terms of which
we formulate in the next section the necessary and sufficient
solvability conditions. Finally, some additional results on these
vector fields will be proven to be applied in the proof of themain
result.

Consider the system (1) together with the output function

x〈1〉 = �(x, u), y = h(x), (14)

where the output y ∈ Y ⊆ R and Y is an open set.
Denote y〈0〉 = h(x). Compute, using (4),

y〈l〉 = h(�l
(x, u, . . . , u〈l−1〉)), l = 1, . . . , n − 1. (15)

Recall fromKotta et al. (2015), the spacesY := spanK{dy〈l〉, l ≥
0}, U := spanK{du〈j〉, j ≥ 0}, X := spanK{dx}. The subspace
O = X ∩ (Y + U) is called the observable space of system (14).

Assumption 3.1: The system (14) satisfies the generic observ-
ability condition dimKO = n.

Define the set of 1-form:

ωl :=
n∑

i=1

∂y〈l〉

∂xi
dxi, l = 0, . . . , n − 1. (16)

Assumption 3.1 is equivalent to the condition that the 1-form
ωl, l = 0, . . . , n − 1, are linearly independent:

dimK
(
spanK {ωl, l = 0, . . . , n − 1}) = n.

The goal is to find the parametrised state transformation X =
�(x, u, . . . , u〈r−1〉), such that Equation (14) in the new coordi-
nates is in the extended observer form with the degrees (s, r),
where s and r take the minimal possible values1 from the set
{0, . . . , n − 1}:

X〈1〉
i = Xi+1, i = 1, . . . , s,

X〈1〉
i = Xi+1 + ϕi(y, . . . , y〈s〉, u, . . . , u〈r〉),

i = s + 1, . . . , n − 1,

X〈1〉
n = ϕn(y, . . . , y〈s〉, u, . . . , u〈r〉), y = X1. (17)

If s and r are both zero, then (17) coincides with the classical
observer form. In case s = 0, the first set of equations in (17) is
obviously missing.

Under Assumption 3.1, define the vector field � ∈ spanK
{∂/∂x} such that

〈ωl,�〉 ≡ δl,n−1, l = 0, . . . , n − 1, (18)

and compute the projections�〈−l〉π of its backward shifts up to
the order n−1.

Remark 3.1: Observe that, due to (15), the lth-order forward
shift of y depends, in general, on u and its forward shifts up
to the order l−1, as do, by (16), the coefficients of ωl, l =
1, . . . , n − 1. That is, the system of Equations (18) depends, in
general, on u and its forward shifts up to the order n−2. The lat-
ter means that the coefficients of� are, in general, the functions
of x, u, . . . , u〈n−2〉.

Lemma 3.2 (Mullari & Kotta, 2021b): The vector field � and
the projections of its backward shift up to the order n−1 are
linearly independent:

dimK(spanK{�〈−l〉π , l = 0, . . . , n − 1}) = n.

All new state coordinates in the classical observer form case
can be defined as the canonical parameters of commutable
vector fields �〈−l〉π , l = 0, . . . , n − 1, see Lemma 5 in Mullari
and Kotta (2021b). If (14) is transformable into the extended
observer form, then only a set of n−s vector fields are com-
mutable (see Theorem 4.1) and thus only n−s new state coor-
dinates can be defined as canonical parameters of the vector
fields. The rest of the new coordinates can be defined as com-
mon invariants of the corresponding vector fields given in
Lemma 3.3.

Lemma 3.3: The output y and its forward shifts up to the order
s−1 are the common invariants of the vector fields �〈−l〉π , l =
0, . . . , n − s − 1, i.e.〈

dy〈i〉,�〈−l〉π
〉
≡ 0, i = 0, . . . , s − 1, (19)

and the sth-order forward shift is the canonical parameter of
�〈−n+s+1〉π , i.e. 〈

dy〈s〉,�〈−l〉π
〉
≡ δl,n−s−1. (20)

Proof: Note that according to (16)

dy = ω0, dy〈i〉 = ωi +
i−1∑
k=0

∂y〈i〉

∂u〈k〉 ∂u〈k〉, i = 1, . . . , n − 1.

(21)

Using (18) and (21), one may verify that 〈dy〈i+l〉,�〉 ≡ δi+l,n−1,
i = 0, . . . , s, l = 0, . . . , n − s − 1, whose lth-order backward
shift reads 〈dy〈i〉,�〈−l〉〉 ≡ δi+l,n−1. Using Lemmas 2.1 and (9)
is easy to conclude 〈dy〈i〉,�〈−l〉π 〉 ≡ δi+l,n−1. Next, subtracting l
from the both indices of Kronecker delta yields 〈dy〈i〉,�〈−l〉π 〉 ≡
δi,n−l−1 for i = 0, . . . , s, l = 0, . . . , n − s − 1. From this formula
follow directly (19) and (20). �

4. Themain result

Theorem 4.1 gives the main result of this paper, that is the
necessary and sufficient solvability conditions for possibility
to transform the state equations into the extended observer
form with the degrees (s, r). Moreover, the algorithm will be
given for finding the parametrised state transformation. Finally
we will demonstrate that in the case s = r = 0 the conditions
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of Theorem 4.1 recover the existing conditions related to the
classical observer form.

Theorem 4.1 (Main result): Under Assumption 3.1, Equa-
tion (14) can be transformed, via a parametrised state transfor-
mation X = �(x, u, . . . , u〈r−1〉), into the extended observer form
(17) with the degrees (s, r) if and only if the following conditions
are satisfied, where � below is defined by (18):

(i) [
∂

∂z〈−q〉 ,�
〈−l〉π

]
≡ 0, q, l = 1, . . . , n − s − 1, (22)

(ii) [
�〈−l〉π ,�〈−j〉π] ≡ 0 l, j = 0, . . . , n − s − 1, (23)

(iii)

∂y〈s〉

∂u〈k〉 ≡ 0, k = r, . . . , s − 1,

(iv) [
∂

∂u〈k〉 ,�
]

≡ 0, k = r, . . . , n − 2.

Proof: Sufficiency. The proof relies on Lemmas 2.2, 2.3, 3.2
and 3.3 and consists of three steps. In the first step, the
parametrised state transformation is defined. In the second step,
we will show that the forward shifts of these coordinates cannot
depend on forward shifts of u higher than the order r. In the
third step, we will prove that in the new coordinates the state
equations take the extended observer form (17).

The parametrised state transformation can be interpreted as
a coordinate transformation in the (n + r)-dimensional sub-
space C of C with coordinates x̄ = (x, u, . . . , u〈r−1〉)T such that
the coordinates u, . . . , u〈r−1〉 remain unchanged. Before giving
a formal proof, we will briefly sketch its idea. Note that one has
to define the coordinate transformation in the space C̄, since the
vector field� and the projections of its backward shifts depend,
in general, also on variables u, . . . , u〈r−1〉. From Lemma 2.3,
one may conclude that if in the (n + r)-dimensional space with
coordinates x̄ exist n−s independent commuting vector fields
whose coordinates depend only on variables x̄ (this aspect is
important), then one can define in this space the following
coordinate transformation, where X = �(x, u, . . . , u〈r−1〉), but
the input and its forward shifts up to the order r−1 remain
unchanged. The new coordinates include r+ s independent
invariants of these vector fields and n−s canonical param-
eters of the vector fields. These invariants are the output y
and its forward shifts up to the order s−1 (see Lemma 3.3),
and also u, . . . , u〈r−1〉, because these vector fields belong to
spanK{∂/∂x}. Lemma 2.3 (taking n̄ = n + r, m̄ = n − s, �1 =
�〈−n+s+1〉π ,. . . ,�m̄−1 = �〈−1〉π , �m̄ = �) points how to find
the other set of new coordinates as canonical parameters of the
vector fields.

If (iv) holds, then by Remark 3.1, the coefficients of� do not
depend on higher order forward shifts of u than r−1. Then, by

Lemma 2.2, also the coefficients of�〈−l〉π , l = 1, . . . , n − s − 1,
do not depend on u〈k〉, k> r−1. If additionally (i) is satisfied,
then the coefficients of �〈−l〉π , l = 0, . . . , n − s − 1, depend
only on x̄. If also (ii) is valid, then by Lemma 2.3 there exists an
adapted coordinate transformation which will be defined below
at the first step of the proof.

Step 1.Due to Lemma 3.2 and (ii), in C there exist n−s inde-
pendent commuting vector fields �〈−l〉π , l = 0, . . . , n − s − 1.
Because dimK C = n + r, and because the coefficients of�〈−l〉π
depend only on x̄, then, by Lemma 2.3, there exist r+ s indepen-
dent functions as the invariants of these vector fields, and as well
n−s independent functions as the canonical parameters of these
vector fields. These functions depend on x, u, u〈1〉, . . . , u〈r−1〉
and they can be taken as the components of the parametrised
state transformation.

If s> 0, then find the first set of new state coordinates
as the independent invariants of �〈−l〉π , l = 0, . . . , n − s − 1.
According to Lemma 2.3, in (n + r)-dimensional C exist r+ s
common independent invariants of these vector fields. As men-
tioned above, the variables u, . . . , u〈r−1〉 belong to the set of the
invariants of �〈−l〉π , l = 0, . . . , n − s − 1, but obviously, they
do not count as the new state coordinates. The remaining s
independent (by Assumption 3.1) invariants can be found from
Lemma 3.3 as〈
dy〈i〉,�〈−l〉π

〉
≡ 0, i = 0, . . . , s − 1, l = 0, . . . , n − s − 1,

(24)

and so one can define the first s new state coordinates as

Xi = y〈i−1〉, i = 1, . . . , s. (25)

The new coordinates Xs+1, . . . ,Xn are defined by system of
equations 〈

d�i,�〈−l〉π
〉
≡ δi,n−l, i = s + 1, . . . , n,

l = 0, . . . , n − s − 1, (26)

as the canonical parameters of� and the projections of its back-
ward shifts up to the ordern−s−1.When s> 0, then the number
of these vector fields is less than n and therefore, Xs+1, . . . ,Xn
are, in principle, defined from (26) uniquely up to some
additive functions f of system invariants y〈j〉, j = 0, . . . , s −
1 (see Lemma 3.3) and u〈k〉, k = 0, . . . , r − 1. The reason is
that if the function �i(x, u, . . . , u〈r−1〉), i = s + 1, . . . , n, satis-
fies Equation (26), then also a function �i(x, u, . . . , u〈r−1〉)+
f (y, . . . , y〈s−1〉, u, . . . , u〈r−1〉) does where f (0) = 0. The excep-
tion is Xs+1, that, by the form of the extended observer
form (17), has to be defined uniquely by

Xs+1 = �s+1(x, u, . . . , u〈r−1〉) = y〈s〉, (27)

since otherwise the sth equation in (17) is not satisfied.
To define the coordinates Xs+2, . . . ,Xn, construct an [(n −

s)× n]-matrix � = [θTs+1 . . . θ
T
n ]T , whose rows can be inter-

preted as the 1-forms, and an [n × (n − s)]-matrix2

M :=
[
�〈−n+s+1〉π . . . �〈−1〉π �

]
, (28)
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whose columns are, according to Lemma 3.2, linearly inde-
pendent. Therefore, rankKM = n − s and there exists the left
inverse ofM as the [(n − s)× n]-matrix

M−1
L = (MTM)−1MT = � : �M ≡ In−s, (29)

whereby rankK� = n − s. The rows θi of � are linearly inde-
pendent as the rows of a matrix of full rank and, due to (28),
satisfy the condition〈

θi,�〈−l〉π
〉
≡ δi,n−l, i = s + 2, . . . , n,

l = 0, . . . , n − s − 1. (30)

The 1-form θi, defined by (29), is not necessarily the total dif-
ferentials. However, we will show that there exist coefficients βiq
and β̃ik such that

d�i = θi +
s∑

q=1
βiq(x̄)d�q +

r−1∑
k=0

β̃ik(x̄)du〈k〉,

i = s + 2, . . . , n. (31)

Really, from (26), (30), and Lemma 2.3 follows that the 1-form
dXi = d�i(x, u, . . . , u〈r−1〉), i = 1, . . . , s, θi, i = s + 1, . . . , n,
and du〈k〉, k = 0, . . . , r − 1, is linearly independent and there-
fore they span the entire space spanK{dx, du, . . . , du〈r−1〉}.
Consequently, the vector space spanK{d�1, . . . , d�s, θs+1, . . . ,
θn, du, . . . , du〈r−1〉} is integrable and it has exact bases, i.e. there
exist linear combinations as in (31), being the total differentials.

Step 2. Will show now that in the new coordinates X,
defined at the previous step, under conditions (iii) and (iv),
the forward shifts X〈1〉 do not depend on u〈k〉, k > r. If (iii)
holds, then X1, . . . ,Xs+1 do not depend on u〈k〉, k ≥ r, mean-
ing that their forward shifts do not depend on u〈k〉, k > r.
If (iv) holds, then the coefficients of � do not depend on
u〈k〉, k ≥ r, and by Lemma 2.2 this is also true for the coeffi-
cients of �〈−1〉π , . . . ,�〈−n+s+1〉π . From (26) follows then that
Xs+2, . . . ,Xn can be defined so that they do not depend on
u〈k〉, k ≥ r and so X〈1〉

s+2,. . . , X
〈1〉
n do not depend on u〈k〉, k > r.

Step 3. We will prove now that in coordinates X Equation
(14) takes the form (17). Obviously, from (25) and (27) one gets,
as in (17),

X〈1〉
i = Xi+1, i = 1, . . . , s.

Since d�i ∈ spanK{dx, du, . . . , du〈r−1〉}, i = 1, . . . , n, then
spanK{dx, du, . . . , du〈r〉} = spanK{d� , du, . . . , du〈r〉}, and
because d�〈1〉

i , i = 1, . . . , n, belong to spanK{dx, du, . . . , du〈r〉},
then one may write d�〈1〉 as the linear combination

d�〈1〉
i =

n∑
q=1

αiq(x, u, . . . , u〈r〉)d�q

+
r∑

k=0

ᾱik(x, u, . . . , u〈r〉)du〈k〉,

i = s + 1, . . . , n. (32)

Because the left-hand side of (32) is a total differential, then
there exist the functions φi(X, u, . . . , u〈r〉) = �i ◦� ◦�−1, i =
s + 1, . . . , n, such that

αiq = ∂φi(X, u, . . . , u〈r〉)
∂Xq

∣∣∣∣
X=�(x,u,...,u〈r−1〉)

,

q = 1, . . . , n,

ᾱik = ∂φi(X, u, . . . , u〈r〉)
∂u〈k〉

∣∣∣∣
X=�(x,u,...,u〈r−1〉)

, k = 0, . . . , r.

On the other hand, computing the total differentials from both
sides of the second and third formulae of (17) and taking into
account (25) and (27), we obtain

dX〈1〉
i = dXi+1 +

s+1∑
j=1

∂ϕi(X1, . . . ,Xs+1, u, . . . , u〈r〉)
∂Xj

dXj+

+
r∑

k=0

∂ϕi(X1, . . . ,Xs+1, u, . . . , u〈r〉)
∂u〈k〉 du〈k〉,

i = s + 1, . . . , n − 1,

dX〈1〉
n =

s+1∑
j=1

∂ϕn(X1, . . . ,Xs+1, u, . . . , u〈r〉)
∂Xj

dXj

+
r∑

k=0

∂ϕn(X1, . . . ,Xs+1, u, . . . , u〈r〉)
∂u〈k〉 du〈k〉. (33)

From (32) and (33) follows that to show the validity of the
second and third formulae of (17), we need to prove that

αiq = δi+1,q, i = s + 1, . . . , n, q = s + 2, . . . , n. (34)

From (24), (25) and (26) follows
〈
d�i,�〈−l〉π 〉 ≡ δi,n−l, i =

1, . . . , n, l = 0, . . . , n − s − 1. Denoting q: = n−l, the last
equality takes the form〈

d�i,�〈−n+q〉π 〉 ≡ δi,q, i = 1, . . . , n, q = s + 1, . . . , n.
(35)

Using (35), we can prove (34), taking the scalar prod-
uct of both sides of (32) with �〈−n+q〉π , q = s + 1, . . . , n.
This gives, due to (35) and the definition of the Kro-
necker delta, αiq = 〈d�〈1〉

i ,�〈−n+q〉π 〉, i, q = s + 1, . . . , n. The
last equality is identical to αiq = 〈d�〈1〉

i ,�〈−n+q〉〉, accord-
ing to �〈−n+q〉 ∈ spanK{∂/∂x, ∂/∂z〈−1〉, . . . , ∂/∂z〈−n+q〉} and
d�〈1〉 ∈ {dx, du, . . . , du〈r〉}. Due to (8), the last equality can
be rewritten in the form αiq = 〈d�i,�〈−n+q−1〉〉〈1〉 = 〈d�i,
�〈−n+q−1〉π 〉〈1〉. Taking into account (35) and the fact that the
value of a constant is invariant with respect to the forward shift,
we get from the last equality αiq = δi,q−1, which is equivalent to
αi,q = δi+1,q, i.e. (34) holds.

Necessity.To prove (i), (ii) and (iv), we will show by induction
that in the new coordinates

�〈−j〉π = ∂

∂Xn−j
, j = 0, . . . , n − s − 1. (36)
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Prove first that (36) is true for j = 0, i.e.

� = ∂

∂Xn
. (37)

Note that, according to (17),

y〈l〉 = Xl+1+{
0, l = 0, . . . , s,
ρl
(
X1, . . . ,Xl, u, . . . , u〈r+l−s−1〉) , l = s + 1, . . . , n − 1,

(38)

where ρl are certain sums of ϕs+1, . . . ,ϕn−1 and their forward
shifts. Using (16) and (38), one obtains

ωl = dXl+1 +

⎧⎪⎪⎨⎪⎪⎩
0, l = 0, . . . , s,
l∑

i=1

∂ρl

∂Xi
dXi, l = s + 1, . . . , n − 1,

which, according to (18), yields (37).
Next, we prove that if

�〈−j〉 = ∂

∂Xn−j
(39)

holds for some j = 0, . . . , n − s − 2 then it holds for j+ 1 too.
Taking into account (6), (7) and (39), one gets

�〈−j−1〉 =
(
�〈−j〉

)〈−1〉 =
n∑

i=1

〈
dX〈1〉

i ,
∂

∂Xn−j

〉〈−1〉
∂

∂Xi
. (40)

Since (17) yields

dX〈1〉
i =⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dXi+1, i = 1, . . . , s,
dXi+1 +∑s+1

k=1
∂ϕi
∂Xk

dXk

+∑r
p=0

∂ϕi
∂up dup, i = s + 1, . . . , n − 1,∑s+1

k=1
∂ϕn
∂Xk

dXk +∑r
p=0

∂ϕn
∂up dup, i = n,

one may conclude that 〈dX〈1〉
i , ∂/∂Xn−j〉 ≡ δi+1,n−j, which

implies that (40) can be rewritten as �〈−j−1〉 = ∂/∂Xn−j−1.
Now the validity of (36) follows directly from the definition of
the projection (9). �

Remark 4.1: Under Assumption 3.1, one can always transform
the state Equation (14) into the extended observer form (17)
with the degree s = n−1, because for this degree the condi-
tions (i) and (ii) of Theorem 4.1 are satisfied automatically. The
coordinate transformationXi = y〈i−1〉, i = 1, . . . , n, leads to the
extended observer form

X〈1〉
i = Xi+1, i = 1, . . . , n − 1,

X〈1〉
n = ϕn(y, . . . , y〈n−1〉, u, . . . , u〈r〉),

where r is determined by the conditions (iii) and (iv).

Algorithm for finding the minimal (s, r) and the respective
parametrised state transformation.

Step 1. Compute the 1-form ωl, l = 0, . . . , n − 1, as in (16).
Check if they are linearly independent. If not, then stop.

Step 2. Find the vector field � as a solution of Equation (18).
Find the projections of its backward shifts up to the order
n−1.

Step 3. Compute the Lie brackets (22) and (23) for l, j =
0, . . . , n − 1. If all these Lie brackets satisfy the conditions
(i) and (ii), take s = 0. If not, then find the greatest inte-
ger l̄ ∈ [0, . . . , n − 1] such that (i) and (ii) hold for all
�〈−l〉π ,�〈−j〉π , l, j = 0, . . . , l̄. Take s = n − l̄ − 1.

Step 4. Define the first set of new coordinates Xi = y〈i−1〉, i =
1, . . . , s + 1.

Step 5.Compute the Lie derivatives of y〈s〉 and�with respect to
∂/∂u〈k〉, k = 0, . . . , n − 1. If all Lie derivatives with respect
to ∂/∂u〈k〉 in (iii) and (iv) identically equal to zero, take
r = 0. If not, take r ∈ {1, . . . , n − 1} as the smallest integer
such that (iii) and (iv) are satisfied.

Step 6. Construct the matrix M as in (28) and compute its left
inverse (29). Its rows are the 1-form θs+1,. . . ,θn.

Step 7. Find the remaining state coordinates Xi = �i(x, u,
. . . , u〈r−1〉), i = s + 2, . . . , n, as in (31). Below we will
demonstrate how to find the coefficients βiq and β̃ik. Take
the exterior derivative from both sides of (31) to get

dθi +
s∑

q=1
dβiq(x̄) ∧ d�q +

r−1∑
k=0

dβ̃ik(x̄) ∧ du〈k〉 ≡ 0,

i = s + 2, . . . , n.

This results in a system of partial differential equations for
finding βiq and β̃ik as the functions of x, u, . . . , u〈r−1〉. This
system is, in general, underdetermined, so that one has cer-
tain freedom in the choice ofβiq and β̃ik. The goal is to keep
the 1-form (31) as simple as possible. The new coordinates
Xi = �i(x, u, . . . , u〈r+1〉) will, in general, also depend on
arbitrary additive functions of variables X1 = y, . . . ,Xs =
y〈s−1〉, u, . . . , u〈r−1〉.

In the limiting case s = r = 0, one recovers from Theorem
4.1 the result for the classical observer form when the injection
terms do not depend on the shifts of input and output, as in
Mullari and Kotta (2023).

Corollary 4.2: Under Assumption 3.1, the system (14) can be
transformed via a state transformation X = �(x) into the clas-
sical observer form

X〈1〉
i = Xi+1 + ϕi(y, u), i = 1, . . . , n − 1,

X〈1〉
n = ϕn(y, u), X1 = y,

if and only if the following conditions are satisfied:

(a) [
∂

∂z〈−q〉 ,�
〈−l〉π

]
≡ 0, q, l = 1, . . . , n − 1,
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(b) [
�〈−l〉π ,�〈−j〉π] ≡ 0, l, j = 0, . . . , n − 1,

(c) [
∂

∂u〈k〉 ,�
]

≡ 0, k = 0, . . . , n − 2.

Moreover, the new coordinates X = �(x) can be computed from
the system of differential equations:〈

dXi,�〈−n+l〉π
〉
≡ δi,l, i, l = 1, . . . , n.

Proof: The conditions (a), (b), (c) follow directly from condi-
tions (i) –(iv) of Theorem 4.1 in case s = 0 and r = 0. �

5. Extended observer formwith past values of inputs
and outputs

Note that the future values of input and outputmay not be avail-
able. Therefore in this section we show that the form (17) can
always be transformed into the alternative extended observer
formwhere the injection terms do not depend on the future val-
ues of input and output, but instead on their past values.We will
show how to define the new state coordinates necessary for such
transformation.

Consider a more specific representation of the form (17),
defined as

X〈1〉
i = Xi+1, i = 1, . . . , s,

X〈1〉
i = Xi+1 + ϕi(y, . . . , y〈s〉, u, . . . , u〈ri〉),

i = s + 1, . . . , n − 1,

X〈1〉
n = ϕn(y, . . . , y〈s〉, u, . . . , u〈rn〉),

y = X1.

(41)

If one takes r = maxi{ri, i = s + 1, . . . , n}, then Equation (41)
is in the form (17). The form (41) allows us to specify the max-
imum values of ri. Since the i/o equation of (14), and therefore
also of (41), is in the form

y〈n〉 =
n∑

i=s+1
ϕ

〈n−i〉
i ,

and the i/o equation may depend on the forward shifts of u up
to the order n−1, then onemust have ri + n − i ≤ n − 1, which
leads to ri ≤ i − 1, i = s + 1, . . . , n. In this section, we show that
Equation (41) can always be transformed into the form

Z〈1〉
i = Zi+1 + ϕ̃i(y, . . . , y〈−N〉, u, . . . , u〈−N〉),

i = 1, . . . , n − N − 1,

Z〈1〉
n−N = Zn−N+1 + ϕ̃n−N(y, . . . , y〈−N〉, u, . . . , u〈−N〉)

− ψ(y, u)〈−N〉,

Z〈1〉
i = Zi+1, i = n − N + 1, . . . , n − 1,

Z〈1〉
n = ψ(y, u),

y = Z1,

(42)

where N = max{s, r},ψ(y, u) = y if z = u and ψ(y, u) = u if
z = y, by a parametrised state transformation of the form Z =
�̃(X; z〈−1〉, . . . , z〈−N〉, u, . . . , u〈r−1〉).

The latter form is obviously preferable from the practical
point of view since the future values of inputs and outputs
are not, in general, available. The reason why in this paper we
have transformed the state equation (14) into the form (17),
is twofold. First, this route is, in general, more simple to use
and is directly suggested by observability assumption (Assump-
tion 3.1). Second, the results of this paper generalise those
from Mullari and Kotta (2021b) on possible transformation of
Equation (14) into the classical observer form where in (17)
s = r = 0. Note that the approach in this paper follows the one
of Mullari and Kotta (2021b). Transformation of the state equa-
tions into the form (42) would require to use the analogues
of the 1-form (16) that rely on backward shifts of the output
and construct the parametrised state transformations using the
analogue of� and its forward shifts.

The idea of transforming Equation (41) into the form (42)
is based on the fact that one can move the injection terms ϕi,
i = s + 1, . . . , n, to different locations in the state equations. By
this we mean that there exists a parametrised state transforma-
tion such that when ϕi affects the forward shift of ith original
state variable, thenϕ〈−1〉

i affects the forward shift of the (i − 1)th
new state variable. For example, consider a parametrised state
transformation

X̃i = Xi, i = 1, . . . , s,

X̃j = Xj − ϕ
〈−1〉
j , j = s + 1, . . . , n − 1,

X̃n = Xn − ϕ〈−1〉
n + ψ(y, u)〈−1〉.

Straightforward computations show that the transformed equa-
tions are in the form

X̃〈1〉
i = X̃i+1, i = 1, . . . , s − 1,

X̃〈1〉
i = X̃i+1 + ϕi+1(y〈−1〉, . . . , y〈s−1〉, u〈−1〉, . . . , u〈ri−1〉),

i = s, . . . , n − 2,

X̃〈1〉
n−1 = X̃n + ϕn(y〈−1〉, . . . , y〈s−1〉, u〈−1〉, . . . , u〈rn−1−1〉)

− ψ(y, u)〈−1〉,

X̃〈1〉
n = ψ(y, u),

y = X̃1. (43)

Note that in (43) all the injection terms are shifted back once.
Thus Equation (43) depends on y, u, their one step backward
shifts and forward shifts up to the order N−1. One can repeat
similar transformation until there are no more forward shifts
of u and y affecting the state equations. Note that the latter
can always be done since ri ≤ i − 1. Finally, one ends up with
equations of the form (42). Note also that the term ψ(y, u) is
added to the transformations and Equation (42) just to make
the parametrised state transformation invertible. Otherwise the
variable X̃n = Xn − ϕ

〈−1〉
n = 0 in the above transformation.

Altogether we get the following result.

Lemma 5.1: The system in the form (41) is always trans-
formable into the form (42) by means of the parametrised state
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transformation

Zi = Xi − �i +ϒi, i = 1, . . . , n, (44)

where

�i :=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, for i = 1,
min(i+N−1,n)∑
k=max(i,s+1)

(
ϕk

(
y, . . . , y〈s〉,

u, . . . , u〈rk〉))〈i−k−1〉 , for i = 2, . . . , n,

(45)

and

ϒi :=
{
0, for i = 1, . . . , n − N,
ψ(y, u)〈i−n−1〉, for i = n − N + 1, . . . , n.

(46)

Proof: Note that the output equations of (42) and (41) are
identical according to (44) for i = 1. Next, shift forward (44),
substitute the right-hand side of (41) for X〈1〉

i , and then replace
Xi+1 in accordance with (44). This results in

Z〈1〉
i = Zi+1 +�i + �i+1 − �

〈1〉
i +ϒ

〈1〉
i −ϒi+1,

i = 1, . . . , n − 1,

Z〈1〉
n = �n − �

〈1〉
n + ϒ

〈1〉
n ,

(47)

where

�i :=
{
0, for i = 1, . . . , s,
ϕi

(
y, . . . , y〈s〉, u, . . . , u〈ri〉

)
, for i = s + 1, . . . , n.

Taking into account that

�2 − �
〈1〉
1

=
min(N+1,n)∑
k=max(2,s+1)

ϕk

(
y〈−k+1〉, . . . , y〈s−k+1〉,

u〈−k+1〉, . . . , u〈rk−k+1〉
)
,

�i+1 − �
〈1〉
i

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕi+N

(
y〈−N〉, . . . , y〈s−N〉,

u〈−N〉, . . . , u〈ri+N−N〉) , if i ≤ s, i ≤ n − N,
0 if i ≤ s, i > n − N,
ϕi+N

(
y〈−N〉, . . . , y〈s−N〉,

u〈−N〉, . . . , u〈ri+N−N〉)−
−ϕi

(
y, . . . , y〈s〉, u, . . . , u〈ri〉) , if i > s, i ≤ n − N,

−ϕi
(
y, . . . , y〈s〉, u, . . . , u〈ri〉

)
, if i > s, i > n − N,

for i = 2, . . . , n − 1,

ϒ
〈1〉
i −ϒi+1 =

{
−ψ(y, u)〈−N〉, if i = n − N,
0, otherwise,

�
〈1〉
n = ϕn(y, . . . , y〈s〉, u, . . . , u〈rn〉), and ϒ

〈1〉
n = ψ(y, u), one

may verify that (47) leads to (42), where

ϕ̃1 :=
min(N+1,n)∑
k=max(2,s+1)

ϕk

(
y〈−k+1〉, . . . , y〈s−k+1〉,

u〈−k+1〉, . . . , u〈rk−k+1〉
)
,

ϕ̃i := ϕi+N

(
y〈−N〉, . . . , y〈s−N〉, u〈−N〉, . . . , u〈ri+N−N〉

)
for i = 2, . . . , n − N. �

6. Example

Example 6.1: Consider the reversible system:

x〈1〉
1 = x3, x〈1〉

2 = x2u + x3 + x4, x〈1〉
3 = x2 − x1,

x〈1〉
4 = x1x3, y = x3.

Taking z = u, one obtains

x〈−1〉
1 = x4

x1
, x〈−1〉

2 = x4 + x1x3
x1

, x〈−1〉
3 = x1,

x〈−1〉
4 = x1(x2 − x1)− (x4 + x1x3)z〈−1〉

x1
.

To check the validity of Assumption 3.1, compute

y = x3, y〈1〉 = x2 − x1, y〈2〉 = x2u + x4,

x〈3〉 = (x2u + x4 + x3)u〈1〉 + x1x3,

and

ω0 = dx3, ω1 = −dx1 + dx2, ω2 = udx2 + dx4,

ω3 = x3dx1 + uu〈1〉dx2 + (u〈1〉 + x1)dx3 + u〈1〉dx4.

The obtained 1-forms ωk are linearly independent. Then (18)
takes the form

〈dx3,�〉 ≡ 0, 〈−dx1 + dx2,�〉 ≡ 0, 〈udx2 + dx4,�〉 ≡ 0,

〈x3dx1 + uu〈1〉dx2 + (u〈1〉 + x1)dx3 + u〈1〉dx4,�〉 ≡ 1,

yielding

� = 1
x3

(
∂

∂x1
+ ∂

∂x2
− u

∂

∂x4

)
. (48)

Since now n−1 = 3, to check the conditions of Theorem 4.1, we
have to compute the projections of the backward shift of � up
to the order 3. Compute first

dx〈1〉
1 = dx3, dx〈1〉

2 = udx2 + dx3 + dx4 + x2du,

dx〈1〉
3 = −dx1 + dx2,

dx〈1〉
4 = x3dx1 + x1dx3,

to get

�〈−1〉π = ∂

∂x4
, �〈−2〉π = ∂

∂x2
,
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�〈−3〉π = z〈−1〉 ∂
∂x2

+ ∂

∂x3
. (49)

One can easily see from (48) and (49) that the vector fields
�,�〈−1〉π and �〈−2〉π commute and their coefficients do not
depend on the backward shifts of z, i.e. the conditions (i) and
(ii) of Theorem 4.1 are satisfied for l, j = 0, . . . , 2, suggesting
s = 1. Then, according to (25) and (27), one can take X1 = y =
x3,X2 = y〈1〉 = x2 − x1.

Next determine the value of r from (iii) and (iv). Checking
(iii) shows that y and y〈1〉 do not depend on u and its forward
shifts, but since the coefficients of � depend on u, the condi-
tion (iv) points to r = 1. Consequently, the remaining new state
coordinates X3 and X4 must be the functions of x and u. Find
them from (26), which now takes the form〈

d�i,�〈−l〉π
〉
≡ δi,n−l, i = 3, 4, l = 0, 1, 2.

For this purpose construct, according to (28), the matrix

M =
[
�〈−2〉π �〈−1〉π �

]
=

⎛⎜⎜⎝
0 0 1

x3
1 0 1

x3
0 0 0
0 1 − u

x3

⎞⎟⎟⎠
and compute its left inverse

� =
⎛⎝−1 1 0 0

u 0 0 1
x3 0 0 0

⎞⎠ .

From above we get

θ3 = udx1 + dx4, θ4 = x3dx1.

Next find the total differentials d�3 and d�4 as the linear
combinations of θ3, θ4, d�1 and du as in (31):

d�3 = θ3 + β31d�1 + β̃30du

= udx1 + dx4 + β31dx3 + β̃30du,

d�4 = θ4 + β41d�1 + β̃30du = x3dx1 + β41dx3 + β̃40du.
(50)

Computing the exterior derivatives of the 1-form (50) yields

∂β31

∂x1
dx1 ∧ dx3 +

(
∂β̃30

∂x1
− 1

)
dx1 ∧ du

+ ∂β31

∂x2
dx2 ∧ dx3

+ ∂β̃30

∂x2
dx2 ∧ du + ∂β31

∂x4
dx3 ∧ dx4

+
(
∂β̃30

∂x3
− ∂β31

∂u

)
dx3 ∧ du

+ ∂β̃30

∂x4
dx4 ∧ du ≡ 0,(

∂β41

∂x1
− 1
)
dx1 ∧ dx3 + ∂β̃40

∂x1
dx1 ∧ du

+ ∂β41

∂x2
dx2 ∧ dx3 + ∂β̃40

∂x2
dx2 ∧ du

− ∂β41

∂x4
dx3 ∧ dx4 +

(
∂β̃40

∂x3
− ∂β41

∂u

)
dx3 ∧ du

+ ∂β̃40

∂x4
dx4 ∧ du ≡ 0. (51)

The exterior derivatives (51) can identically equal to zero only
if all their coefficients vanish. This results in a system of par-
tial differential equations to solve for βîq and β̃î0. Since the goal
is to get the simplest 1-form (50), we require that majority of
the coefficients are equal to zero, so that system of equations is
still satisfied. The simplest non-zero choice is β̃30 = β41 = x1,
resulting in

d�3 = θ3 + x1du, d�4 = θ4 + x1dx3.

That is, the parametrised coordinate transformation is

X1 = x3, X2 = x2 − x1, X3 = x1u + x4, X4 = x1x3,

with the inverse

x1 = X4

X1
, x2 = X4 + X1X2

X1
, x3 = X1,

x4 = X1X3 − X4u
X1

.

The state equations in the new coordinates are

X〈1〉
1 = X2, X〈1〉

2 = X3 + y〈1〉u, X〈1〉
3 = X4 + yu,

X〈1〉
4 = yy〈1〉, y = X1. (52)

Below we will show how to go from the extended observer
form (17) to the alternative form (42) where the input–output
injection terms do not depend on future values of inputs
and outputs. Using the parametrised state transformation (44),
transform Equations (52) into the form (42), taking N = 1.
From (52) we have

ϕ2(y, y〈1〉, u, u〈1〉) = y〈1〉u, ϕ3(y, y〈1〉, u, u〈1〉) = yu,

ϕ4(y, y〈1〉, u, u〈1〉) = yy〈1〉.

Compute now the coordinates Zi, i = 1, . . . , 4 with the help
of (44).

For i = 1, from (45) and (46) follows respectively that�1 = 0
and ϒ1 = 0; therefore Z1 = X1.

For i = 2, in (45) min(i + N − 1, n) = 2,max(i, s + 1) =
2, resulting in �2 = (ϕ2(y, y〈1〉, u, u〈1〉))〈−1〉 = (y〈1〉u)〈−1〉 =
yu〈−1〉. Form (46), one additionally getsϒ2 = 0. ThereforeZ2 =
X2 − yu〈−1〉.

For i = 3, in (45) min(i + N − 1, n) = 3,max(i, s + 1) = 3,
and so �3 = (ϕ2(y, y〈1〉, u, u〈1〉))〈−1〉 = (yu)〈−1〉 = y〈−1〉u〈−1〉.
Form (46), one additionally gets ϒ3 = 0. Therefore Z3 = X3 −
y〈−1〉u〈−1〉.

For i = 4, in (45) min(i + N − 1, n) = 4, max(i, s + 1) =
4, and so �4 = (ϕ4(y, y〈1〉, u, u〈1〉))〈−1〉 = (yy〈1〉)〈−1〉 = y〈−1〉y.
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Form (46), one additionally getsϒ4 = y〈−1〉, and so Z4 = X4 −
y〈−1〉(y − 1).

The inverse of the parametrised state transformation

Z1 = X1, Z2 = X2 − u〈−1〉y, Z3 = X3 − u〈−1〉y〈−1〉,

Z4 = X4 − y〈−1〉(y − 1)

is

X1 = Z1, X2 = Z2 + u〈−1〉y, X3 = Z3 + u〈−1〉y〈−1〉,

X4 = Z4 + y〈−1〉(y − 1).

The state equations in the transformed coordinates are

Z〈1〉
1 = Z2 + u〈−1〉y, Z〈1〉

2 = Z3 + y〈−1〉u〈−1〉,

Z〈1〉
3 = Z4 + y〈−1〉(y − 1), Z〈1〉

4 = y.

Example 6.2: Examine a hydraulic press with the vertical cylin-
der, lifting the load upwards via pumping oil into the chamber
under the piston. The state equations of this system can be
described by

x〈1〉
1 = x1 + x2T,

x〈1〉
2 = x2 +

[
S(x3 − x4)− mg − μx2

]
T

M
,

x〈1〉
3 = x3 + β(u − x2)T

(l0 + x1)
,

x〈1〉
4 = C − x3, y = x1,

(53)

see Equation (14), adapted to upward movement, in Mullari
and Schlacher (2014). In (53), x1 and x2 are the position of the
piston and its velocity, respectively, x3 and x4 are the pressures
under and above the piston, respectively, and T is the sampling
time. The constants have the following meaning: m is the mass
loaded on the piston, S – the effective piston area, μ – the damp-
ing coefficient, l0 – the height of the chamber under the piston,
and β – the isothermal bulk modulus of the oil and C – the sum
of the pressures under and above the piston. We consider here
the so-called saving circuit, where C is kept constant. The input
u in (53) is the volume of oil, pumped into the chamber under
the piston during time T, divided by S. It can be computed by
formula u = US/S̄, where S̄ is the effective area of the piston of
the pump between the supply tank and the chamber under the
piston of the hydraulic press.U is the distance, by which the pis-
ton of the pump moves downward during time T, i.e. U is the
variable by which the required value of u is achieved.

Taking z = u, compute

x〈−1〉
1 = − (Tu

〈−1〉 − x1)β + (C − x4 − x3)l0
β + C − x4 − x3

,

x〈−2〉
2 = u〈−1〉β

β + C − x3 − x4
+ (C − x3 − x4)(l0 + x1)

T(β + C − x3 − x4)
,

x〈−1〉
3 = C − x4,

x〈−1〉
4 = (C − x3 − x4)(l0 + x1)m

T2S(β + C − x3 − x4)
+ mx2

ST

+ u〈−1〉mβ − μ(C − x3 − x4)(l0 + x1)
ST(β + C − x3 − x4)

− (mg + S(x4 − C))(β + C − x3 − x3)+ μu〈−1〉β
S(β + C − x3 − x4)

.

Compute, using the symbolic software, the forward shifts of y
up to the order 3, to get

y〈1〉 = x1 + x2T,

y〈2〉 = x1 + x2T +
[
S(x3 − x4)− Mg − μx2

]
T2

M
,

whereas the expression of y〈3〉 is too lengthy to present here.
Note that Assumption 3.1 is satisfied. Next we find the 1-form
ωl, l = 0, . . . , 3, of (16), getting

ω0 = dx1, ω1 = dx1 + Tdx2,

ω2 = dx1 − (μT − 2m)T
M

+ ST2

m
(dx3 − dx4),

and omitting again ω3. Using symbolic software, compute from
Equations (18) the vector field

� = m
2ST2

(
∂

∂x3
+ ∂

∂x4

)
. (54)

Since n−1 = 3, to check the conditions of Theorem4.1, we have
to compute the projections of the backward shifts of� up to the
order 3. Find first

dx〈1〉
1 = dx1 + Tdx2,

dx〈1〉
2 = dx1 − (μT − 2m)T

M
dx2 + ST2

m
(dx3 − dx4),

dx〈1〉
3 = (x2 − u)βT

(l0 + x1)2
dx1 − βT

l0 + x1
dx2 + dx3, dx4 = −dx3

to get

�〈−1〉π = m
2ST2

(
∂

∂x3
− ∂

∂x4

)
,

�〈−2〉π = 1
T
∂

∂x2
+ m

2ST2

(
∂

∂x3
− ∂

∂x4

)
,

�〈−3〉π = ∂

∂x1
+ 2m − μT

mT
∂

∂x2

+
(
β + C − x3 − x4
Tu〈−1〉 − l0 − x1

+ m
2ST2

)
∂

∂x3

− m
2ST2

∂

∂x4
. (55)

From (54) and (55), it is obvious that the vector fields�,�〈−1〉π
and �〈−2〉π commute and their coefficients do not depend on
the backward shifts of z, which is not the case for �〈−3〉π . That
is, the conditions (i) and (ii) of Theorem 4.1 are satisfied for l,
j = 0, 1, 2, suggesting s = 1. Then, according to (25) and (27),
one can take X1 = y = x1, X2 = y〈1〉 = x1 + x2T.

Checking conditions (iii) and (iv) shows that since neither y,
y〈1〉 nor the coefficients of� do not depend on u and its forward
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shifts, we get r = 0. Consequently, the coordinates X3 and X4
must be the functions of x only. Equation (26) to find them takes
now the form〈

d�i,�〈−l〉π
〉
≡ δi,n−l, i = 3, 4, l = 0, 1, 2.

To solve the above equations, construct as in (28), the matrix

M =
[
�〈−2〉π �〈−1〉π �

]
=

⎛⎜⎜⎜⎜⎜⎜⎝

0 0 0
1
T

0 0
m

2ST2
m

2ST2
m

2ST2

− m
2ST2 − m

2ST2
m

2ST2

⎞⎟⎟⎟⎟⎟⎟⎠
and compute its left inverse

� =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0 T 0 0

0 −T
ST2

m
−ST2

m

0 0
ST2

m
ST2

m

⎞⎟⎟⎟⎟⎟⎟⎟⎠
.

The rows of the matrixM−1
L are the total differentials and so

d�3 = −Tdx2 + ST2

m
(dx3 − dx4),

d�4 = ST2

m
(dx3 + dx4).

To conclude, the parametrised coordinate transformation is

X1 = x1, X2 = x1 + x2T,

X3 = −x2T + (x3 − x4)
ST2

m
, X4 = ST2

m
(x3 + x4)

with the inverse

x1 = X2, x2 = X2 − X1

T
,

x3 = (X4 + X3 + X2 − X1)m
2ST2 ,

x4 = (X4 − X3 − X2 + X1)m
2ST2 .

The state equations in the new coordinates are, taking into
account that X1 = y and X2 = y〈1〉,

X〈1〉
1 = X2, X〈1〉

2 = X3 + 3y〈1〉 − 2y − gT2 + (y − y〈1〉)μT
m

,

X〈1〉
3 = X4 +

ST3uβ − T2[−(y + l0)(gm − CS)+ (y〈1〉 − y)Sβ
]

m(l0 + y)
+

+ (y − y〈1〉)(m − μT)
m

,

X〈1〉
4 = CST2

m
+ ST3uβ + (y − y〈1〉)ST2β

(y + l0)m
.

7. Conclusion

The problem of transforming the discrete-time state equations
into the extended observer form has been studied. The nec-
essary and sufficient conditions for the existence of the state
transformation have been formulated in terms of the backward
shifts of the vector fields, defined by the systemdynamics, for the
casewhen the state equations are not necessarily reversible (with
respect to the state variable). The method to find the required
state transformation has been given. The earlier results on the
classical observer form follow directly from the main theorem.
Finally, a method has been suggested to transform the obtained
extended observer form into an alternative form, where the
injection terms do not depend on the (non-available) future
values of inputs and outputs but instead on their past values.

Although all the necessary computations to find the required
transformation are given in the paper, for some systems these
computations may become difficult to do. In particular, the
computation of backward shifts of system variables or partial
differential equations may not have an analytic (or even closed
form) solution. However, similar problem occurs in previous
solutions relying on the i/o equation, too.

Notes

1. Note that under Assumption 3.1 the problem is always solvable for
s = r = n−1.

2. ThoughXs+1 is already given by (27), we have to include θs+1 = d�s+1
into the matrix � to satisfy the conditions 〈θi,�〈−n+s+1〉π 〉 ≡ 0, i =
s + 2, . . . , n.
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Appendix 1. Proof of Lemma 2.3
Note that if (a) and (b) hold, then by Lemma 9 in Mullari et al. (2017), (13)
holds. Next we will show that from (a) and (b) follows also the existence of
m̄ additional independent functions�i(x̄), i = 1, . . . , m̄, satisfying (12).

If (a) holds, i.e. the vector fields �l, l = 1, . . . , m̄, are linearly inde-
pendent, then we can define m̄ linearly independent 1-forms ωi =∑n̄

q=1 Aiq(x̄)dx̄q such that

〈ωi,�l〉 ≡ δi,l, i, l = 1, . . . , m̄. (A1)

This is possible, since (A1) gives m̄2 constraints on m̄ · n̄ coefficients Aiq.
So, there is m̄(n̄ − m̄) degrees of freedom to define the 1-form ωi.

Show next that the 1-form satisfying the conditions (13) and (A1) are
also jointly linearly independent, i.e.

dimK
(
spanK

{
ωi, i = 1, . . . , m̄, d�j, j = m̄ + 1, . . . , n̄

}) = n̄. (A2)

Suppose by contradiction that this is not the case, i.e. there exists a 1-form
d�j =∑m̄

i=1 γji(x̄)ωi, where at least one coefficient γji is non-zero. Then,
by (A1), 〈d�j,�l〉 = γjl, which contradicts (13). Consequently, (A2) holds.

It remains to be proven that the 1-form ωi can be chosen to be the total
differentials. That is, their exterior derivatives

dωi =
n̄∑

q=2

q−1∑
k=1

(
∂Aik

∂ x̄q
− ∂Aiq

∂ x̄k

)
dx̄q ∧ dx̄k

identically equal to zero. This is possible, if ∂Aik/∂ x̄q − ∂Aiq/∂ x̄k ≡ 0 for
all q = 2, . . . , n̄, k = 1, . . . , q − 1. Because this expression is obviously anti-
symmetric with respect to changing indices q and k, then also ∂Aiq/∂ x̄k −
∂Aik/∂ x̄q ≡ 0 for all k = 2, . . . , n̄, q = 1, . . . , k − 1. The last two formulae
result in

∂Aik

∂ x̄q
− ∂Aiq

∂ x̄k
≡ 0, i = 1, . . . , m̄, k, q = 1, . . . , n̄. (A3)

Consequently, the fact that the 1-form ωi are the total differentials, is
equivalent to (A3). To prove (A3), write (A1) componentwise,

〈ωi,�l〉 =
n̄∑

q=1
Aiq(x̄)ξql(x̄) ≡ δi,l, i, l = 1, . . . , m̄, (A4)

and compute their partial derivatives with respect to x̄. Taking into account
the product derivative formula and the fact that the partial derivative of
Kronecker delta identically equals to zero, we obtain n̄ · m̄2 equalities

n̄∑
q=1

∂Aiq

∂ x̄k
ξql = −

n̄∑
q=1

Aiq
∂ξql

∂ x̄k
, k = 1, . . . , n̄. (A5)

Apply the Lie derivative to both sides of (A4), taking into account that the
Lie derivative of δi,l as a constant identically equals to zero, to get, after
adding two last terms whose sum equals to zero,

L�j 〈ωi,�l〉 =
n̄∑

k,q=1

(
∂Aiq

∂ x̄k
ξqlξkj + Aiq

∂ξql

∂ x̄k
ξkj + Aiq

∂ξqj

∂ x̄k
ξkl

−Aiq
∂ξqj

∂ x̄k
ξkl

)
≡ 0. (A6)

Condition (b), i.e. the equality (11), written componentwise, is

n̄∑
q=1

[ n̄∑
k=1

(
∂ξql

∂ x̄k
ξkj −

∂ξqj

∂ x̄k
ξkl

)]
∂

∂ x̄q
≡ 0. (A7)

The left-hand side of (A7) is the zero vector field, if all its coefficients
identically equal to zero, i.e.

n̄∑
k=1

(
∂ξql

∂ x̄k
ξkj −

∂ξqj

∂ x̄k
ξkl

)
≡ 0, k = 1, . . . , n̄. (A8)

Rewrite (A6) as
n̄∑

k,q=1

(
∂Aiq

∂ x̄k
ξqlξkj + Aiq

∂ξqj

∂ x̄k
ξkl

)
+

n̄∑
q=1

Aiq

n̄∑
k=1

(
∂ξql

∂ x̄k
ξkj −

∂ξqj

∂ x̄k
ξkl

)
≡ 0.

Due to (A8), the second sum on the left-hand side identically equals to zero
and we obtain

n̄∑
k,q=1

(
∂Aiq

∂ x̄k
ξqlξkj + Aiq

∂ξqj

∂ x̄k
ξkl

)
≡ 0,

which, by (A5) results in

n̄∑
k,q=1

(
∂Aiq

∂ x̄k
ξqlξkj −

∂Aiq

∂ x̄k
ξqjξkl

)
≡ 0.

After changing the summation indices k and q in the second term,we obtain

n̄∑
k,q=1

(
∂Aiq

∂ x̄k
− ∂Aik

∂ x̄q

)
ξqlξkj ≡ 0, i, j, l = 1, . . . , m̄. (A9)
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To complete the proof, it remains to be shown that if (A9) is valid, then one
can choose the 1-form ωi to be the total differentials of certain functions
�i(x̄):

Aiq = ∂�i

∂ x̄q
, i = 1, . . . , m̄, q = 1, . . . , n̄,

or equivalently, that (A3) is valid.
Define the (n̄ × m̄)-matrix M = [�1 . . . �m̄] with columns being the

vector fields �l. By assumption (a) of the lemma, rankK M = m̄. Obvi-
ously, one can reorder the coordinates x̄ so that the upper (m̄ × m̄)-block P
of matrixM, whose elements are Pql = ξql, q, l = 1, . . . , m̄, has the generic
rank m̄.

Recall that Aiq must be chosen so that (A4) holds. Because the num-
ber of 1-form ωi is m̄, one has to determine m̄ · n̄ coefficients, whereas the
system of equations (A4) contains only m̄2 independent equations. There-
fore, m̄ · (n̄ − m̄) coefficients Aiq can be chosen freely as follows. Define
m̄ independent functions � i(x̄m̄+1, . . . , x̄n̄), i = 1, . . . , m̄, and, for each
ωi, choose its coefficients Aiq, q = m̄ + 1, . . . , n̄, as the partial derivatives
below

Aiq = ∂� i

∂ x̄q
, i = 1, . . . , m̄, q = m̄ + 1, . . . , n̄. (A10)

The remaining Aiq, q = 1, . . . , m̄, as m̄2 unknown functions, can be
uniquely found from (A4).

Since the partial derivative operators commute, then due to (A10)

∂Aiq

∂ x̄k
− ∂Aik

∂ x̄q
≡ 0, i = 1, . . . , m̄, k, q = m̄ + 1, . . . , n̄. (A11)

By (A10) and the choice of the functions� i(x̄m̄+1, . . . , x̄n̄), i = 1, . . . , m̄,

∂Aiq

∂ x̄k
≡ 0, q = m̄ + 1, . . . , n̄, k = 1, . . . , m̄. (A12)

Then, due to (A11) and (A12), all expressions in the parentheses of (A9),
where at least one index k or q is greater than m̄, identically equal to zero
and (A9) reduces to

m̄∑
k,q=1

(
∂Aiq

∂ x̄k
− ∂Aik

∂ x̄q

)
ξqlξkj ≡ 0, i, j, l = 1, . . . , m̄. (A13)

For each fixed i, (A13) can be interpreted as the product of three matrices:

PTQiP ≡ 0m̄×m̄, (A14)

where 0m̄×m̄ is the (m̄ × m̄) zero matrix, and the elements of the (m̄ × m̄)-
matrix Qi are

Qi,kq = ∂Aiq

∂ x̄k
− ∂Aik

∂ x̄q
, i, q, k = 1, . . . , m̄.

We need to show that Qi is the zero matrix. Recall that the generic
rank of P (and also of PT) is m̄ and, because PTQiP is, due to (A14),
the zero matrix, then rankK PTQiP ≡ 0. According to the Sylvester for-
mula, rankK (PTQiP) = min(rankK P, rankK Qi), therefore rankK Qi =
0, which is possible if Qi is the zero matrix and (A13) holds.

So, by (A2) one can define n̄ independent functions�i(x̄), i = 1, . . . , n̄,
as the new coordinates X = �(x̄) such that (12) and (13) hold. �
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