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ABSTRACT

Sound evaluation based on listening experiments is very
costly and time-consuming. Alternatively, the sounds
under evaluation can be compared using psychoacoustic
metrics, under the hypothesis that sounds that differ by
more than one just-noticeable difference (JND) are per-
ceived as significantly different from each other. Well-
established psychoacoustic metrics are obtained from
models of loudness, sharpness, roughness, fluctuation
strength, and tonality. In the present study, we use these
psychoacoustic models to analyse a selection of aircraft
flyovers and train pass-by sounds, as well as fluctuat-
ing sounds obtained from resonances of a rotating flex-
ible tube. In addition to the description of the adopted
model implementation of each psychoacoustic metric, our
discussion focuses on technical and practical aspects in-
cluding (1) the dependency of the results on the appro-
priate sound and model calibration, and (2) how to in-
terpret the results based on reported JNDs from the lit-
erature. We reflect on how much we can rely on a spe-
cific model implementation considering the status of the
metric—standardised (or not), accessibility to algorithms
and to their validation results (or not)—and external fac-
tors that may influence the obtained estimates.

Keywords: Psychoacoustic metrics, perceptual evalua-
tion, sound quality, steady-state and time-varying sounds

1. INTRODUCTION

Listening experiments have been one of the most tradi-
tional ways to compare the perceptual effects between two

or more sounds (e.g., [1]). Such a comparison becomes
relevant when the test sounds share some acoustic prop-
erties. In acoustics, these comparisons are often related
to the evaluation of how “salient” a sound source is, as-
suming that a more salient sound will be more annoying.
This is also the case for the acoustic design or character-
isation of everyday products (e.g., [2]). The test sounds
can also originate from physical simulations, e.g., to im-
plement sound reduction solutions. An example using this
approach is given in [3], for the reduction of the interior
noise in high-speed trains. A final application example is
when recordings are compared to a physical simulation of
a given setup and sound source. In this case, the interest is
rather fundamental, with the goal of successfully captur-
ing the main properties of the recorded sounds (e.g., [4]).

However, listening experiments are time-consuming,
and often require dedicated facilities to be conducted [5].
Also, participants may need to be trained to investigate
specific aspects of sound quality, especially when the per-
ceptual aspect to be investigated is not easy to translate
into words. As an unfortunate consequence, sound quality
evaluations are sometimes informally inspected with very
few participants (e.g., [6]), or the evaluations are purely
based on qualitative comparisons, without acknowledging
the need of perceptual testing (e.g., [7]). To (partly) cope
with this problem, psychoacoustic metrics have been de-
veloped to ascribe an interpretable number to the sensa-
tion produced by sounds (e.g., [8, 9]). These metrics lead
to different perceptual scales, which need to be interpreted
in terms of the possible range of values and the concept of
JND (for a non-exhaustive review, see [10], Chapter 2).

In the current study, we particularly investigate differ-
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ences in three sets of sounds: (1) aircraft fly-by record-
ings, (2) train pass-by recordings, and (3) recordings and
simulations of a resonating tube. These are sounds that
are or have been of interest to each of the authors in re-
cent years. We investigate these sounds in terms of five
psychoacoustic metrics—loudness, sharpness, roughness,
fluctuation strength, and tonality—for each of which we
chose one model implementation. Due to the difficulty
to access the information about how these models have
been validated, we discuss how, or to what extent, can
we interpret the estimates of a specific metric. Although
for this study we did not collect experimental data to sup-
port our analyses, our sets of sounds and psychoacoustic
models were compiled within a MATLAB toolbox that we
have called sound quality analysis toolbox (SQAT) [11],
with the goal of promoting the reproducibility of results
and code accessibility. We pose a strong emphasis on (1)
the level conventions used to store, read, and reproduce
sounds and how important is to link those level conven-
tions to the “psychoacoustic models” that provide the fi-
nal perceptual estimates, and on (2) the range of values
that have been reported for each metric and the types of
sounds that are to be tested, which may or may not have
been previously evaluated in the literature.

2. PSYCHOACOUSTIC METRICS

In this section, a description of the selected psychoacous-
tic metrics is given. The description of these “auditory
models” is based on the algorithm implementations avail-
able in the SQAT toolbox. To this respect we need to dis-
tinguish between the model names and the specific imple-
mentations. The model names were adopted from the first
author (or standard name) and the year of the correspond-
ing publication, whereas the implementation refers to the
specific lines of code that we compiled and included in
the toolbox. The implementations are supposed to reflect
the original models as closely as possible, but in fact we
cannot guarantee that the exact model estimates will be
obtained as when using the original codes. However, to
grasp the applicability of our model implementations, the
toolbox includes a set of validation scripts for each metric.

2.1 Internal level convention

When coding the models for the SQAT toolbox, we stan-
dardised all the models to use an internal sound pressure
level convention such that the maximum amplitude of a
digital waveform (equal to 1 in most digital sound editors)
is equivalent to 94 dB SPL. When stored waveforms are

read without such normalisation, the maximum amplitude
is related to the number of bits used to store the wave-
forms. For instance, for sounds stored with an amplitude
resolution of 16 bits, the full-scale amplitude is ±32767,
corresponding to the normalised ±1. In this paper, we
will always refer to the normalised amplitudes. The def-
initions of full scale and dB full scale (dB FS) are for-
malised in several standards, which have been in constant
revision [12].

2.2 Description of the psychoacoustic models

In the SQAT toolbox, the selected metrics are obtained
from the list of psychoacoustic models indicated in Ta-
ble 1. In this section, each model is briefly described.

2.2.1 Loudness

Loudness (N ) is the subjective correlate of sound pressure
level (SPL) and it is expressed in sones [8]. The abbre-
viation N was adopted for the first time by Fletcher and
colleagues [13] to emphasise the difference between loud-
ness numbers, related to the actual perceptual scale, and
loudness level which is referenced to equally-loud refer-
ence tones, a scale that was later formalised as the phon
scale [14]. In general, a doubling of the loudness of a
sound leads to a perception of level that is twice as loud as
that of the starting level. Loudness is expressed in sones.
The code included in the toolbox is a reimplementation for
MATLAB of the method for time-varying sounds based
on the “Zwicker method” standardised in [15]. In the tool-
box, the model is named Loudness ISO532 1.

2.2.2 Sharpness

Sharpness (S) is a timbre sensation that is used as a mea-
sure of the (1) spreading of the frequency components of
a sound, and of the (2) presence of high-frequency com-
ponents relative to the low-frequency components of a
sound. The greater the measure the “sharper” the sound.
Sharpness is expressed in acum. Sharpness is obtained
from a weighted sum of the specific loudness pattern N ′

of a sound, giving a stronger weighting as the frequency
increased. The model was originally proposed by von Bis-
marck [9] and the toolbox implementation is based on the
loudness model (from Sec. 2.2.1), adopting the frequency
weighting from the German DIN standard [16]. In the
toolbox, the model is named Sharpness DIN45692.
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Table 1: List of psychoacoustic metrics and the corresponding
references for their model description and the implementations.
For each metric, we report JNDs expressed in percentages.

Metric Range JND Model / Implemen-
(abbreviation) (unit)a (%)b tation adapted from
Loudness (N ) 0–120 (sone) ∆N=7% [15] / [22]
Sharpness (S) 0–10 (acum) ∆S=10% [16] / own
Roughness (R) 0–3.2 (asper) ∆R=17% [23] / [17]

Fluctuation
0–3 (vacil) ∆F=10% [19] / [19]

strength (F )
Tonality (K) 0–1 (t.u.) ∆K=10% [21] / own

(a)The maximum values were taken from [18] (Figs. 16.1, 9.1, and 10.2a)
for N , S, and F , from [23] (their Fig. 9) for R, and from [21] for K.
(b)The JNDs were taken from [18] (Chapters 11 and 10) for R and F .
For N , the JNDs were derived from [24], as described in [10] (his Table
2.1). For S and K we only took a 10% difference as a referential value.

2.2.3 Roughness

Roughness (R) is a metric that is typically used for the
characterisation of timbre, with a sound being indicated
as “rough” depending on the presence of rapid amplitude
or frequency modulations in the range of modulation rates
fmod between 15 and 300 Hz. The sensation of roughness
has a bandpass characteristic with a maximum at a rate
fmod of 70 Hz. The metric is expressed in asper. In the
toolbox, the model is named Roughness Daniel1997
and we adapted the code from [17].

2.2.4 Fluctuation strength

Fluctuation strength (F ) is a metric used to describe
slow amplitude or frequency modulations with modula-
tion rates (fmod) below 20 Hz. The sensation of fluctu-
ation strength has a bandpass characteristic with a maxi-
mum at an fmod of ∼4 Hz ( [18], Chapter 10). The metric
is expressed in vacil. In the toolbox, the model is named
FluctuationStrength Osses2016 and the code is as de-
scribed in [19].

2.2.5 Tonality

Tonality (K, from the German word Klanghaftigkeit) is
a metric that evaluates the presence of tonal components
in a signal. Tonality ranges from 0 to 1 interpreted as
the degree of “tonalness” in the sound, starting from 0
(not having any tonal component at all). The method
is based on finding frequency components with salient
amplitudes [20] to which tonal and loudness weight-
ings are applied [21]. Tonality is expressed in “tonality
units” (t.u.). In the toolbox, the model is named Tonal-
ity Aures1985 and is based on [21]. In the toolbox, how-
ever, we use loudness estimates extracted from the more
recent model described in Sec. 2.2.1.

Table 2: Acoustic parameters of the selected sounds. T : dura-
tion of the sound event (datasets 1 and 2) or of the waveform
(dataset 3). SEL=LAeq,T−10 · log10 (T ).

Level [dB(A)] Level [dB]
Sound (type) T (s) LAeq,T LAF,max SEL LZeq,T

Flyover2 10.2 85.0 93.4 95.1 88.5
Flyover3 5.4 86.0 91.5 93.3 90.5
Flyover4 10.2 83.2 91.0 93.3 88.2
Flyover6 17.3 76.3 85.5 88.6 83.2
train 01 7.6 80.1 86.8 88.9 80.8
train 11 13.4 79.3 86.8 90.6 80.0
train 15 10.4 79.7 86.6 89.8 79.5
train 20 6.7 82.3 88.1 90.6 82.0
hum-mea 19.9 47.8 50.8 60.7 52.1
hum-syn 5.0 47.5 49.0 54.4 51.8

3. TEST BATTERY

We present three study cases, one provided by each author.
The sounds were obtained with different recording setups
but for the purpose of this study, we stored them as wav
files. We report the sampling frequency and the full-scale
convention required to obtain the appropriate reproduction
level and, important for this study, to appropriately scale
the sounds prior to the use of each psychoacoustic model.

3.1 Aircraft flyover

These recordings were provided by the third author [4].
The sounds were recorded using a sampling rate of
40 kHz, adopting an amplitude convention such that the
full-scale amplitude is equivalent to 114 dB SPL. The
recording location was the same for all flyovers with
a mean overhead height of 66.6 m (between 63.5 and
70.8 m). A summary of the flyover events from the four
selected recordings is shown in Table 2. With the a priori
knowledge that each recording contained one sound event,
an event was automatically identified by looking for the
fast A-weighted sound levels that have amplitudes, above
the maximum amplitude decreased by the arbitrary level
of 25 dB, i.e.,

LAF > LAF,max − 25 dB(A) (1)
The sound events had durations between 5.4 and 17.3 s
with estimated sound exposure levels (SELs) between
88.6 and 95.1 dB(A), as indicated in Table 2. These
sounds were chosen to identify and quantify possible per-
ceptual differences, despite their similar SEL values.

3.2 Train pass-by

These recordings were provided by the second au-
thor [25]. The sounds were recorded using a sampling rate
of 48 kHz, adopting an amplitude convention such that the
full-scale amplitude is equivalent to 140.55 dB SPL. This
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value was obtained from an acoustic calibrator emitting a
1-kHz tone at 94 dB SPL obtained using the same record-
ing chain. The calibration tone had a root-mean-square
amplitude of −46.55 dB FS.

The train pass-by recordings were obtained with a mi-
crophone located at 7 m from the rail tracks, with all trains
driving in the same direction. Four passing-by trains that
had similar SELs—between 88.9 and 90.6 dB(A)—were
selected as a result of the sound event detection using
Eq. 1. This level information is shown in Table 2.

3.3 Corrugated tube

A corrugated tube called hummer resonates when it is
rotated at specific speeds eliciting the resonances of the
acoustic modes (modes 2 to 6) of the tube. The pecu-
liarity of the hummer sounds is that they are modulated
in both amplitude and frequency and that the resulting
sounds have a strongly oscillating fundamental frequency
(f0) with very weak harmonics. Two sounds from mode 2
were used, which have an f0 of around 424 Hz. One of the
sounds was obtained from on-site recordings [26] and the
other (synthesised) sound was obtained from a numerical
model of the hummer [7]. The two sounds had an approx-
imate level of 52 dB SPL, stored at a sampling frequency
of 44.1 kHz with a full-scale value of 100 dB SPL.

These recordings and simulated waveforms were pro-
vided by the first author and had been previously evaluated
in Chapter 2 from [10]. The hummer sounds were consid-
ered as quasi-stationary for each rotation period (0.6 s, for
this acoustic mode) and although the measured sounds had
a duration of 20 s, the simulations were truncated to 5 s.
For this reason, the SEL values reported in Table 2 are not
relevant for this instrument.

4. RESULTS

The overall results are summarised in Table 3. For each
dataset, the sounds that produced the highest precept are
indicated by asterisks. When the percept differed by less
than one JND across sounds no value is highlighted.

For each dataset, based on the values from Table 3,
two sounds were chosen and plotted as a function of time
and frequency in Figs. 1 and 2, respectively. In Fig. 1, all
psychoacoustic metrics are shown whereas in Fig. 2, only
the estimates of specific loudness (N ′), specific roughness
(R′), and specific fluctuation strength (F ′) are shown. The
metrics of sharpness and tonality provide estimates as a
function of time, although in both cases the estimates are
obtained from framed-based frequency analyses.

4.1 Aircraft flyover

The two sounds that were selected from dataset 1 had the
same event duration (10.2 s) and a similar SEL (see Ta-
ble 2) but differed in the obtained N and F estimates, as
shown in Table 3. The corresponding results are shown
in Figs. 1A and 2A. As expected, the maximum loud-
ness was reached at the point when the aircraft was pass-
ing in front of the microphone reaching Nmax values of
128 and 109.1 sones for Flyovers 2 (at t=5.1 s) and 4 (at
t=7 s), respectively. The maximum fluctuation strength
was estimated for the analysis window that started after
the Nmax values, reaching Fmax values of 0.84 (at t=5.6 s)
and 0.54 vacils (at t=7.2 s), respectively. Those F val-
ues are representative of the observation period ending 2
s later, due to the fixed time-window length in the algo-
rithm. For the other metrics, the sounds had similar S
estimates, while for roughness, Flyover 4 showed a short
peak (R=0.26 asper) right before the maximum loudness,
although the overall roughness for both flyovers was rel-
atively low. For tonality, Flyovers 2 and 4 showed spo-
radic local peaks (k > 0.1 t.u.). The frequency analyses
from Fig. 2A show that Flyover 2 had more intense com-
ponents at around 720 Hz (or 6.7 Bark), whereas Flyover 4
has somewhat stronger low-frequency components. From
these analyses it can be also observed that the F contri-
butions come from very high frequencies for Flyover 2
(at around 5.9 kHz, or 19.5 Bark) while for Flyover 4 the
contribution is stronger for low frequencies.

4.2 Train pass-by

The two sounds that were selected from dataset 2 (train 01
in blue and train 15 in red) are shown in Figs. 1B and
Fig. 2B. The selected sounds differed in their loudness,
with higher N values for train 01 (Nmax = 77 sones) than
for train 15 (Nmax = 66.2 sones), despite their similar

Table 3: Estimated psychoacoustic metrics for our test sounds.
Sound N50 / Nmax S50 / Smax R50 / Rmax F 50 / Fmax K10 / Kmax

(sone) (acum) (asper) (vacil) (t.u.)
Flyover2 46.4 /128.2*a 1.33 / 2.26 0.08 / 0.16 0.18*/ 0.84* 0.07 / 0.12
Flyover3 69.3*/ 114.3 1.58*/ 2.21 0.09 / 0.22 0.13 / 0.69 0.08 / 0.13
Flyover4 43.9 / 109.1 1.37 / 2.33 0.08 / 0.27 0.15 / 0.54 0.08 / 0.14
Flyover6 23.4 / 82.3 1.16 / 2.10 0.07 / 0.55* 0.14 / 0.47 0.08 / 0.14
train 01 48.0 / 77.0 1.69 / 2.02 0.06 / 0.21 0.22*/ 2.50* 0.06 / 0.09
train 11 25.3 / 76.2 1.65 / 2.00 0.07 / 0.23 0.18 / 1.78 0.06 / 0.14
train 15 25.3 / 66.2 1.69*/ 2.23* 0.06 / 0.24 0.19 / 2.06 0.08 / 0.15
train 20 52.3 / 79.9 1.77 / 2.04 0.06 / 0.15 0.24 / 0.73 0.06 / 0.08
hum-mea 2.6*/ 3.6* 0.74*/ 1.49* 0.01 / 0.63* 0.18 / 0.21 0.50 / 0.63
hum-syn 2.0 / 2.5 0.55 / 1.22 0.01 / 0.02 0.24*/ 0.24 0.71*/ 0.77*

(a)The N value in bold is outside the value range indicated in Table 1.
(*)Sound(s) eliciting the maximum precept of the corresponding metric,
within datasets. No value is indicated if differences are less than a JND.
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Figure 1: Psychoacoustic metrics as a function of time for a selection of two sounds from datasets 1 (A, left), 2 (B, centre), and 3 (C,
right). From top to bottom the metrics are loudness, sharpness, roughness, fluctuation strength, and tonality. The R and F estimates
for the measured hummer (C panels, in blue) using a narrow-band analysis are shown in pink dashed lines (see the text for details).

SEL and LAF,max values (see Table 2). The sounds also had
similar S values (S50 = 1.69 asper) but reached a some-
what higher maximum value for train 15 (Smax=2.23 as-
per). As depicted in Fig. 1B (second row) the higher Smax
value for train 15 is observed before the train had passed
by, indicating that a more refined sound event detection
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Figure 2: Time-averaged (median) specific loudness (N ′),
roughness (R′), and fluctuation strength (F ′) as a function of
frequency for the selected sounds from datasets 1, 2, and 3, re-
spectively. The frequency axes are spaced according to the Bark
scale [27], between 0.5 Bark (58 Hz) and 23.5 Bark (13.5 kHz).
For ease of readability, labels in Hz were added every 1.5 Bark.
The sounds and colour codes are the same as in Fig. 1.

would have not included those maximum values. A sim-
ilar effect of fluctuation strength was estimated as for the
aircraft flyover sounds, with F values being the highest
for the time windows including the start of the decaying
amplitudes, producing Fmax values at t=5.6 s (train 01)
and 9.0 s (train 15). For the roughness estimates, local
maxima were found (R > 0.2 asper) before and after the
train passed by, which was more visible for train 01 (in
blue). In terms of tonality, train 15 had a more promi-
nent tonality, with local peak values K of ∼0.1 t.u (or
slightly above). The frequency analyses show that the
more intense event of train 01 contained stronger low- and
high-frequency components, as shown in the N ′ results
(Fig. 2B, top). For roughness, despite the overall low val-
ues, the contributions per frequency were different, with a
stronger low-frequency contribution for train 01, whereas
for train 15 (in red), there was a considerable R′ contribu-
tion at around 1500 Hz (∼ 11 Bark).

4.3 Corrugated tube

The two sounds from dataset 3 are shown in Figs. 1C
and 2C. For these two sounds, clear differences were ob-
served from the time signals (Fig. 1C), particularly for
sharpness and roughness, where higher estimates were ob-
tained for the measured hummer (in blue). In the case
of the R estimates, as depicted in the frequency plot
(Fig. 2C, middle), the differences stem from frequencies
at ∼5 kHz. For sharpness, the differences may originate
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from off-frequency components (below and above the f0
of the hummer), as suggested by the frequency distribu-
tion of the specific loudness in the Fig. 2C (top) where
the measured sound had higher N ′ values below 278 Hz
(2.8 Bark) and above 1117 Hz (9.2 Bark). In terms of
tonality, the synthesised sound resulted in a higher K es-
timate (K10=0.71 for hum-syn; K10=0.50 for hum-mea).
These results suggest that there was a strong perceptual in-
fluence of frequency components that were not accounted
for in the numerical model [7]. These differences are ac-
tually related to a measurement noise of the mechanical
system on which the hummer was placed [26]. For this
dataset, however, since the goal was to compare the fi-
delity of the synthesised sounds, a more appropriate anal-
ysis should have been focused on the similarity between
sounds at around the f0 of the sounds. Such an “ad-hoc”
narrowband (NB) analysis is schematised for roughness
and fluctuation strength, where the time estimates were re-
assessed only integrating the specific values between 2.8
and 9.2 Bark. The new R and F estimates are indicated by
dashed pink lines in Fig. 1C, where it can be seen that the
estimated local R maxima disappeared, while F estimates
remained nearly unchanged. This result confirms that the
“broadband” roughness (in blue) was indeed related to the
measurement noise of the hummer system.

A final analysis that we wanted to include for hummer
signals is related to the variability of the perceptual esti-
mates within each rotation period (of 0.6 s). For this anal-
ysis, shown in Fig. 3A, we only plotted estimates for loud-
ness derived from the corresponding time signals (Fig. 1C,
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thesised sound (in red), because the sound was obtained from a
numerical model. (Right) Excitation pattern for 1-kHz tones of
40, 60, and 80 dB SPL for the non-linear filter bank used in the
R, F , and K models. These patterns are shown to emphasise the
level dependency of the filter bank (and thus of the analyses).

top). From this analysis, the data points marked as “all”
represent a summary of the amplitudes shown in Fig. 1C,
whereas the data points marked as “frame” were obtained
from median N estimates within 0.6 s segments. In this
sense, every 0.6 s section of the measured waveform rep-
resents one instance of the measurement. It can be thus
seen that there is an intrinsic variability which is related
to different but naturally-varying rotations of the hummer.
The between-frame values reached values that differ by
approximately ±0.2 sones and can thus be in the range of
a JND (in this case, a 7% of the mean value is 0.17 sone),
leading to a perceptually different value if the judgement
is purely based on reading the estimated N values. Hence,
when sound source measurements allow it, we recom-
mend evaluating the effect of sound intrinsic variations on
the results of a (perceptual) evaluation.

5. DISCUSSION AND PERSPECTIVES

5.1 Comparison between sounds

5.1.1 Datasets 1 and 2: Recorded sounds

Datasets 1 and 2 represent examples of sound quality eval-
uations as they can be required for estimating the annoy-
ance [18] of different sound events or for ranking sounds
using a specific perceptual criterion [2]. In general, each
psychoacoustic metric represents a different evaluation
scale and, thus, these analyses shed light on perceptual
differences which are likely to be perceptible in a listen-
ing condition. We applied such a rationale to select the
two most different sounds from flyovers or pass-by trains,
where we were able to quantify their differences using the
time and frequency analyses (Figs. 1 and 2).

5.1.2 Dataset 3: Validation of a numerical model

The evaluated synthesised sound came from a physical
(numerical) model of the hummer [7]. The results showed
that the identified perceptual differences were mostly con-
centrated outside the range of the fundamental frequency
of the hummer resonances. In the measured sounds, that
is a frequency region where the engine of the mechanical
system used for the recordings was clearly audible [26].
Thus, if the differences stemmed from that frequency
range, our sound comparison (Figs. 1 and 2) was not fair,
because the synthesised sounds did not contain that noise.
From the frequency analyses (Fig. 2C) it seems clear that
the roughness differences were concentrated at around
5 kHz and thus, that for the on-frequency components,
the roughness between the sounds should be perceptually
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equivalent. For loudness, although the synthesised hum-
mer estimate was higher and this may be mostly related
to the on-frequency components (0.2 sones higher with
respect to the measured sounds), it may well be that the
high-frequency components (>1500 Hz) were responsible
for the significant difference identified for S estimates.

For this dataset, we depicted perceptual estimates for
multiple instances (or measurements of 0.6 s), emphasis-
ing that recordings coming from real measurements might
have a non-negligible effect on the estimated psychoa-
coustic metrics. This effect is (often) not present in nu-
merical models and should, ideally, be accounted for in
any type of sound comparison.

5.2 Level dependency

Most of the psychoacoustic metrics are based on some
type of non-linear transformation inspired by underlying
hearing processes. An example of such a non-linearity
is Terhardt’s cochlear filter bank [28] that is used in the
selected roughness, fluctuation strength, and tonality al-
gorithms. We illustrate the level dependency of this filter
bank in Fig. 3B for a 1-kHz tone adjusted to have 40,
60, and 80 dB SPL (or N=1, 4, and 16 sones) using the
perceptually-inspired resolution of 0.5 Bark (of ∼80 Hz
around 1 kHz). In the case of the R and F algorithms,
higher presentation levels of the same type of signal lead
to higher estimates due to the shallower slopes towards
high frequencies, which increased the correlation between
contiguous frequency bands. Although in this example,
we deliberately adjusted the same 1-kHz tone to have a
specific SPL, the incidental analysis of input sounds with
wrong calibration levels may also lead to such differences.

5.3 Reliance on JNDs and model implementations

The analyses presented in this contribution should only be
taken as an indication of the perceptual impact of a spe-
cific sound. Our evaluation relied not only on the concept
of JND but also on the adopted model implementations.
The concept of JND used in many sensory modalities [29]
depends on the specific task and, therefore, on the sound
types being evaluated. The main utility of JNDs is to es-
tablish a guideline for the interpretation of the different
perceptual (but numerical) scales. Of course, if a compu-
tational model is used to quantify a perceptual attribute, an
empirical JND might lead to overestimations or underes-
timations of the scale if the model is inappropriately sen-
sitive or insensitive to that attribute, respectively. In fact,
the selected models of loudness, fluctuation strength, and

roughness are based on frequency analyses using the Bark
scale established in the early sixties [27], which since the
eighties has been indicated as underestimating the fre-
quency selectivity of the human hearing [30]. The strong
interest in further developing and revising loudness, lead-
ing to a recent international standard [15,31], has not been
reflected in the study of other metrics, although there have
been several research studies attempting to modernise the
(fairly) well-accepted old algorithms (e.g., [32, 33]).

5.4 Perspectives

The goal of this contribution was to provide considera-
tions on how to interpret results from published models of
five psychoacoustic metrics—loudness, sharpness, rough-
ness, fluctuation strength, and tonality–providing a set
of validation scripts and examples to transparently report
how the models work for several sound types [11] (see
also [34]). It is important to note that although these mod-
els will provide a quantitative metric for any sound, these
metrics may vary as a function of several factors, such as,
presentation level, or for different instances (or takes) of
the same sound event type. For this reason the interpreta-
tion of results should always be careful and placed in the
context, scope, and limits of each adopted algorithm.

6. DATA AVAILABILITY

All figures and analyses from this contribution can be
reproduced using the SQAT toolbox, using the script
pub Osses2023c Forum Acusticum SQAT.m. SQAT
is an open-source toolbox available on GitHub [11]. The
database of sounds can be retrieved from Zenodo [35].
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Hörempfindung Schärfe,” 2009.

[17] J. Schrader, “A MATLAB implementation of a model of au-
ditory roughness,” tech. rep., Eindhoven University of Tech-
nology, 2002.

[18] H. Fastl and E. Zwicker, Psychoacoustics, Facts and Models.
Springer Berlin Heidelberg, third ed., 2007.

[19] A. Osses, R. Garcı́a, and A. Kohlrausch, “Modelling the sen-
sation of fluctuation strength,” Proc. Mtgs. Acoust., vol. 28,
no. 050005, pp. 1–8, 2016.

[20] E. Terhardt, G. Stoll, and M. Seewann, “Algorithm for ex-
traction of pitch and pitch salience from complex tonal sig-
nals,” J. Acoust. Soc. Am., vol. 71, no. 3, pp. 679–688, 1982.

[21] W. Aures, “Berechnungsverfahren für den sensorischen
Wohlklang beliebiger Schallsignale,” Acustica, vol. 59,
pp. 130–141, 1985.

[22] D. Cabrera, D. Jimenez, and W. Martens, “Audio and acous-
tical response analysis environment (AARAE): A tool to
support education and research in acoustics,” in Proceedings
of Internoise, (Melbourne, Australia), pp. 1–10, 2014.

[23] P. Daniel and R. Weber, “Psychoacoustical roughness: Im-
plementation of an optimized model,” Acustica - Acta Acus-
tica, vol. 83, pp. 113–123, 1997.

[24] W. Rabinowitz, Frequency and intensity resolution in au-
dition. M.Sc. thesis, Massachusetts Institute of Technology,
1970.

[25] J. Hoffmann, “Comparison of loudness models in the context
of railway noise,” 2020. Student project, Technische Univer-
sität Braunschweig.

[26] M. Hirschberg, O. Rudenko, G. Nakiboğlu, A. Holten,
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