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Shock wave/boundary layer interactions (SBLIs) can generate strong, intermittent thermome-
chanical loads and boundary layer separation [1], resulting in harmful consequences on the safety
and performance of aerospace systems [2]. For this reason, several active and passive control
solutions have been proposed to mitigate the negative effects of SBLI [3]. Microvortex generators
(MVGs) are considered among the most promising passive control devices because they energize
the boundary layer producing a system of trailing vortices, but they also induce limited wave
drag because their height is lower than the boundary layer thickness. Possible applications of
MVGs include for example the control of shock-induced separation occurring on transonic wings
approaching buffet or in supersonic engine inlets.

The flow generated by a microramp in a supersonic turbulent boundary layer has been studied
through experiments [4], Reynolds-averaged Navier-Stokes simulations (RANSs), and large-eddy
simulations (LESs) [5–7], revealing the presence of primary and secondary vortices, as well as
of almost-toroidal Kelvin-Helmholtz (KH) instabilities around the wake. Some studies have also
performed parametric studies for different ramp geometries and free-stream Mach numbers and
assessed the microramp performance [8,9], but a thorough characterization of the flow over a
microramp using direct numerical simulation (DNS) is still missing, despite its potential to advance
our understanding of these devices and to improve their control effectiveness.
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FIG. 1. Computational domain and geometry of the microramp.

In order to provide a careful description of this complex flow, in our recent work [10], we have
quantified the effect of the Reynolds number on a supersonic boundary layer over a microramp
developing a DNS data set at a remarkable friction Reynolds number.

The Gallery of Fluid Motion (GFM) video presents flow animations generated at runtime from
these simulations, which used up to 1024 graphics processing units (GPUs) for 100-h runs collecting
visualizations and statistics at the same time. We fix the free-stream Mach number M∞ = 2 and
consider three cases at friction Reynolds numbers Reτ = ρwuτ δ/μw = 500, 1000, and 2000, where
ρw and μw are the density and dynamic viscosity of the fluid at the wall, respectively, δ is the
boundary layer thickness, uτ = √

τw/ρw is the friction velocity, and τw the wall-shear stress.
Visualizations are rendered at runtime by coupling the in situ library Catalyst [11] from PARAVIEW

[12] with our code supersonic turbulent accelerated Navier-Stokes solver (STREAmS) [13–15].
STREAmS is a high-order, finite-difference solver designed to tackle the compressible Navier-Stokes
equations for a perfect, heat conducting gas in wall-bounded turbulent high-speed flows, and
oriented to modern high-performance computing (HPC) platforms with multi-GPU architectures.
In situ visualization dramatically limits the input/output (I/O) usage [16] thus making possible
impressive flow visualizations of large-scale simulations with thousands of GPUs. The user can
define the instants for flow visualizations and the variables sent to the Catalyst pipeline in the
STREAmS input file. The pipeline is implemented by a PYTHON script which dynamically defines
filters, camera, and graphical settings, finally producing the output images. The microramp geome-
try is based on the optimal shape defined by Anderson et al. [17] and is simulated using an immersed
boundary method (IBM). A sketch of the geometry and of the computational domain is reported in
Fig. 1. The finest, structured grid adopted for the high-Reynolds number simulation is made of
approximately 30 billion mesh points—16 384×896×2048 points in the streamwise, wall-normal,
and spanwise directions, respectively. Instantaneous three-dimensional (3D) visualizations of the
vortical structures [Fig. 2(a)] unravel the complex flow organization around the microramp, which
include the formation of lateral counter-rotating vortices merging into the microramp wake, the
so-called primary vortices, and the formation of a train of vortex rings that undergoes azimuthal
instability and eventually breaks down in the wake. A comparison between flow cases at Reτ = 500
and 2000 in Fig. 2(b) shows that increasing the Reynolds number enhances the coherence of the
almost-toroidal vortical structures delimiting the wake, besides intensifying the turbulent activity in
the boundary layer. Figure 3 shows the instantaneous streamwise velocity in wall-parallel planes at
a distance y+ = y/δv = 15 and y/δ = 0.3 from the wall, where δv = μw/(ρw uτ ) is the viscous
length scale. Away from the wall [Fig. 3(b)], we clearly notice the footprint of the primary
vortices at the ramp sides, which enhance momentum transfer bringing high-speed fluid close to
the wall. In the near-wall region [Fig. 3(a)], we observe regions of high-speed flow induced by the
large-scale transfer of momentum towards the wall, superposed to the typical small-scale streamwise
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(a) (b)

FIG. 2. Swirling strength isosurfaces coloured by streamwise velocity. (a) Main vortical structures at
Reτ = 2000. (b) Top view comparison of Reτ = 500 (top) and 2000 (bottom).

streaks observed in canonical boundary layer flows [18]. The instantaneous density distribution on
longitudinal [Fig. 4(a)] and cross-stream [Fig. 4(b)] planes shows that the shock structure is highly
three dimensional and a complex shock system stems from the interaction of the supersonic flow
with the microramp. A first shock originates from the leading edge of the ramp and soon becomes
conical because of the three dimensionality of the microramp, whereas another conical shock is
generated at the trailing edge. In addition, the trace of a KH instability in the shear layer is visible
at the symmetry plane, where the vortex cores are recognizable in the top part of the wake, which
gradually lifts up as a consequence of the upwash induced by the primary vortex pair. Vortex cores
are not visible at the bottom of the wake, indicating that vortex rings do not completely close,
differently from what previously supposed by Sun et al. [19].

Moreover, cross-stream planes also show the clear position of the two parallel primary vortices,
whose azimuthal motion transfers high-momentum fluid close to the wall, energizing the boundary
layer and thus enhancing its resistance to downstream separation.

In conclusion, our work demonstrates that in situ data processing allows us to obtain qualitative
flow visualization for high-fidelity simulations at unprecedented computational scale. We believe
that accurate flow visualization is a key tool at our disposal that should precede and complement
the more canonical and quantitative data analysis. The level of detail and flow data accessibility
provided by direct numerical simulation is in principle unparalleled, but extracting data from
simulations of this size is challenging or even impossible when relying on a standard I/O method.
In the present case, in situ visualizations have been essential to help us understand the wake overall
qualitative structure, which previous studies had often only hypothesized. This was also helpful
to guide the quantitative analysis and shed light on the flow physics of MVGs for the control of
supersonic boundary layers.

(a) (b)

FIG. 3. Streamwise velocity contours on wall-parallel planes. (a) y+ = 15. (b) y/δ = 0.3.
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(a) (b)

FIG. 4. Density contours on (a) longitudinal and (b) cross-stream planes.
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