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Tell me what it’s like to live without
curiosity, without awe. To sail

on clear water, rolling your eyes
at the kelp reefs swaying

beneath you, ignoring the flicker
of mermaid scales in the mist,

looking at the world and feeling
only boredom. To stand

on the precipice of some wild valley,
the eagles circling, a herd of caribou

booming below, and to yawn
with indifference. To discover

something primordial and holy.
To have the smell of the earth
welcome you to everywhere.

To take it all in, and then,
to reach for your knife.

Letter to the Person Who Carved His Initials into
the Oldest Living Longleaf Pine in North America

Matthew Olzmann
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Summary
Global passenger air traffic has doubled in the 13 years prior to 2019, and is expected to
double again over the next 20 years or so. Growing demand for aviation is met by a cor-
responding increase in jet fuel being burned by aircraft, releasing multiple pollutants into
the atmosphere. Besides disturbing the Earth’s radiative balance, these emissions also lead
to excessive deposition of reactive nitrogen, and to a degradation of air quality. Anthro-
pogenic nitrogen deposition damages vulnerable ecosystems, while degraded air quality is
associated with increases in human mortality rates. These last two environmental impacts
can be very localized, but, owing to the high altitude of emissions, they also occur over
intercontinental distances. This thesis aims to evaluate the magnitude of air quality and
nitrogen deposition due to emissions from civil fixed-wing aircraft at a global scale, and
how these impacts might change in the coming decades.

This is achieved by estimating present-day aircraft emissions globally, projecting them
into future using the latest industry forecasts, then using a chemical transport model
(namely GEOS-Chem) to simulate atmospheric processes leading to impacts at the ground-
level. Simulations were performed for the years 2005, 2019, and 2040 considering multiple
scenarios for aircraft emissions, non-aviation emissions, and meteorological fields. By us-
ing a consistent methodology across simulations, this thesis presents a complete picture
of how much aircraft emissions impact air quality and nitrogen deposition globally in
the present, and how different variables internal and external to aviation can change that
impact in the future.

A spatially resolved bottom-up global inventory of aircraft emissions in the years 2017–
2020 was created using a list of flights provided by both a commercial and an open network
of telemetry receivers. This improved on the thenmost recently available inventory which
was for the year 2005. Another improvement was the use of actually realized flights, as
opposed to previous inventories whichwere largely built on flight schedule databases with
only localized radar data being incorporated. The produced inventory had a total amount
of NO𝑥 emissions (NO+NO2) for the year 2019 that was 59% and 72% higher compared to
two previous estimates for 2005. This work also enabled the first assessment of COVID-19
pandemic impacts on global aircraft emissions, finding that 48% less fuel was burned in
2020 than what was forecast before the pandemic.

Present-day aircraft emissionswere projected up to the year 2050 using technology and
region-specific air traffic forecasts from the aviation industry. Despite technological and
operational improvements, all scenarios considered had continuously increasing fuel burn
and NO𝑥 emissions, including a 113%NO𝑥 increase between 2018 and 2050 for the baseline
scenario. Contributing to this is the expectation that the observed trend of increasing
engine pressure ratios continues, driven by designs optimizing for fuel efficiency.

Air quality impacts of aircraft emissions were first investigated by a set of atmospheric
simulations for 2005, in which these emissions were perturbed alternatively in different
world regions. This allowed, for the first time, to isolate the extent to which multiple re-



xii Summary

gional factors drive the air quality responses to aircraft emissions. Global health impacts
of emissions released over Europe were found to be 45% and 50% larger than those of
the same amount of emissions released over Asia and North America, respectively. This
was associated both with atmospheric composition favorable to PM2.5 formation over Eu-
rope andwith prevailingwinds directing ground-level impacts of cruise emissions towards
highly populated regions in Asia. The intercontinental character of air pollution from air-
craft was underscored by the finding that 73% and 88% of health impacts from emissions
over Europe and North America, respectively, occur outside the region of emission.

The newly produced aircraft emissions inventories were then used in a series of sim-
ulations in the atmospheric chemical transport model, quantifying air quality and health
impacts for the years 2019 and 2040. The effects of different future non-aviation emissions
and meteorology were evaluated by a set of atmospheric simulations with different input
parameters, enabling an estimation of the uncertainty in future projections of aviation’s
air quality impacts associated with these factors. Aircraft emissions in 2019 were esti-
mated to lead to a total of 33900, 79500, and 2700 additional premature deaths that year
due to PM2.5, ozone, and NO2, respectively. This is a higher estimate compared to previ-
ous studies, due to a combination of more recent (and thus higher) aircraft emissions, large
sensitivity of ground-level ozone to cruise altitude NO𝑥 emissions, and a stronger associa-
tion between long-term ozone exposure andmortality according to recent epidemiological
estimates. Health impacts increase overall in the year 2040, by 76% relative to 2019 in the
baseline future scenario, and by 28% (low) and 135% (high) when considering different
projections of 2040 aircraft emissions. Changing population and non-aviation emissions
from the baseline SSP2-4.5 scenario to six other future scenarios resulted in -1% to +5%
global aircraft-attributable mortality.

The atmospheric chemical transport model was also used to quantify for the first time
the reactive nitrogen deposition attributed to aircraft emissions at a global scale. Simu-
lations performed for the years 2005 and 2019 showed that aircraft-attributable nitrogen
deposition increased globally by 76% between the two years. In 2019, aircraft represented
1.2% of total nitrogen deposition worldwide from all sources, with the average values over
Asia, Europe, and North America being 0.66%, 1.13%, and 1.61%, respectively. Landing and
takeoff emissions were responsible for 8% of aircraft-attributable deposition globally, and
between 16–32% over most land in regions with high aviation activity. Impacts from full-
flight emissions were spatially widespread, as suggested by the figure of 56% of aircraft-
attributable deposition occurring over water.

In conclusion, the modeling studies described in this thesis provide further evidence
that aircraft emissions are increasing globally, and that those emissions have a significant
impact on air quality, leading to increased mortality, as well as contributing to excessive
nitrogen deposition. New insights were gained by isolating the effects of several vari-
ables on these impacts, such as non-aviation emissions, large-scale atmospheric transport
patterns, population spatial distribution, and spatial and temporal changes in global air-
craft emissions. With the goal of mitigating impacts to make air travel more sustainable,
future research efforts should continue to update the estimates of aviation’s environmen-
tal impacts at a global scale, incorporating improvements — as they become available —
concerning aircraft emissions quantification, atmospheric modeling and epidemiological
understanding of pollution.
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Samenvatting
Het globale passagiersluchtverkeer is van 2006 tot 2019 verdubbeld en zal naar verwach-
ting de komende twintig jaar nogmaals verdubbelen. Als gevolg van deze groeiende vraag
naar luchtvaart wordt er meer brandstof verbrand door vliegtuigen, waardoor meerdere
verontreinigende stoffen in de atmosfeer terechtkomen. Deze emissies verstoren niet al-
leen de stralingsbalans van de aarde, maar leiden ook tot overmatige afzetting van reac-
tieve stikstof en tot een verslechtering van de luchtkwaliteit. Antropogene stikstofdepo-
sitie beschadigt kwetsbare ecosystemen, terwijl een verminderde luchtkwaliteit gepaard
gaat met een stijging van de menselijke sterftecijfers. Deze milieueffecten kunnen zeer
lokaal zijn, maar vanwege de grote hoogte van de emissies vinden ze ook plaats over in-
tercontinentale afstanden. Dit proefschrift evalueert de omvang van de luchtkwaliteit en
stikstofdepositie als gevolg van de uitstoot van civiele vliegtuigen met vaste vleugels op
wereldschaal te evalueren, en ook hoe deze gevolgen de komende decennia zouden kun-
nen veranderen.

Dit wordt bereikt door de huidige vliegtuigemissies wereldwijd te schatten, deze in
de toekomst te projecteren met behulp van de nieuwste industriële voorspellingen en ver-
volgens een chemisch transportmodel (namelijk GEOS-Chem) te gebruiken om atmosfe-
rische processen te simuleren die tot effecten op grondniveau leiden. Er zijn simulaties
uitgevoerd voor de jaren 2005, 2019 en 2040, waarbij meerdere scenario’s voor vliegtui-
gemissies, niet-luchtvaartemissies en meteorologische velden zijn overwogen. Door een
consistente methodologie te gebruiken voor alle simulaties dit proefschrift een compleet
beeld van hoeveel vliegtuigemissies de luchtkwaliteit en stikstofdepositie wereldwijd in
het heden beïnvloeden, en hoe verschillende variabelen binnen en buiten de luchtvaart
die impact in de toekomst kunnen veranderen.

Voor de jaren 2017–2020 wordt er een globaal inventaris van vliegtuigemissies op-
gesteld met behulp van een lijst met vluchten die werden aangeboden door zowel een
commercieel als een open netwerk van telemetrieontvangers. Dit is een verbetering ten
opzichte van de toen meest recent beschikbare inventaris uit het jaar 2005. Een andere
verbetering was het gebruik van daadwerkelijk gerealiseerde vluchten, in tegenstelling tot
eerdere inventarissen die grotendeels waren gebaseerd op databases met vluchtschema’s
waarin alleen gelokaliseerde radargegevens waren verwerkt. De geproduceerde inventa-
ris had een totale hoeveelheid NO𝑥 -emissies (NO+NO2) voor het jaar 2019 die 59% en 72%
hoger was dan de twee voormalige schattingen uit 2005. Dit werk maakte ook de eerste
beoordeling mogelijk van de gevolgen van de COVID-19-pandemie voor de globale vlieg-
tuigemissies, bevinding dat er in 2020 48% minder brandstof werd verbrand dan vóór de
pandemie werd voorspeld.
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De huidige vliegtuigemissies zijn geprojecteerd tot het jaar 2050 met behulp van tech-
nologie en regiospecifieke luchtverkeersvoorspellingen uit de luchtvaartindustrie. On-
danks technologische en operationele verbeteringen hadden alle beschouwde scenario’s
een voortdurend toenemend brandstofverbruik en een toename van de NO𝑥 -emissies,
waaronder een toename van de NO𝑥 -uitstoot met 113% tussen 2018 en 2050 voor het basis-
scenario. Hiertoe draagt bij dat de verwachting is dat de waargenomen trend van toene-
mende motordrukverhoudingen, aangedreven door ontwerpen die de brandstofefficiëntie
optimaliseren, zich voortzet.

De gevolgen voor de luchtkwaliteit door vliegtuigemissies werden voor het eerst on-
derzocht door een reeks atmosferische simulaties voor 2005 waarbij deze emissies afwisse-
lend in verschillende delen van de wereld werden gepeturberen. Dit maakte het voor het
eerst mogelijk om de mate waarin meerdere regionale factoren de luchtkwaliteitsreacties
op vliegtuigemissies bepalen. De globale gevolgen voor de gezondheid van de emissies die
in Europa vrijkomen blijken 45% en 50% groter te zijn dan die van dezelfde hoeveelheid
emissies die respectievelijk in Azië en Noord-Amerika vrijkomen. Dit hield zowel ver-
band met de atmosferische samenstelling die gunstig is voor PM2.5-vorming in Europa als
met de heersende winden die de effecten van cruise-emissies op grondniveau naar dicht-
bevolkte regio’s in Azië. Het intercontinentale karakter van de luchtverontreiniging door
vliegtuigen werd onderstreept door de bevinding dat 73% en 88% van de gezondheidsef-
fecten van emissies in respectievelijk Europa en Noord-Amerika buiten het emissiegebied
plaatsvinden.

De nieuw geproduceerde inventarissen van vliegtuigemissies werden vervolgens ge-
bruikt in een reeks simulaties in het atmosferische chemische transportmodel, waarbij
de gevolgen voor luchtkwaliteit en volksgezondheid voor de jaren 2019 en 2040 werden
gekwantificeerd. De effecten van verschillende toekomstige niet-luchtvaartemissies en
meteorologie werden geëvalueerd door een reeks van atmosferische simulaties met ver-
schillende inputparameters. Hierdoor wordt een schatting mogelijk van de onzekerheid
in toekomstige projecties van de gevolgen voor de luchtkwaliteit van de luchtvaart die
met deze factoren samenhangen. De uitstoot van vliegtuigen in 2019 zou naar schatting
leiden tot in totaal 33900, 79500 en 2700 extra voortijdige sterfgevallen dat jaar als gevolg
van respectievelijk PM2.5, ozon en NO2. Dit is een hogere schatting dan volgt uit eerdere
studies, als gevolg van een combinatie van recentere (en dus hogere) vliegtuigemissies, de
grote gevoeligheid van ozon op grondniveau voor emissies op kruishoogte, en een sterker
verband tussen langdurige blootstelling aan ozon en sterfte volgens recente epidemiologi-
sche schattingen. De gevolgen voor de gezondheid nemen in het jaar 2040 over het geheel
genomen toe, met 76% ten opzichte van 2019 in het toekomstige basisscenario, en met 28%
(laag) en 135% (hoog) als we verschillende projecties van de vliegtuigemissies in 2040 in
ogenschouw nemen. De veranderende bevolkings- en niet-luchtvaartemissies van het ba-
sisscenario SSP2-4.5 naar zes andere toekomstscenario’s resulteerden in een globale, aan
vliegtuigen toe te schrijven sterfte veranderde met -1% tot +5%.
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Het atmosferische chemische transportmodel werd ook gebruikt om voor het eerst
de reactieve stikstofdepositie te kwantificeren die wordt toegeschreven aan vliegtuigemis-
sies op wereldschaal. Uit simulaties, uitgevoerd voor de jaren 2005 en 2019, blijkt dat de
door vliegtuigen veroorzaakte stikstofdepositie tussen de twee jaren wereldwijd met 76%
is toegenomen. In 2019 vertegenwoordigden vliegtuigen 1,2% van de totale stikstofdepo-
sitie uit alle bronnen wereldwijd, waarbij de gemiddelde waarden over Azië, Europa en
Noord-Amerika respectievelijk 0,66%, 1,13% en 1,61% bedroegen. De emissies van landen
en opstijgen waren verantwoordelijk voor 8% van de door vliegtuigen veroorzaakte de-
positie wereldwijd, en voor tussen de 16 en 32% depositie boven land in regio’s met veel
luchtvaartactiviteit. De gevolgen van emissies tijdens de volledige vlucht waren ruimte-
lijk wijdverspreid, zoals blijkt uit het cijfer dat 56% van de door vliegtuigen veroorzaakte
depositie op water plaatsvindt.

In conclusie leveren de modelleringsstudies die in dit proefschrift worden beschreven
verder bewijs dat de emissies van vliegtuigen wereldwijd toenemen en dat deze emis-
sies een aanzienlijke impact hebben op de luchtkwaliteit, wat leidt tot verhoogde sterfte
en bijdraagt aan overmatige stikstofdepositie. Nieuwe inzichten werden verkregen door
het isoleren van de effecten van verschillende variabelen op deze effecten, zoals niet-
luchtvaartemissies, grootschalige atmosferische transportpatronen, ruimtelijke verdeling
van de bevolking en ruimtelijke en temporele veranderingen in de globale vliegtuigemis-
sies. Met als doel gevolgen te verzachten om vliegverkeer duurzamer te maken, moeten
toekomstige onderzoeksinspanningen doorgaan met het actualiseren van de schattingen
van de milieueffecten van de luchtvaart op globale schaal. Hierbij moeten verbeteringen
worden opgenomen — zodra deze beschikbaar komen — met betrekking tot de kwantifi-
cering van vliegtuigemissies en atmosferische modellering en epidemiologisch begrip van
vervuiling.
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Nomenclature
Acronyms and abbreviations

ACTK Available cargo ton⋅kilometers

ADS-B Automatic Dependent Surveillance-Broadcast

AFTK Available freight ton⋅kilometers

ALRI Acute lower respiratory infection

APU Auxiliary power unit

AQG Air quality guidelines

ASK Available seat⋅kilometers

ATK Available ton⋅kilometers

CAEP (ICAO’s) Committee on Aviation Environmental Protection

CASTNET Clean Air Status and Trends Network

CI Confidence interval

CLRTAP Convention on Long-range Transboundary Air Pollution

COPD Chronic obstructive pulmonary disease

CRF Concentration-response function

CTK Cargo ton⋅kilometers

CTM Chemical transport model

EANET Acid Deposition Monitoring Network in East Asia

EI Emission index, mass ratio between emission and fuel consumed

EMEP European Monitoring and Evaluation Program

EPA U.S. Environmental Protection Agency

FL Flight level

FNR Formaldehyde to NOy (or NO2) ratio

FR24 Flightradar24



xviii Nomenclature

FTK Freight ton⋅kilometers

GR Gs ratio

HTAP (Task Force on) Hemispheric Transport of Air Pollution

IATA International Air Transport Association

ICAO International Civil Aviation Organization

ICD International Statistical Classification of Diseases

IHD Ischemic heart disease

LTO Landing and takeoff (operations)

MCC Multi-City Multi-Country Collaborative Research Network

MDA8 Maximum daily 8-hour average

NAAQS U.S. National Ambient Air Quality Standards

NADP National Atmospheric Deposition Program

NCD Noncommunicable diseases

OAG Name of a private company that provides travel data, originally Official
Aviation Guide, or Official Airline Guides

OPR Overall pressure ratio

OS OpenSky

RPK Revenue passenger⋅kilometers

RR Relative risk

WHO World Health Organization

Pollutants

BC Black carbon; elemental carbon

Black smoke Aerosol with a darkening property, usually referring to a measure of par-
ticulate matter based on the soiling of a filter

HC Hydrocarbons

Nr Reactive nitrogen

nvPM Nonvolatile particulate matter

nvPMm Mass of nonvolatile particles



Nomenclature xix

nvPMN Number of nonvolatile particles

PM Particulate matter

PM0.1 Ultrafine particulate matter, with an aerodynamic diameter ≤0.1 µm
PM10 Coarse particulate matter, with an aerodynamic diameter ≤10 µm
PM2.5 Fine particulate matter, with an aerodynamic diameter ≤2.5 µm
Primary Pollutant directly emitted into the atmosphere

Secondary Pollutant formed in the atmosphere from previously emitted species

Smog Combination of smoke and fog, is also used to refer to air conditions of
low visibility and foul odor in general

Smoke Visible volume of air with aerosol affecting opacity

Soot Elemental carbon with impurities formed by combustion

UFP Ultrafine particles

vPM Volatile particulate matter

Symbols

𝜖 Sulfur conversion factor 1

𝜋00 Reference pressure ratio 1

𝑎1 Logistic function coefficient, describing aircraft retirement rate 1

𝑎2 Logistic function coefficient, describing aircraft retirement rate yr−1

𝐶 Mass of fuel burned kg

𝐷𝑝 Pollutant mass emitted during a reference landing and takeoff cycle g

𝐸𝐼 Emission index g⋅kg−1

𝐹00 Rated thrust kN

𝐹𝑆𝐶 Fuel sulfur content ppm

𝑘𝑜𝑝 Annual fuel burn reduction from operational improvements %

𝑘𝑡𝑒𝑐 Annual fuel burn reduction from technological improvements %

𝑀 Molecular weight g⋅mol−1

𝑁 Number of aircraft 1



xx Nomenclature

𝑟 Compound annual (RPK or ATK) growth rate 1

𝑟𝑒𝑡 Fraction of aircraft that retires in a year 1

𝑇 Passenger (RPK) or cargo (CTK) air traffic metric RPK | CTK

𝑡 Age of aircraft yr

Subscripts

𝑐𝑙𝑎𝑠𝑠 Specific to aircraft class

𝑖 Specific to aircraft type

𝑛𝑒𝑤 Aircraft entering the fleet in the current year

𝑜𝑙𝑑 Aircraft already present in the fleet

𝑟𝑒𝑓 Reference

𝑟𝑔𝑛 Specific to regional origin-destination pair

𝑡 Of aircraft age 𝑡 , in years

𝑦 At year 𝑦
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Introduction

Rumack: You’d better tell the Captain we’ve got to land as
soon as we can. This woman has to be gotten to a hospital.

Elaine Dickinson: A hospital?! What is it?

Rumack: It’s a big building with patients,
but that’s not important right now.

Airplane!¹

1.1 Overview and motivation
The Earth’s atmosphere connects every human being by the shared need for constant
breathable air in order to remain alive, in addition to physically connecting us by being
a continuous mass of matter enveloping the planet’s surface. Through the vibration of
air we communicate, through its transparency we see each other, and through its fluid-
ity we can move towards each other. Modern aircraft take this last point to the extreme
by allowing people to travel halfway across the globe with ease and speed that would
be unimaginable in pre-industrial times. Propelled by the burning of hydrocarbon fuels,
these aircraft release pollution as a byproduct of combustion. This release soils the air
with regard to its other human-connecting abilities mentioned and jeopardizes the often
delicate balance between the atmosphere, biosphere, hydrosphere, and other Earth sys-
tems. While living under a single soup of air brings opportunities transportation-wise, it
also causes the pollution that comes with these activities to have impacts that can span
the whole world.

¹1980 film written by Jim Abrahams, David Zucker, and Jerry Zucker
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Out of the multiple impacts aviation has on the environment, which include climate
change and noise pollution, this thesis concerns specifically the global scale impacts of
atmospheric emissions from civil fixed-wing aircraft on air quality and nitrogen deposition.
Both of these kinds of environmental impacts are typically regarded as local problems,
whereas this thesis focuses on their long-range effects, which are expected to be of greater
relative importance for aviation than for other sectors, owing to the higher altitude of
emissions. Air quality is covered in the context of the long-term increases in ground-level
pollutant concentration that are associated with negative human health impacts.

As a source of ground-level ozone, particulate matter, and NO2, aviation has been es-
timated to have a burden on human health due to air quality as an increase in annual
nonaccidental mortalities by ∼16000, globally, in the year 2005 [1]. And as aviation activ-
ity increases, potentially so does its environmental footprint, and therefore the importance
of studying these impacts. Civil aviation is an industry that has steadily grown since the
dawn of the jet age, as measured by passenger transport volume, with revenue traffic
kilometers having increased at an average rate of 5.2% per year between 1992–2005 [2–
4]. This growth in traffic has occurred in parallel with a corresponding increase in fuel
consumption, at an average of 2.5% per year in that same period, and 2.6% per year be-
tween 2005–2018 [5]. Improvements in technology and operations lead to the better fuel
efficiency over time behind the lower growth rates for fuel compared to traffic. But with
the latter expected to continue to increase by between 3% and 4% yearly up to 2040, fuel
consumption is likely to continue to increase as well [6].

CO2 emissions, which cause global warming, are largely proportional to fuel usage,
but the air quality and nitrogen deposition impacts from aviation result from non-CO2
emissions. These include oxides of nitrogen (NO𝑥 ), oxides of sulfur (SO𝑥 ), unburned hy-
drocarbons, carbon monoxide, and both volatile and nonvolatile particulate matter. The
amount of those emissions that are released per mass of fuel burned can vary by orders of
magnitude, depending on the specific engine design and operating condition [7]. The re-
quirements for reducing a specific pollutant might also be in conflict with solutions aiming
to reduce fuel consumption and CO2 emissions or overall reducing climate impact, such
that it is not a given that technological progress will improve aircraft emission character-
istics all-around [8–11].

NO𝑥 emissions are of particular interest because they are likely the main driver of
aviation-attributable premature mortality [1, 12], as a precursor of ozone and particulate
matter, and as a source of local NO2. Additionally, as the products formed from NO𝑥
are removed from the atmosphere, they contribute to anthropogenic reactive nitrogen
deposition, which can cause an overenrichment of nutrients in the soil and in water bodies,
disrupting the local ecological balance [13, 14]. Efforts to limit the environmental damage
in areas of natural preservation have driven actions aiming to cap or reduce emissions
of reactive nitrogen species. In the Netherlands, the pressure to limit nitrogen emissions
due to the country’s environmental protection duties within the European Union, and the
subsequent struggle between the various emitting sectors affected, including aviation, has
started to the so called “nitrogen crisis” in 2019 [13, 15–17].
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1.1.1 Research gap
Despite the long-range nature of air travel, its air quality impacts are generally still treated
as a local problem near airports, with only emissions up to 3000 ft above ground being con-
sidered (altitude representative of the mixing height at midlatitudes) [18–21]. As individ-
ual airport owners, operators, and local authorities may conduct environmental impact
analyses and compliance checking independently, there is an abundance of studies on
air quality impacts from aircraft at specific airports, including both modeling and mea-
surements [22–28]. However, a growing number of studies based on numerical simula-
tion of the atmosphere are suggesting that cruise emissions can have a significant impact
on ground-level pollution [1, 29–34]. Multiple test campaigns have been conducted to
measure aircraft emissions during flight by directly sampling the plume [35–39], but at-
tributing ground-level pollutant concentrations to specific high altitude emissions remains
challenging, hence the use of numerical simulations.

Modeling a system as large and complex as the atmosphere requires the coupling of
various physical models, making compromises in complexity and resolution, and involves
significant uncertainty. Models are developed by continuously updating their input data
to reflect new measurements, new emission scenarios, and new atmospheric conditions,
incorporating the results of new analyses and submodels, trying to improve the accuracy
of the representation of many output variables which are often interdependent. The chal-
lenges and limitations of atmospheric modeling thus call for model intercomparisons and
ensemble modeling in order to draw more robust conclusions in fields of research such
as air quality [40]. This means that there is a need for additional studies on how high
altitude emissions from aviation might affect surface air pollution, with up-to-date avia-
tion emissions and atmospheric background composition being particularly valuable, as
anthropogenic emissions change over time. At the start of the research described in this
thesis, the most recent openly-available aircraft emissions inventory for use in such mod-
eling was for the year 2005 [41], and a 40% increase in aviation fuel burn has been estimate
between then and 2018 [5].

Likewise, nitrogen deposition is studied through a mix of measurements and modeling
efforts, at local, regional, and global scales [42–47]. However, to the best of the author’s
knowledge, there has not been research focused specifically on the contribution of air-
craft emissions to global nitrogen deposition. In this thesis, by performing such analysis
using the same atmospheric simulations used to assess air quality, a more comprehensive
picture of the environmental impacts of aviation is presented, using consistent modeling
assumptions.

To reconcile the aviation industry’s desired long-term expansion plans with society’s
aspiration to be more sustainable, the former has offered promises and potential solutions
to reduce aviation’s various environmental impacts [48–54], including those discussed
here. Within this context, this thesis aims to contribute by providing estimates of how
much aviation affects air quality and nitrogen deposition at a global scale, as well as how
much those impacts might change in the coming decades. In broad terms, this is done by
creating inventories of global aircraft emissions, then using a chemical transport model to
simulate how these emissions affect air quality and nitrogen deposition.
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1.2 Research objectives
In a sector such as civil aviation, that is constantly expanding and evolving technologi-
cally, the first step of estimating the environmental impacts of its emissions is to quan-
tify them. The spatial heterogeneity of changes in emissions over time require that their
quantification be timely, and that future projections take this heterogeneity into account.
The environmental impacts of those emissions is also not uniformly distributed, and their
magnitude depends on local atmospheric conditions over all the affected areas. Therefore,
it is valuable to understand how the sensitivity of impacts to emissions vary spatially.
And as the intensity of air travel increases over time, quantifications of both present day
and future air quality and nitrogen deposition impacts could serve to support decision-
making related to their mitigation. Because the impacts of aircraft emissions depend on
conditions affected by emissions from other sectors, assessments of impacts in the future
should contemplate multiple (non-aviation) scenarios in order to provide a more useful
range of circumstances covered.

The research presented in this thesis aims to contribute in those areas by achieving the
following objectives:

• Quantify present-day global civil aircraft emissions, with three-dimensional spatial
resolution.

• Project global civil aircraft emissions to the year 2040, maintaining spatial resolu-
tion.

• Estimate the differences in the sensitivity of air quality to aircraft emissions accord-
ing to the source and receptor world regions.

• Quantify the present-day global air quality and associated human health impact of
aircraft emissions.

• Compare how different future atmospheric scenarios can be expected to change the
global air quality impacts from aircraft emissions.

• Estimate the spatial distribution of present-day global nitrogen deposition that is
attributable to aircraft emissions.

1.3 Thesis outline
The thesis starts with some introductory material providing context, a summary of the
scientific basis underpinning this work and an overview of current scientific literature on
the topic:

• Chapter 1 is the preamble you are currently reading, containing the motivation, re-
search objectives and thesis outline.

• Chapter 2 provides the background for this thesis, covering pollution sources from
aviation, the basic atmospheric processes leading these pollutants to degrade air
quality, how air quality affects human health, and how aviation emissions contribute
to nitrogen deposition.
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The research conducted to achieve the objectives listed in Section 1.2 is presented in
six chapters. First covering aircraft emissions, then their air quality impacts, and finally
nitrogen deposition impacts:

• Chapter 3: production of an up-to-date, spatially resolved estimate of global aircraft
emissions by building a bottom-up inventory from the combination of a list of flights,
engine emissions data, and an aircraft performance model.

• Chapter 4: how the developed present day estimate of aircraft emissions can be
extrapolated to the year 2040, keeping its spatial distribution information, using
industry forecasts for air traffic, and for technological and operational efficiency
improvements.

• Chapter 5: how the sensitivity of air quality and human health impacts to aircraft
emissions can vary depending on the source and receptor world region.

• Chapter 6: quantification of present day global air quality and human health im-
pacts of aircraft emissions, and estimates of how future atmospheric conditions and
aircraft emissions can change those impacts.

• Chapter 7: quantification of the contribution of aircraft emissions to nitrogen depo-
sition at a global scale.

Finally, Chapter 8 recapitulates the conclusions from the research conducted and gives
an outlook on future work in the field.
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Background

We feel that the present condition of our city, enveloped in a continual cloud of smoke,
endangers the health of our families, especially those of weak lungs and delicate throats,

impairs the eyesight of our school children, and adds infinitely to our labors and our
expenses as housekeepers, and is a nuisance no longer to be borne with submission.

Wednesday Club of St. Louis¹
1892

This chapter provides context supporting the motivation for this thesis, as well as a summary
of existing scientific knowledge relevant to air quality, nitrogen deposition, aircraft emissions,
and how atmospheric processes lead aircraft emissions to contribute to the issues of air quality
and nitrogen deposition. Firstly, some concepts about air quality are defined, evidence for
associations between air pollution and human health effects is reviewed, and some influential
air quality standards are listed. Secondly, the basic processes behind nitrogen deposition are
described, and the environmental problems associated with excessive deposition are reviewed.
Thirdly, an overview on which pollutants are emitted by aircraft and how they are formed,
an emissions standard applied to aircraft main engines is summarized, and emission sources
from aviation other than aircraft turbines are listed. And fourthly, a summary is given on
how aircraft emissions form ozone in the atmosphere, how they form secondary particulate
matter, and how high-altitude emissions can have long-range effects on air pollution.

¹Resolution passed by the women’s organization, that was engaged in smoke abatement, among other subjects.
Apud [55]
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2.1 Overview
Section 2.2 describes basic concepts of air quality and their impacts on human health.
Section 2.3 discusses excessive nitrogen deposition and the consequent environmental
problems. Section 2.4 discusses aviation as a source of air pollution. And Section 2.5
discusses some important atmospheric processes that cause aircraft emissions to impact
air quality.

2.2 Air quality and human health
Air pollution may be defined as an anthropogenic increase in the concentration of sub-
stances in the atmosphere to the point that there are measurable effects on humans, ani-
mals, vegetation, the natural environment at large, or on man-made structures [56]. The
concept of air quality adopted in this thesis refers to the degree of direct noxiousness
that an atmospheric composition has on breathable organisms, whether caused by anthro-
pogenic pollution or natural processes. This excludes the damage caused indirectly by
pollution inducing climate change, or by accidents occurring due to degraded visibility,
for example. More specifically, only the impacts of air quality on human health are taken
into account in this research, even though the pollutants considered also harm animals
and vegetation concomitantly.

2.2.1 Air pollutants
Presently, the main pollutants of concern with regard to air quality and public health are
O3 (ozone), NO2 (nitrogen dioxide), SO2 (sulfur dioxide), CO (carbon monoxide), and par-
ticulate matter (PM) [57]. The latter is an umbrella term for solid or liquid aerosol particles
or any composition, which are typically classified based on their size, as determined by
their aerodynamic diameter:

• ≤ 10 µm: coarse particles, PM10

• ≤ 2.5 µm: fine particles, PM2.5

• ≤ 0.1 µm: ultrafine particles, PM0.1, UFP

These size definitions are based on modes observed in the number and volume distri-
bution of particles per size, due to the chemical and physical processes affecting aerosol
formation, growth, coagulation, evaporation and deposition [56]. The processes involved
in the physiological response to aerosol pollution also depend on particle size, with evi-
dence suggesting that smaller particles have higher toxicity [58, 59], leading to the num-
ber of particles being a useful air quality metric in addition to mass concentration. The
chemical composition of aerosol also affects toxicity to humans, with particles with more
reactive surfaces believed to be more harmful, although quantitative differentiation of par-
ticle toxicity per size and composition remains challenging [58–62]. Particulate matter is
also classified based on its composition and origin, with the following terms defined in the
Nomenclature being used in the field of air quality²: black carbon, soot, black smoke, smog,
(non)volatile particulate matter, (in)organic aerosol, primary and secondary aerosol.

²Some of these definitions may vary according to source and context.
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In addition to the more ubiquitous pollutants mentioned in the previous paragraph,
which are related to combustion, there is also concern over more acutely toxic substances
that might be released to the atmosphere, desirably in more limited ways. Pb (lead) is
one of the most important examples, as use of fuel with leaded additives in piston en-
gines used to be widespread. For this reason, it is regulated in the United States together
with the already mentioned pollutants (O3, NO2, SO2, CO, PM), as “criteria pollutants”, by
the National Ambient Air Quality Standards (NAAQS) [63]. Similarly, the same six pollu-
tants, with the addition of benzene are regulated in the European Union under the same
directive (2008/50/EC) [64]. Various other species considered to be toxic contribute to air
pollution, for example: mercury, cadmium, chromium, asbestos, arsenic, radionuclides
(such as radon), organochlorines, dioxin, toluene, benzene, and a multitude of other or-
ganic compounds. As of 2023, the U.S. Environmental Protection Agency has a list of 188
“hazardous air pollutants” which, in addition to the six “criteria pollutants”, it is required
by law to regulate [65].

2.2.2 Short-term pollution exposure
The quick pace of industrialization and use of coal power in 19th century created a grow-
ing problem of air pollution, along with efforts from various groups to mitigate it [55, 66].
Up until the mid-20th century, the motivation for control measures was largely the nui-
sance in terms of poor visibility, unpleasant odor, eye irritation, crop damage, and material
degradation, particularly in cities suffering from chronic air pollution such as Los Angeles,
Chicago and St. Louis (among many others, not restricted to the United States) [67–70].
Although health concerns, even if not backed by strong scientific evidence, were already
present [55, 66, 70].

Those efforts to study and improve air quality gained impetus in the aftermath of sig-
nificant acute local air pollution episodes in the 20th century, such as the smog incidents
of Meuse Valley in 1930, St. Louis in 1939, Donora in 1948, London in 1952, and New York
City in 1966 [67, 71, 72]. Low winds and thermal inversion can cause the pollution that
would usually dispersed from highly emitting regions to get trapped near the surface, ac-
cumulating to dangerously high concentrations and causing a sharp increase in morbidity
and mortality. These incidents provided both a boost in public awareness and the data to
strengthen the case for intervention, which still took place locally, at the city level [66]. It
was the observed correlation between acute short-term exposure to pollution and hospital
visits and mortality rates that provided the first strong evidence that air quality should be
regarded as a public health issue [72, 73].

From the more notable smog incidents, a field of studies emerged that quantified the
short-term effects of air quality on human health by combining time-series data of both air
pollution (from measurement stations) and health indicators (such as hospital visits and
deaths) within a location, as reviewed by Refs. [72, 74, 75]. Generalized additivemodels are
used to relate daily health outcomes to daily pollutant concentrations, carefully adjusting
for confounding variables such as: weather, season, day of week, unrelated epidemics,
pollen count, and trends of improvingmedical care, population size, smoking and drinking
rates. Alternatively, case-crossover studies compare pollution levels when a person is
hospitalized to those of other dayswithin a time range, when the person did not experience
that outcome.
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Research evolved from looking at individual events or specific cities towards combin-
ing data from multiple cities in order to obtain more robust results. Landmark studies
include the National Morbidity, Mortality, and Air Pollution (NMMAPS) in the United
States, and the Air Pollution and Health: European Approach (APHEA) and its follow-up
APHEA-2 in Europe. Analysis of data over multiple years in the 1970s, 80s, and 90s from
collections of large cities, with combined population in the tens of millions, provided sig-
nificant correlations of daily PM10 concentration with daily mortality and hospitalization
rates. The increase in all-cause (nonaccidental) mortality per 10 µg ⋅m−3 was estimated
as 0.51% (95% CI: 0.07–0.93) in NMMAPS [76] and 0.6% (95% CI: 0.4–0.8) in APHEA-2
[77]; significant associations were also found for deaths due to cardiopulmonary disease.
NMMAPS found that a 10 µg ⋅m−3 increase in 2-day mean PM10 was associated with the
following increases in hospitalization rates (95% CI in parenthesis) of persons over the age
of 65 for specific causes: 1.17% (1.01–1.33) for cardiovascular disease, 1.98% (1.49–2.47) for
chronic obstructive pulmonary disease (COPD), and 1.98% (1.65–2.31) for pneumonia [78].
Analyses of APHEA-2 also found significant correlations of PM10, black smoke, and SO2 to
hospitalizations due to asthma, cardiac arrest, ischemic heart disease (IHD), cardiovascular
diseases, COPD, and respiratory diseases of people of various age groups [79–82].

More recently, the Multi-City Multi-Country (MCC) Collaborative Research Network
pooled time-series mortality data from 652 cities in 24 countries between 1986 and 2015,
adding to 59.6 million deaths, to evaluate their association with local air quality [83]. By
including data from North America, Europe, and Asia, this study covers a wide range of
background pollution levels, demographic makeup, and local climates. It was found that a
10 µg ⋅m−3 increase in the 2-day average PM10 was associated with mortality increases of
(95% CI in parenthesis): 0.44% (0.39–0.50) for all-cause, 0.36% (0.30–0.43) for cardiovascu-
lar diseases, and 0.47% (0.35–0.58) for respiratory diseases. The rates for the same increase
in PM2.5 were: 0.68% (0.59–0.77) for all-cause mortality, 0.55% (0.45–0.66) cardiovascular,
0.74% (0.53–0.95) respiratory. The analysis also showed stronger associations in places
with lower annual mean concentrations and higher ambient temperatures. The mortal-
ity response per concentration increase was also stronger for lower concentration values.
The MCC has also found that a 10 µg ⋅m−3 increase in the 2-day average of ozone was
associated with an all-cause mortality increase of 0.18% (95%CI: 0.12–0.24) [84].

The World Health Organization (WHO) publishes Air Quality Guidelines (AQG), de-
scribed further in Section 2.2.4, which are based on systematic reviews and meta analyses
of global scientific evidence. For the latest guidelines publication [57], this included re-
views performed on the evidence of: effects of short-term exposure to PM2.5, PM10, O3,
and NO2 on cause-specific and all-cause mortality [85]; effects of short-term exposure to
SO2 on respiratory and all-cause mortality [86]; effects of short-term exposure to O3, NO2,
and SO2 on hospital visit due to asthma [87]; and effects of short-term exposure to CO on
myocardial infarction [88]. The mortality analyses found significant positive effects for all
exposure-outcome combinations analyzed except 1-h maximumNO2 and all-cause mortal-
ity, and 24-h average SO2 and respiratory mortality (Table 2.1). The certainty of evidence
of all but three of those exposure-concentration pairs were judged to be high. The review
of the association between short-term pollution and hospital visits found pooled relative
risk values larger than 1 (positive association) for five of the six exposure-outcome pairs
analyzed, with two of them having high certainty of evidence (Table 2.2).
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Table 2.1: Association between short-term pollutant exposure and human mortality, according to systematic
reviews and meta analyses by Refs. [85, 86]. To improve readability, relative risks are shown as percentages
after subtracting 1, such that a value of 0 indicates no expected change in outcome.

Pollutant Mortality endpoint
Relative risk−1
[% per 10 µg⋅m−3]

Certainty
of evidence

PM10
(24-h mean)

All-cause 0.41 (0.34–0.49) High
Cardiovascular 0.60 (0.44–0.77) High
Respiratory 0.91 (0.63–1.19) High
Cerebrovascular 0.44 (0.22–0.66) High

PM2.5
(24-h mean)

All-cause 0.65 (0.44–0.86) High
Cardiovascular 0.92 (0.61–1.23) High
Respiratory 0.73 (0.29–1.16) High
Cerebrovascular 0.72 (0.12–1.32) High

NO2 (24-h mean) All-cause 0.72 (0.59–0.85) High
NO2 (1-h max.) All-cause 0.24 (−0.05–0.53) Moderate
O3 (8-h or 24-h max.) All-cause 0.43 (0.34–0.52) High

SO2 (24-h mean) All-cause 0.59 (0.46–0.71) High
Respiratory 0.67 (0.25–1.09) Moderate

SO2 (1-h max.) All-cause 0.16 (−0.70–1.02) Low
Respiratory 0.52 (0.13–0.91) High

Table 2.2: Association between short-term pollutant exposure and asthma related emergency room visits or
hospital admissions, according to a systematic review and meta analysis by Ref. [87]. To improve readability,
relative risks are shown as percentages after subtracting 1, such that a value of 0 indicates no expected change
in outcome.

Pollutant
Relative risk−1
[% per 10 µg⋅m−3]

Certainty
of evidence

O3 (8-h or 24-h) 0.8 (0.5–1.1) High
O3 (1-h) 1.7 (−2.7–6.3) Moderate
NO2 (24-h) 1.4 (0.8–2.0) High
NO2 (1-h) −0.1 (−3.4–3.3) Low
SO2 (24-h) 1.0 (0.1–2.0) Moderate
SO2 (1-h) 0.3 (−0.8–1.4) Moderate
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2.2.3 Long-term pollution exposure
As more data on air pollution and health indicator were collected, it became feasible to
look for evidence of the effect of air pollution beyond extreme exposure events. In the
second half of the 20th century, studies started to investigate the possible long-term health
effects of exposure to higher levels of air pollution. These include cross-sectional, cohort,
and case control studies [72].

Ecological cross-sectional studies compare health indicators of populations who live in
regions with different levels of air quality. By comparing air quality and health outcomes
at the same time, this kind of study does not consider the impacts as the cumulative result
of a history of exposure, such that temporal changes in exposure at an individual level
are not taken into account (either because of a person moving or because of changing air
quality at the same location). The focus was first on differences between urban and rural
environments [89], but more data and stronger statistical analyses expanded that scope
[90–93]. A significant challenge is to correct for all possible confounding variables, as is
the case with time-series studies (Section 2.2.2).

Modern cross-sectional studies also utilize satellite sensing and numeric atmospheric
models to obtain air pollution values specific to the residence of each individual in an
analysis, instead of considering average values for entire cities or districts, although this
requires surveying participants, which limits sample size. Examples using this approach
include a study in the Netherlands which did not find significant association between
NO2 concentration and type 2 diabetes [94], and a study in China which found that a
41.7 µg⋅m−3 increase in PM2.5 was associated with an 11% (95%CI: 5%–17%) [95].

Prospective cohort studies follow a cohort of participants over time, which involves
better control of personal covariates (such as smoking and level of physical activity) and of-
ten higher spatial resolution of pollution exposure metrics (based on the residence address
of participants) over time. One of the most influential studies on air quality and human
health is the Harvard Six Cities study published in 1993, which included 14–16 years of
follow-up on 8111 adults in six American cities to investigate the association between
air pollution and mortality [96]. As is (now) standard on this kind of studies, a survival
analysis using Cox proportional-hazards regression model was used while controlling for
individual risk factors (such as smoking status, sex, age, body mass index, education, etc.).
It was found that the ratio of adjusted mortality rates between the most and least polluted
cities was 1.26 (95%CI: 1.08–1.47).

Another landmark study from the same era analyzed data for 552,138 persons across
151 U.S. metropolitan areas enrolled in the Cancer Prevention Study II (CPS-II) of the Amer-
ican Cancer Society [97]. The analysis 7 years of mortality resulted in adjusted relative
risk ratios of all-cause mortality between most and least polluted areas of: 1.15 (95%CI:
1.09–1.22) and 1.17 (1.09–1.26) when using sulfates and PM2.5 as measures of pollution,
respectively. Both pollutants were also found to be associated with increased cardiopul-
monary and lung cancer mortality.

The strong associations found by the Six Cities and CPS-II studies, particularly for
PM2.5, were met with criticisms over lack of independent reanalysis and openness of data
[98]. Since then, further reanalysis of the original data, extension analysis of the same
cohort, and multiple independent cohort studies worldwide have largely validated the
original conclusions [98]. Although the need for confidentiality of private information of
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participants has created an opening for attempts to disregard the results of these studies
by way of concerns about transparency [99, 100].

A further challenge worth mentioning is the potential confounding effect of co-pollut-
ants, as there is usually correlation between pollution levels of different species, and there
can be synergisms and antagonisms in the combined health effect of multiple pollutants
[75]. Thus a feature on some of these large studies is the evaluation of both single and
multi-pollutant models, depending on how the individual variables are included in the
regression analysis. Results isolating the effect of individual pollutants are more desirable
from the point of view of ease in planning mitigating actions, but pollutant concentrations
can be dependent on emissions of various species, complicating air quality management
regardless [66].

Some of the main cohorts that have provided evidence of the link between long-term
exposure to air pollution and adverse health outcomes include, among others: Harvard
Six Cities [101], CPS-II [102–104], California Teachers Study [105], the (female) Nurses’
Health Study [106], (male) Health professionals follow-up [107], Women’s Health Ini-
tiative Observational Study [108], Netherlands Cohort Study on Diet and Cancer [109],
Canadian National Breast Screening Study [110], Canadian Census Health and Environ-
ment Cohort [111], (Austrian) VHMP&PP [112]. The results from these cohorts are of-
ten pooled into larger analyses. One example of them is the European Study of Cohorts
for Air Pollution Effects (ESCAPE), which found a 7% (95%CI: 2–13) increase in all-cause
mortality with 5 µg⋅m−3 a increase in PM2.5, and a similar 7% (1–13) when considering
only exposures below 20 µg⋅m−3. The positive association even for low levels of pollution
served as motivation for the similar Effects of Low-Level Air Pollution: A Study in Eu-
rope (ELAPSE), which found the relative risk of all-cause mortality to increase by 5.3%
(95%CI: 2.1–8.5) for a 5 µg⋅m−3 increase in PM2.5, 4.4% (1.9–6.9) for a 10 µg⋅m−3 increase in
NO2, and 3.9% (1.8–5.9) for a 0.5 ⋅ 10−5 m−1 increase in black carbon, as well as significant
associations between these pollutants and cardiovascular, respiratory, and lung cancer
mortalities [113]. Unlike results from North American cohorts featuring a wider range
of concentrations, this European study found only a weak negative association between
ozone single-pollutant models and mortality. This last study also found that PM2.5, NO2,
and especially black carbon had stronger effects on the relative risk of mortality at lower
concentrations. Another notable meta analysis study was done by Burnett et al., who
created the Global Exposure Mortality Model (GEMM) relating long-term PM2.5 concen-
tration with various mortality endpoints, building the model from studies covering a wide
range of PM2.5 concentrations [114]. The modeled nonlinear increase in mortality from
noncommunicable diseases (NCD) plus lower respiratory infections (LRI) per 10 µg⋅m−3
increase in annual PM2.5 is 35% at the counterfactual concentration of 2.4 µg⋅m−3, 7.2% at
25 µg⋅m−3, and 5.9% at 75 µg⋅m−3.

A slightly different approach is to use an open cohort, which sacrifices data on indi-
vidual risk factors but enables a larger sample size, as was the case for an analysis of the
Medicare population in the United States [115]. This study analyzed 460 million person-
years of data, finding a 7.3% (95%CI: 7.1–7.5) increase in all-cause mortality per 10 µg⋅m−3
increment of PM2.5, and 1.1% (1.0–1.2) per 10 ppb increment of ozone. The PM2.5 effect
was greater at exposures below 12 µg⋅m−3: 13.6% (13.1–14.1) per 10 µg⋅m−3.

Systematic reviews and meta analyses of long-term air quality impacts on human mor-
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tality were done in support of the WHO’s Air Quality Guidelines published in 2021, cov-
ering PM [116] and NO2 and O3 [117]. A summary of the results is shown in Table 2.3.
Long-term exposure to PM, especially PM2.5, is consistently and significantly associated
with both all-cause and several cause-specific mortality rates, with the amount of evidence
increasing over time, particularly with more data from poorer countries. The confidence
interval evaluated for PM10 and some cause-specific mortality rates (circulatory, stroke,
and COPD) range from negative to positive associations. Also of note is the fact that associ-
ations remain — or increase in some studies — at the lower end of PM concentration levels,
suggesting that there is no safe limit of exposure, regardless of limits set by standards or
guidelines (Section 2.2.4).

The evidence for NO2 and O3 is also significant albeit weaker, especially for ozone,
with substantial heterogeneity observed across studies and a more limited geographical
coverage and lower number of independent cohorts available [117]. Given the seasonality
of ozone concentrations in the atmosphere, driven by photochemistry, some studies utilize
“peak-season” metrics, which consider concentration averages only over warm months
instead of the whole year. The review commissioned by the WHO separated the studies
in the meta analysis based on which type of ozone metric was used, and a significant
positive association was only found between peak-season ozone and all-cause mortality
(Table 2.3). Annual average ozone metrics were not found to be significantly associated
either positively or negatively with all-cause or respiratory mortality. The review also
noted a lack of studies with multipollutant models.
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Table 2.3: Association between long-term pollutant exposure and human mortality, according to systematic
reviews and meta analyses by Ref. [116, 117]. To improve readability, relative risks are shown as percentages
after subtracting 1, such that a value of 0 indicates no expected change in outcome.

Pollutant
Mortality
endpoint

Relative risk−1
[% per 10 µg⋅m−3]

Certainty
of evidence

PM2.5 All-cause 8 (6–9) High
Circulatory 11 (9–14) High
IHD 16 (10–21) High
Stroke 11 (4–18) High
Respiratory 10 (3–18) Moderate
COPD 11 (5–17) High
ALRI 16 (1–34) High
Lung cancer 12 (7–16) High

PM10 All-cause 4 (3–6) High
Circulatory 4 (−1–10) Moderate
IHD 6 (1–10) Moderate
Stroke 1 (−17–21) Low
Respiratory 12 (6–19) High
COPD 19 (−5–49) Moderate
Lung cancer 8 (4–13) High

NO2 All-cause 2 (1–4) Moderate
Respiratory 3 (1–5) Moderate
COPD 3 (1–4) High
ALRI 6 (2–10) Moderate

O3 (average) All-cause −3 (−7–2) Low
Respiratory −1 (−11–11) Low

O3 (peak) All-cause 1 (0–2) Moderate
Respiratory 2 (−1–5) Low

2.2.4 Air quality standards
As a reaction to the acknowledgment of the deleterious short-term and long-term effects
of air pollution, governments throughout the world enact a multitude of measures with
the goal of improving air quality. Among these measurements are regulations of specific
sectors setting allowable levels of pollutant emissions, like those applicable to aviation
(Section 2.4.2). Typically, strategies are organized into an air quality management frame-
work, in which the various measures to reduce emissions are applied and adjusted such
that air quality monitoring measurements are in accordance with air quality goals set be-
forehand [66]. These goals are driven by the concerns of pollution impacts such as those on
human health, acid rain, visibility, and biodiversity. As such, the epidemiological studies
mentioned in Sections 2.2.2 and 2.2.3 are important in informing the goals and standards
set for air quality.
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Table 2.4 lists the main air quality standards in effect in the European Union and the
United States, as well as the latest WHO guidelines. While it should be recognized that
both developing and developed countries have their own air quality standards, the EU
and U.S. standards are a strong influence on legislation elsewhere, like they also influence
each other [118]. The WHO guidelines do not have any legal power, but their purpose
is to serve as a tool to policy-makers, being an influence on discussions around revising
regulatory limits [119]. The more stringent limits suggested by the WHO are driven by
the findings that air pollution has health impacts even at low levels, and are meant to keep
pushing governments towards improving air quality over time.

Table 2.4: Summary of air quality standards defined by European directive 2008/50/EC [64], U.S. National
Ambient Air Quality Standards [63], and theWHOAir Quality Guidelines [57], as of 2023. Concentrations
in µg⋅m−3, except where noted otherwise.

Pollutant Averageᵃ EU NAAQS
WHO guidelines
Interim AQG1 2 3 4

PM2.5
24-h – 35 75 50 37.5 25 15
Annual 25ᵇ 12 35 25 15 10 5

PM10
24-h 50 150 150 100 75 50 45
Annual 40 – 70 50 30 20 15

O3
8-h 120ᶜ 140 (70 ppb)ᵈ 160 120 – – 100
Peak season – – 100 70 – – 60

NO2

1-h 200 191 (100 ppb)ᵈ – – – – 200
24-h – – 120 50 – – 25
Annual 40 101 (53 ppb)ᵈ 40 30 20 – 10

SO2
1-h 350 200 (75 ppb)ᵈ – – – – –
24-h 125 – 125 50 – – 25

CO
[mg⋅m−3]

1-h – 40.8 (35 ppm)ᵈ – – – – 35
8-h 10 10.5 (9 ppm)ᵈ – – – – 10
24-h – – 7 – – – 4

Pb 3-month – 0.15 – – – – –
Annual 0.5 – – – – – –

ᵃ The EU, U.S., and WHO have different specific criteria for compliance of each limit, such as number
of exceedances per period of time, which is an important factor in the severity of a requirement.

ᵇ There is also a 20 µg⋅m−3 “indicative limit” set for an “Average Exposure Indicator” metric based on
background measurements in urban areas.

ᶜ The EU defines the ozone value as a “target” instead of “limits” as for the other pollutants shown
here; a target has less strength with regard to a state’s obligations in meeting and maintaining it.

ᵈ Limits defined as (volumetric) ppm or ppb, converted assuming 20 °C at 1 atm.
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2.3 Nitrogen deposition
Around 78% of molecules in the Earth’s atmosphere are nitrogen gas (N2), which is there-
fore constantly breathed in and out of our lungs. Nitrogen atoms (N) are essential to all
life forms, as part of proteins and the nucleotides that form DNA and RNA. However, N2 is
largely chemically inert, and thus unavailable to living beings, except for a few species of
bacteria and archaea that evolved the ability of nitrogen fixation [120]. Through this pro-
cess of biological nitrogen fixation, N2 is converted into ammonia (NH3) by nitrogenase
enzymes and then into other reactive species such as NO, NO−

2 , NO−
3 , N2O, and NH2OH

[121]. Ammonia is also converted by other enzymes into various forms of organic nitro-
gen, or biomass, and is thus fundamental to nutrition. Nitrogen content in these organic
and inorganic species more reactive than N2 is referred to as reactive nitrogen (Nr). Biolog-
ical nitrogen fixation occurs both in the soil, particularly by organisms that are symbiotic
with legumes, and in the water [121]. A smaller but still significant natural source of Nr is
lightning, as the high temperatures following a strike lead to the production of NO [122].
Figure 2.1 illustrates some of the ways by which nitrogen species are transformed across
the atmosphere and soil, as well as some significant anthropogenic sources of Nr.
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Figure 2.1: Important processes involving nitrogen compounds in the atmosphere and soil.

Human activity has significantly affected the Earth’s nitrogen cycle in multiple ways,
chiefly due to: fertilizer production, ammonia production for industrial use, cultivation-
induced biological N fixation, and fossil-fuel combustion [13, 122]. The discovery of the
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Haber-Bosch process in the early 20th century enabled abundant production of ammonia
from atmospheric N2, according to the following simplified global reaction:

3H2 +N2 2NH3 (2.1)

In addition to supporting the manufacturing of explosives, fibers, plastics, and phar-
maceutical products, this process provided a limitless source of nutrients to grow plants
[14, 123]. Synthetic fertilizers, primarily those based on nitrogen, became essential in
meeting the need for proteins of a growing human population, being responsible for feed-
ing an estimated 48% of humanity in 2008 [123]. As a consequence of this demand, ammo-
nia is one the most produced chemical commodities globally, with over 150Tg being cre-
ated annually in 2016, and with an expected growth rate of 1.0% per year [124]. Growing
production of reactive nitrogen from fertilizers and legumes is expected to continue in the
coming decades, driven by increases in population count (and thus demand for food and
fiber crops), per-capita protein consumption, and biofuel demand, including from aviation
[14, 123, 125]. Due to a need for hydrogen feedstock, ammonia production is also a signifi-
cant contributor to another anthropogenic source of reactive nitrogen, as it accounted for
∼2% of total energy consumption by the year 2020 [126]. Combustion for energy produc-
tion is a significant source of anthropogenic reactive nitrogen as NO𝑥 , whose formation
is further described within the context of aircraft engines in Section 2.4.1.

Overall, Galloway et al. estimated that human activities were responsible for the cre-
ation of 226TgN in 2020, compared to estimates of natural fixation of 58–128TgN⋅yr−1
[13]. The breakdown of the anthropogenic Nr creation rate by sources was 47% from fer-
tilizers, 19% from industrial Haber-Bosch uses, 19% from cultivation-induced biological
fixation, and 15% from fossil-fuel combustion. They also found that both creation and use
of Nr increased over time, the latter by 50% between 1990–2020 excluding industrial Haber-
Bosch, which is also expected to grow by another 42% between 2020–2050, accounting for
both population growth and a continuation of the trend in per-capita use increase.

Anthropogenic atmospheric reactive nitrogen species, whether emitted directly from
combustion or indirectly from nitrogen-enriched soil or water, undergo deposition onto
the Earth’s surface through both wet and dry processes [56]. Wet deposition occurs when
a species (gaseous or aerosol) interacts with water (cloud, fog, rain, or snow) and is pre-
cipitated to the ground surface. Wet deposition can further be classified into in-cloud
scavenging (rainout) and below-cloud scavenging by falling rain or snow (washout). Dry
deposition can be defined as the processes of atmospheric deposition not involving wa-
ter, by which gases and particles are transported to a thin layer of air above the surface,
then are transported through this layer towards the surface (by diffusion and Brownian
motion), and finally are absorbed or adhered to the surface, possibly reacting chemically
to it. Dry deposition is also often reversible, with evaporation, wind and diffusion lift-
ing substances from the surface back to the atmosphere. Figure 2.1 indicates deposition
in the form of NH+

4 and NO−
3 , but it should be noted that gaseous forms of Nr are also

deposited directly through dry deposition. Besides atmospheric deposition, other mech-
anisms transfer Nr species across the boundaries between atmospheric, terrestrial, and
aquatic domains, such that the impacts of excessive Nr can spread out, reaching even re-
mote areas. The long range spread of anthropogenic nitrogen deposition is demonstrated
by the case of emissions from aircraft, as seen in Chapter 7.
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The substantial increase in the amount of Nr released due to human activities causes a
subsequent equivalent increase in Nr accumulation in natural reservoirs, having cascading
effects over atmospheric, terrestrial, and aquatic domains, leading to several environmen-
tal problems [13]. Atmospheric impacts include the formation of tropospheric ozone and
particulate matter from NO𝑥 , as described further in Section 2.5. Terrestrial impacts in-
clude soil acidification [127], and loss of biodiversity [128]. Excess nutrients in the soil and
in human waste enrich groundwater, waterways and surface water bodies [13, 14]. Ele-
vated nitrate levels in drinking water, which can be observed in untreated groundwater
affected by excessive nitrogen deposition, have also been associated with negative health
impacts, such as methemoglobinemia, colorectal cancer, thyroid disease, and neural tube
defects [129]. Water eutrophication leads to a myriad of ecological effects including exces-
sive biomass of phytoplankton and macrophyte vegetation, algal bloom, coral reef decline,
fish die-off, reduction in biodiversity, reduction in harvestable aquatic animals, changes
in water taste and odor, and oxygen depletion [130]. As water transparency decreases
and more algae biomass fuel an increase in microbial respiration, oxygen levels decrease,
leading to further environmental effects [131]. The extent of marine and coastal areas
suffering from hypoxia, termed “dead zones”, has increased over time, driven both by nu-
trient pollution and climate change [132–134]. Nitrate-rich soil also leads to additional
release of N2O into the atmosphere, where the gas contributes to stratospheric ozone de-
pletion and to the greenhouse effect, with the temperature and precipitation dependence
of these emissions having a strong positive feedback with global warming [134, 135]. In
the atmosphere, N2O can be transported into the stratosphere, where it photodissociates
back into N2 or is oxidized into NO𝑥 , leading to HNO3 and nitrate aerosol, which are then
deposited through sedimentation and water precipitation, causing acid rain [56].

From a practical standpoint on impact management, an important concept is that of
nitrogen critical loads, defined as the threshold amount of Nr flux that an ecological sys-
tem can take, beyond which long-term harmful effects are expected to occur [128, 136].
These values have guided policy efforts, particularly in Europe, in limiting environmental
damage due to anthropogenic emissions over sensitive natural areas [13, 128]. It should
be noted that the complex dynamics of nitrogen across the various Earth systems result
in anthropogenic nitrogen deposition impacts that interact with other changes driven by
human activity, like global warming, and are nonuniform spatially, such that the net ef-
fect in certain areas might be a decrease in Nr available to the local ecosystem [137]. To
uphold obligations with regard to water pollution, like those from the “Nitrates Directive”
in the European Union [138], some governments implement nitrogen budgets to support
planning on fertilizer use and other emitting activities [139]. As discussed further in Sec-
tion 2.5.3, transport of air pollution can lead to emissions exporting a significant amount
of impacts to areas controlled by different states, such that achieving goals related to ni-
trogen deposition might require international coordination. International scientific collab-
orations in this area include EANET (Acid Deposition Monitoring Network in East Asia)
and EMEP (European Monitoring and Evaluation Programme) [140].

While Nr from combustion sources such as aviation are entirely undesirable, the use of
nitrogen in agriculture serves in part valuable purposes which have an increasing demand
[141]. As a consequence, efforts to mitigate the environmental problems associated with
excess nitrogen deposition also have to contemplate economic and social factors across
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multiple segments of society, as evidenced by the “nitrogen crisis” in the Netherlands that
erupted in 2019 [13, 16, 17], and by the Sri Lankan policy changes concerning fertilizers
in 2021 [142].

2.4 Pollution from aviation
This section presents a review of the major sources of emissions from aviation that con-
tribute to air pollution. Section 2.4.1 describes emissions from aircraft engines, including
the species listed in Figure 2.2. Section 2.4.2 summarizes the emissions standards that ap-
ply to these engines. And Section 2.4.3 lists additional sources of emission from aviation
activities.

H2O

CO2 NOx

SOx
HC CO Soot

Figure 2.2: Main emission species released by a turbojet engine, with a visual representation of full-flight average
mass fractions. For the plot, NO𝑥 is taken in units of mass of NO2, and hydrocarbons (HC) as mass of CH4.

2.4.1 Pollutant formation on aircraft engines
Owing to the their higher specific thrust, per frontal area and permass, gas turbine engines
burning kerosene replaced piston engines in the role of powering commercial airplanes
starting in the 1950s. Soon, the early turbojets gave way to turbofans, with a trend over
time that persists to this day of increasing the ratio of air mass that bypasses the engine
core through the fan (bypass ratio), with the goal of putting more of the energy released
by combustion into propulsion of the aircraft. Today, around 99% of fuel consumption
by civil aviation comes from aircraft powered by turbofans (Chapter 3), with some short
regional routes still using turboprop aircraft, in which propulsion comes exclusively from
a propeller driven by a turbine engine. Piston aircraft are still used in general aviation,
mainly for privates flights and agriculture, making up a negligible amount of fuel use
compared to commercial aviation and private jets. These piston engines, for the most
part, use aviation gasoline (“avgas”), which is a blend of gasoline that still contain leaded
anti-knocking additives.

To avoid the environmental impacts of fossil fuel usage, chiefly climate change, other
transportation sectors are transitioning into vehicles powered by alternative means such
as electric batteries (automobiles), overhead electric lines (rail vehicles), ammonia and the
wind (ships) [143]. However, aviation poses a unique challenge due to the need for a
high density energy carrier to achieve flight with similar performance as current aircraft.
This constraint has severely limited the options available for aviation to reduce its carbon
footprint in the foreseeable future. Sustainable aviation fuels (SAF), i.e. hydrocarbon jet
fuel produced from sustainable sources, are being counted on as the main tool to “aspi-
rationally” make flying in civil aviation carbon neutral by 2050 [144, 145]. By that date,
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hydrogen and battery electric aircraft are expected to still represent a small share of total
energy consumed by aircraft [144]. Consequently, it seems likely that civil aviation flights
will continue to be powered by burning hydrocarbons for at least the next three decades.

A brief review of the basics of combustion and pollutant formation is given next, based
on Ref. [146]. An idealized model of the stoichiometric combustion of a hydrocarbon with
air (21%O2 and 79%N2 by volume) is shown in Equation (2.2). Fuel-leanmixtures, i.e. with
excess air, can (in this idealized model) result in complete oxidation of the fuel into CO2
as in Equation (2.2), with additional O2 going unreacted. Rich mixtures, with excess fuel,
will lead to the formation of CO and C.

C𝑥H𝑦 +(𝑥 +𝑦/4)(O2 +3.76N2) (𝑥)CO2 +(𝑦/2)H2O+(𝑥 +𝑦/4)(3.76)N2 (2.2)

Following the release of energy by the reaction, combustion products will typically
have high temperature, and possibly high pressure (as is the case in gas turbines). Un-
der these conditions, the product species included in Equation (2.2) will dissociate, with
the products of dissociation undergoing further reactions, forming trace amounts of other
species such as H2, H, OH, CO, O, N, NO. The chemical equilibrium of the product mixture
will depend on the atomic makeup of the reactants (the matter available to be rearranged),
and the amount of heat released and the heat capacity of the products (affecting the temper-
ature achieved); all of which will depend on the equivalence ratio for a given combination
of fuel and oxidizer. The equivalence ratio is the ratio between the actual fuel-oxidizer ratio
and the stoichiometric one, such that equivalence ratios greater than 1 indicate fuel-rich
mixtures. Figure 2.3 illustrates the basic dependence of flame temperature and pollutant
formation rates to the equivalence ratio for the combustion of hydrocarbon and air. The
basic mechanisms behind the formation of each of these pollutants is described ahead.
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Figure 2.3: Indicative relationship between emissions and flame temperature (𝑇 ) with equivalence ratio (Φ) in a
gas turbine engine. Based on Refs. [147, 148].

Nitrogen oxides (NO𝑥 )
A global reaction like Equation (2.2) is in reality the net result of a multitude of simpler
elementary reactions, involving many intermediate species. These include radicals which
readily react further, forming a chain of reactions, eventually resulting inmore stable prod-
ucts which will react at much slower rates. Going beyond the assumption of equilibrium, a
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global reaction such as the combustion of a hydrocarbon can be described by a mechanism
of hundreds of reactions, whose kinetics will define the evolution of the overall reaction
and the production and destruction of pollutants [149]. Explicit modeling considering an
extensive chemical kinetics mechanism is particularly needed for a system such as a gas
turbine engine, where combustion occurs within dynamic multiphase flows over complex
geometries, with large gradients of temperature and pressure, and short residence time
(in which the reactants are in the region of reaction) — and for which there are concerns
about efficiency, stability, formation of pollutants, noise and vibration.

Most importantly to this thesis, the N2 which is largely inert under standard atmo-
spheric conditions, will, under the high temperatures of combustion, break down to form
different reactive species containing nitrogen. This includes NO and NO2, which are
quickly interconverted in the atmosphere, and thus are conveniently referred together
as the NO𝑥 chemical family [56]; although it will mostly be in NO form during combus-
tion. For fuels with at most trace amounts of nitrogen in their composition, such as avi-
ation kerosene, the most important mechanism for NO𝑥 formation is the “thermal”, or
Zeldovich mechanism [150]. The triple bond of N2 is broken by dissociated O and the
nitrogen is subsequently oxidized:

O+N2 NO+N
N+O2 NO+O
N+OH NO+H

(2.3)

NO𝑥 formation is thus largely dependent on the temperature reached by the combus-
tion gases, as illustrated in Figure 2.3, as well as the time spent at high temperature. This
creates a challenge since high combustion temperatures are desirable to increase specific
power, thermodynamic cycle efficiency, and combustion efficiency, therefore decreasing
emissions of other pollutants and extracting the most energy out of the fuel [147]. Sev-
eral solutions in engine design are used to mitigate NO𝑥 formation in aircraft engines,
generally with the goals of promoting more uniform combustion throughout the combus-
tor (reducing localized peaks in temperature) and of burning the fuel as much as possible
outside of the regime of higher temperatures near stoichiometry.

In the rich-quench-lean combustor architecture, a first stage of combustion occurs in
a fuel-rich condition, air is introduced to quickly shift the mixture to a fuel-lean condition,
spending as little time as possible at the stoichiometric point before diluting pollutants
and achieving the completion of combustion at lean conditions [148, 151]. This strategy
is used by most modern engines, e.g. the TALON X combustor designs used by Pratt &
Whittney [152]. Alternatively, designs can aim to stay in a lean-burn regime throughout
the entire combustion process, e.g. the TAPS design used by General Electric [153]. This
introduces issues with flame stability, which can be addressed with a pilot flame stage and
improved mixing, such as with lean direct injection and lean premixed prevaporized con-
cepts. Additional stages and more complex injector geometries have the possible down-
sides of increasing combustor size and pressure drop, and premixing fuel and air carry
risks of autoignition and flashback [147, 148, 151]. Even if temperatures spikes are avoided
during combustion, improvements in turbine material and cooling technology allow for
the temperature at turbine inlet to be high enough to produce NO𝑥 regardless of combus-
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tor design, which can potentially become a limiting factor on emissions reduction in the
future [148].

As discussed throughout this chapter, NO𝑥 is one of the most important atmospheric
pollutants as an oxidizing agent, as a toxicant to humans (Section 2.2) and as a precursor of
O3 (Section 2.5.1), HNO3, and particulate matter (Section 2.5.2). NO𝑥 and its atmospheric
products also have downstream environmental impacts after deposition over land and
water (Section 2.3).

Unburned hydrocarbons (HC) and carbon monoxide (CO)
The combustion of hydrocarbons involves the breaking up the fuel molecules into smaller
parts, ultimately leading to the formation of CO and then its oxidation into CO2 [146].
Incomplete combustion results in a certain amount of unburned or partially oxidized hy-
drocarbons and carbon monoxide remaining as products. In premixed combustion, this
can occur if there is a lack of oxidizer, i.e. in a fuel-rich mixture. But even if there is suffi-
cient oxygen overall for complete combustion, some amount of CO2 will dissociate back
into CO at high temperatures.

For the case of a combustor in an aircraft engine, mixing is not perfect, and combustion
is not uniform. Locally lean regions have lower temperature and can prevent flame propa-
gation, leaving some amount of fuel partially oxidized [146]. Locally rich regions, in turn,
can lead to insufficient amounts of oxidizer being provided for fuel to react with. Overly
lean and rich regions are more problematic at low and high thrust levels, respectively, as
the equivalence ratio increases with thrust setting. Additionally, lower temperatures re-
sult in lower reaction rates, such that the residence time might be short enough for CO to
fully oxidize. Higher temperatures in the combustor favor the completeness of combustion
through faster reaction rates and sufficient oxidizer supply, thus being desirable for the
reduction in the emission of unburned hydrocarbons and carbon monoxide. But higher
temperatures are also detrimental in terms of NO𝑥 emissions, as discussed previously.

As described in Section 2.2, CO is noxious to human health, with short-term acute
exposures being of particular concern. “Unburned hydrocarbons” on the other hand is an
umbrella for a multitude of chemical species which can have different levels of toxicity
to humans. Various volatile organic compounds are emitted by aircraft engines, some of
which known to be carcinogenic [4]. Both CO and unburned hydrocarbons contribute to
tropospheric ozone formation (Section 2.5.1).

Sulfur oxides (SO𝑥 )
Jet fuel being a single hydrocarbon, as in Equation (2.2), is another simplification. In real-
ity it is kerosene distilled from petroleum, yielding a mixture of hydrocarbons with some
impurities, and with additives to meet technical requirements, such as those in the stan-
dards in Refs. [154, 155]. These standards currently allow up to 3000 ppm (mass) of sulfur
content (𝐹𝑆𝐶), although typical concentrations have been estimated in 2010 to average be-
tween 550–750 ppm in the United States and United Kingdom, with significant variability
per sample and per region [156]. 600 ppm has been adopted as a typical value represen-
tative of global emissions [157, 158], including in the emissions inventory described in
Chapter 3. Local measurements in other studies (i.e. not a broad survey) show similar lev-
els of fuel sulfur content: 700 ppm [159], 490 ppm [160], 500 ppm (200–900) [161]. During
combustion, sulfur attached to hydrocarbons forms H2S, which then oxidizes, primarily
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to SO2 [162]. Some of which is oxidized further into SO3, which under the presence of
water rapidly forms H2SO4. A conversion factor (𝜖) can be used to relate the abundance
of SVI to total sulfur, with atmospheric studies typically considering all sulfur in the fuel
to be emitted in the form of sulfur dioxide, sulfate, or another form of SVI [157]. This
is shown in Equation (2.4), where 𝑀𝑖 is the molecular weight of species 𝑖. Estimates of
𝜖 range between 1–3% [4, 163–166]. The combination of all emissions of oxidized sulfur
compounds is referred to as SO𝑥 .

𝐸𝐼 (SO2) =
𝑀SO2

𝑀S
⋅ 103 ⋅ 𝐹𝑆𝐶 ⋅ (1− 𝜖)

𝐸𝐼 (SO2−
4 ) =

𝑀SO2−
4

𝑀S
⋅ 103 ⋅ 𝐹𝑆𝐶 ⋅ 𝜖

(2.4)

Particulate matter
Particulate matter emitted by aircraft engines consist mostly of ultrafine soot particles,
with geometric mean diameter in the tens of nanometers [4, 163, 167, 168]. These parti-
cles are mainly composed of elemental carbon (black carbon), with traces of metals from
engine components. They are largely nonvolatile (nvPM) and remain as solids despite
the high temperatures of the jet exhaust. Soot forms due to localized incomplete combus-
tion, involving complex mechanisms which depend on fuel composition, spray formation,
turbulent flow field, and soot oxidation [168]. Some forms of sustainable aviation fuels,
proposed to reduce aviation’s carbon footprint, have significantly lower concentrations
of sulfur and of aromatic species, which can potentially lead to significant reductions in
nvPM [35, 39, 160, 163, 168]. A smaller amount of volatile particulate matter is also emit-
ted, primarily in the form of a coating on the soot particles. Possible sources of volatile
material are gas-to-particle conversion of volatile organic compounds from incomplete
combustion and lubrication oil, and sulfur in the fuel or ambient air [163].

2.4.2 Aircraft engine emissions standards
Turbofan engines used in aircraft for civilian use have to meet the emission requirements
defined by the standard in Volume II of Annex 16 to the Convention on International
Civil Aviation [7]. This standard applies to engines with a rated thrust >26.7 kN, with a
summary of the results from certification tests submitted being published as the ICAO
Engine Emissions Databank [169]. While the standard also covers engines for supersonic
aircraft, this section describes only the part that applies to engines for subsonic flight. A
standard landing and takeoff (LTO) cycle is defined, according to Table 2.5.

For each of the thrust settings listed in Table 2.5, fuel flow rate and emissions at the
exhaust are measured and adjusted for temperature, pressure, humidity, and fuel compo-
sition (hydrogen/carbon ratio) so as to represent expected values at sea level conditions in
the international standard atmosphere with 6.34 g/kg specific humidity. Normalized emis-
sion indices (mass ratio between emissions and fuel burned, EI) are then used to quantify
the mass of emissions (𝐷𝑝) for the standard LTO cycle of Table 2.5. Themean values across
all tests realized are then adjusted further depending on the number of engines tested, with
larger margins applied if fewer engines were tested, yielding values of characteristic emis-
sions. Given the different emission indices and fuel flow rates at each engine thrust setting
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Table 2.5: Standard LTO cycle used for engine emissions certification [169].

Mode
Thrust setting

𝐹00
Time in mode

minutes

Takeoff 100% 0.7
Climb 85% 2.2
Approach 30% 4.0
Taxi / ground idle 7% 26.0

(Figure 2.4), and the defined time at each setting, NO𝑥 compliance is largely determined
by performance at 85% and 100% of rated thrust, while CO and hydrocarbons compliance
is mostly determined by performance at 7%. The majority of nvPMm and nvPMN charac-
teristic emissions can come from any of the four thrust settings, depending on the engine.
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Figure 2.4: Distribution of entries of emission index and fuel flow normalized by rated thrust per thrust setting
in the ICAO Engine Emissions Databank, as of June 2023 [169]. 5%, 50%, and 95% quantiles are indicated with
horizontal whiskers. Engines that are no longer in production are included. The number of entries, which
exclude those with superseded data, is 572 for gaseous emissions and fuel flow, and 185 for nvPM emissions.
These distributions are merely for illustration of differences between each thrust setting, as they do not factor in
the number of engines produced or the number of engines is use, and thus have a bias towards engine models
that happen to have more versions certified.

Limits are set for the allowable characteristic emissions of NO𝑥 , carbonmonoxide (CO),
unburned hydrocarbons, and nonvolatile particulatematter (mass and number of particles)
normalized by rated thrust (𝐷𝑝/𝐹00). For hydrocarbons, a limit of 19.6 g/kN (base CH4) ap-
plies to engines manufactured on or after January 1, 1984. For CO, engines manufactured
on or after July 7, 1997 have a limit of 118 kN. The regulatory limit for NO𝑥 , which is
variable with the engine’s overall pressure ratio and possibly with rated thrust, has been
revised 4 times so far since the original standard, as shown in Figure 2.5. The most recent
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NO𝑥 limits apply to engine models that entered into production on or after January 1,
2014 and to engines for use in an aircraft that had its type certificate submitted on or after
January 1, 2023 (Table 2.6).

Table 2.6: Maximum allowable characteristic NO𝑥 emissions for aircraft engine modules introduced from 2014,
according to reference engine pressure ratio (𝜋00) and rated thrust (𝐹00) [7].

𝜋00 𝐹00 Limit for 𝐷𝑝/𝐹00

≤ 30 26.7 ⋯ 89 40.052+1.5681𝜋00 −0.3615𝐹00 −0.0018𝜋00 𝐹00
> 89 7.88+1.408𝜋00

30 ⋯ 104.7 26.7 ⋯ 89 41.9435+1.505𝜋00 −0.5823𝐹00 +0.005562𝜋00 𝐹00
> 89 −9.88+2𝜋00

≥ 104.7 ≥ 26.7 32+1.6𝜋00
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Figure 2.5: Characteristic NO𝑥 emissions for subsonic turbofan engines per rated thrust according to ICAO
standard [7]. Black lines indicate limits valid for models produced from (January 1st) 2014, both for a thrust of
26.7 kN and for >89 kN. Dotted lines indicate limits for older engines with thrust >89 kN, based on the year the
model was introduced and possibly also the year manufacture of the unit. Certification values for models of a
selection of engine families are shown as markers [169].

Long before the creation of ICAO’s standard on aircraft emissions, the impact of jet
aircraft emissions on visibility was of concern [170]. From its first edition, ICAO’s Annex
16 Volume II regulates particulate matter by way of a “smoke number”: a dimensionless
value on a scale of 0 to 100 determined by a standardized measurement based on the stain-
ing of an air filter exposed to the aircraft exhaust. Motivated in part by growing concern
about the health impacts of ultrafine particles, direct limits on emissions of nonvolatile
particulate matter were introduced in the July 2017 version of ICAO’s Annex 16 Volume II.
A set of limits on both particle mass (nvPMm) and number (nvPMN), as a function of rated
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thrust, are applied to engine models that enter in production on or after January 1, 2023. A
more lenient set of limits apply to previously existing models that are manufactured on or
after that date, as shown in Figure 2.6. A limit is also set on the mass maximum concentra-
tion of nvPM in the exhaust measured at any thrust level, with the same requirement for
all engines manufactured from 2023, with the goal of ensuring the exhaust is not visible
to the naked eye [171].
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Figure 2.6: Characteristic nvPMm (left) and nvPMN (center) emissions and maximum nvPM concentration (right)
for subsonic turbofan engines per rated thrust according to ICAO standard [7]. Lines indicate limits valid for
models newly introduced from (January 1st) 2023 and units of previously existing models manufactured from
that date. Certification values for models of a selection of engine families are shown as markers [169].

2.4.3 Other emissions from aviation

In addition to the exhaust of main engines and APU, aircraft also release emissions due to
tire and break wear, and resuspension of particles from the pavement [4, 172]. Besides the
fixed-wing aircraft considered in this thesis, large airports might operate rotary-wing air-
craft, which are typically powered by turboshaft engines. A number of additional sources
of emissions exists in the operation of airports, including: airside vehicles, fuel farms, fire
training activities, aircraft engine testing facilities, road traffic and parking, heating, venti-
lation, and air conditioning equipment, and local transit systems, power generation, water
treatment, and food preparation [21, 173, 174]. Airside vehicles are a superset of ground
support equipment, that includes catering service trucks, aircraft tractors, hi-loaders, con-
veyor belt loaders, and other handling equipment. The construction phase of airports also
causes a host of emissions [173]. Land use change is also associated with construction
or expansion of aviation facilities [175], which might have a net effect on atmospheric
emissions. Lastly, life cycle analysis of aviation fuel — be it fossil or different kinds of
sustainable fuel — reveals further emissions associated with their production (including
land use change), processing, and transportation [176–178].
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2.5 Atmospheric processes involved in air quality degra-
dation from aircraft emissions

2.5.1 NO𝑥 cycles and ozone
In this section, relevant aspects of the atmospheric chemistry involving NO𝑥 and ozone
are summarized, based on Ref. [56].

During daytime, tropospheric NO2 is photolyzed into NO, also leading to the formation
of O3, and these products then react to form NO2 again (Eq. (2.5)). This comparatively fast
interchange between NO2 and NO makes it convenient to treat them as a chemical family,
NO𝑥 . Closer to the surface, higher temperatures and higher concentrations of O3 cause
higher ratios of NO2 to NO than in the upper troposphere, where the last reaction of
Equation (2.5) is slower.

NO2
ℎ𝜈 NO+O

O+O2 O3
O3 +NO NO2 +O2

(2.5)

During the day, nitric acid is the main sink for NO𝑥 through the following reaction:

OH+NO2 HNO3 (2.6)

Without solar radiation at night, NO𝑥 is almost completely in the form of NO2. The
lack of photolysis and NO allows the nitrate radical (NO3), which is formed by the reaction
in Equation (2.7), to be play a more significant role.

NO2 +O3 NO3 +O2 (2.7)

Specifically, more nitrate radicals are available at night to participate in the conversion
of NO2 into N2O5, which thermally (and photolitically during the day) decomposes back
forming an equilibrium (Eq. (2.8)). Based on this behavior, another chemical family can be
defined as NO∗

3 = NO3 +N2O5. Higher in the troposphere, lower temperatures and higher
concentrations of NO2 cause N2O5 levels to be higher.

NO2 +NO3 N2O5 (2.8)

N2O5 reacts with water on the surface of aerosol particles to form HNO3, which will
subsequently evaporate into the gas phase:

N2O5 +H2O(s) 2HNO3(s) (2.9)

Another component in the tropospheric formation of ozone is the HO𝑥 family. The
hydroxyl radical (OH) is formed by photolysis of ozone in the presence of water, and, due
to its reactivity, is fundamental to the oxidation of all sorts of atmospheric trace species.
This includes organic compounds in general, which are progressively broken down into
simpler molecules, ending with the oxidation of CO into CO2. Hydroperoxyl (HO2) is
formed during these oxidation steps (as well as peroxy radicals more generally, referred
to as RO2), and is quickly interconverted with OH, such that both species are referred
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together as HO𝑥 . As an alternative to NO being oxidized into NO2 by ozone, as in the
third reaction in Equation (2.5), HO2 can complete the NO𝑥 cycle as follows:

HO2 +NO NO2 +OH (2.10)

The consumption of the ozone produced in the photolysis of NO2 is avoided with this
reaction between HO2 and NO, resulting in a net production of ozone, as shown in the
diagram in Figure 2.7. In addition to the processes described, the figure also indicates two
important reservoir species: hydrogen peroxide (H2O2) and PAN (peroxyacyl nitrates).
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Figure 2.7: Main reactions involved in the tropospheric production of ozone. NMVOC = non-methane volatile
organic compounds. PAN = peroxyacyl nitrates. Diagram based on Refs. [56, 179].

Tropospheric ozone production fromNO𝑥 thus depends on the presence of peroxy rad-
icals which are intermediates in the oxidation of organic species. This makes air quality,
particularly in urban environments, dependent on the balance of emissions of both NO𝑥
and volatile organic compounds (VOC) [56, 180]. At high VOC and low NO𝑥 concentra-
tions, ozone formation is NO𝑥 -limited, such that more emissions of it will lead to more
ozone being formed. At low VOC and high NO𝑥 concentrations however, the ozone for-
mation regime might be called VOC-limited or NO𝑥 -saturated, and further NO𝑥 emissions
will not result in an ozone increase. And since NO𝑥 and VOC both compete for OH, ad-
ditional NO𝑥 in this regime slows down VOC oxidation, resulting in a decrease in ozone
concentration. This is sometimes called the “weekend ozone effect”, as it explains the pre-
viously observed increases in ozone over some urban areas in the United States during the
weekend, despite lower NO𝑥 emissions due to reduced road traffic [181].

Another aspect to consider is that part of aircraft emissions are released into the strato-
sphere, where the dynamics between NO𝑥 and ozone are different. About 90% of atmo-
spheric ozone is located in the stratosphere, where it is central to its chemistry. Themixing
ratio of ozone is typically a few ppm in the stratosphere, up to around 12 ppm at the peak
of the ozone layer at ∼25 km [56], compared to tens of ppb at ground-level. Ozone is pro-
duced due to photolysis of O2 into the O radical in the stratosphere, and is itself photolyzed
by longer wavelength radiation back into O and O2. The grouping of O3 and O is called
the O𝑥 , or odd-oxygen family.
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NO𝑥 and HO𝑥 cycles are slightly different in the stratosphere, and both chemical fam-
ilies are responsible for catalytic depletion of ozone, keeping its concentration lower than
what would be expected solely from photolysis rates. NO𝑥 contributes to ozone destruc-
tion by two pathways: Equations (2.11) and (2.12). Most stratospheric NO𝑥 is originated
from the photodissociation of N2O, which is largely inert in the troposphere, and to lesser
degree from the reaction of N2O and oxygen atoms in the excited state O(1D). Therefore,
both anthropogenic emissions of N2O at ground-level and stratospheric emissions of NO𝑥
by aviation lead to additional ozone depletion.

NO+O3 NO2 +O2
NO2 +O NO+O2

(2.11)

NO+O3 NO2 +O2
NO2 +O3 NO3 +O2

NO3
ℎ𝜈 NO+O2

(2.12)

The ozone layer absorbs radiation in the 240–290 nm (UV-C, or “hard ultraviolet”) and
290–320 nm (UV-B, “intermediate ultraviolet”), which are damaging to living organisms.
While increases in (breathable) tropospheric ozone are noxious to human health, decreases
in stratospheric ozone also leads to harm, in the form of increased rates of skin cancer [182].
As most aircraft emissions are released in the upper troposphere and lower stratosphere,
they can contribute to both of these effects. Current subsonic aircraft are estimated to
result in a net increase in ozone column (combining aircraft-attributable tropospheric pro-
duction and stratospheric depletion), and thus reduction in ground-level UV-B impacts
[32]. Potential (higher-flying) supersonic aircraft are expected to result in a net global
decrease in ozone column [183–185].

2.5.2 Secondary particulate matter formation
In addition to directly releasing primary particulate matter (PM), combustion also releases
emissions that cause the formation of secondary PM through photochemical processes and
physical transformations in the atmosphere. Secondary particular matter vary in particle
size, chemical composition, volatility, phase (liquid or solid), and morphology. Important
chemical components include sulfate (SO2−

4 ), bisulfate (HSO−
4 ), nitrate (NO−

3 ), ammonium
(NH+

4 ), and a multitude organic species. Several pathways exist between gaseous emis-
sions and aerosol, but in broad terms, NO2 oxidizes into nitrates, SO2 oxidizes into sulfates,
ammonia (NH3) converts into NH+

4 , and volatile organic compounds (VOC) oxidize into
secondary organic aerosol (SOA). Figure 2.8 illustrates this simplified overview of aerosol
formation. Aerosol formation occurs through precipitation of gaseous species into solids,
and absorption into water or existing solid particles.
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Figure 2.8: Simplified overview of secondary PM2.5 formation. Based on Ref. [180].

Atmospheric sulfate is formed through multiple pathways [56, 186]. In the gas phase,
sulfur compounds are oxidized mainly by OH, transforming reduced species such as hy-
drogen sulfide (H2S) and dimethyl sulfide ((CH3)2S), as well as SO2 (oxidation state +4)
into sulfuric acid (H2SO4), which has an oxidation state of +6. H2SO4 dissolves in water,
dissociating into HSO−

4 and SO2−
4 (plus H+). SO2 also dissolves inwater subsequently disso-

ciating into HSO−
3 and SO2−

3 (plus H+). Oxidation leading to sulfate takes place in aqueous
phase by different pathways, driven by nitrogen oxides, H2O2, ozone, organic peroxides,
formaldehyde, and O2 with catalysis by transition metal ions, among other species. There-
fore, aircraft contribute to sulfate formation not only by emitting SO𝑥 , but also by its NO𝑥
emissions, which promote the oxidation of already present sulfur-containing compounds
through these various mechanisms [187].

Within and around cloud droplets, interactions occur between the components of the
ammonia–nitric acid–sulfuric acid–water system, with a thermodynamic equilibrium be-
ing reached involving species in the gaseous, solid, and aqueous phases [56]. Besides
chemical concentrations, this equilibrium is also dependent on temperature, humidity,
and particle pH. Like SO2 and H2SO4, NH3 and HNO3 also maintain an equilibrium be-
tween gaseous and aqueous phases. Practically all aqueous NH3 dissociates into NH+

4 +
OH−. Likewise, HNO3 dissociates into NO−

3 +H+. As the dissolved gases dissociate into
ions, their aqueous phase concentration decreases, causing further absorption of the gases
into water. If water evaporates and relative humidity lowers, the solutes will precipi-
tate as various forms of crystals. Conversely, increasing relative humidity causes solids
to absorb water, forming an aqueous solution. The aforementioned system of interest
comprises solid species such as NH4HSO4, (NH4)2SO4, NH4NO3, (NH4)2SO4 ⋅2NH4NO3,
(NH4)2SO4 ⋅3NH4NO3, and (NH4)3H(SO4)2. Overall, a very simplistic representation of
inorganic aerosol formation is Equation (2.13); with the additional consideration that, with
water, part of sulfates and nitrates will be in the form of ions.

NH3(g) +HNO3(g) NH4NO3(s)
2NH3(g) +H2SO4(g) (NH4)2SO4(s)

(2.13)

Because ammonia will preferentially react with sulfuric acid, nitrate formation de-
pends on the availability of sufficient ammonia to convert H2SO4 into sulfate. Different
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regimes of PM formation can occur depending the availability of ammonia. When total
ammonia (the sum of gas, aqueous, and solid forms) is less than twice the concentration
of total sulfates (likewise including gaseous precursors), it is not able to neutralize all sul-
fate present, causing HNO3 to remain as a gas [56]. Ansari and Pandis [188] proposed the
gas ratio (𝐺𝑅), defined by Equation (2.14), as an indicator of which regime is taking place.
While other factors are involved in aerosol thermodynamics (such as temperature and rel-
ative humidity), 𝐺𝑅 < 1 generally indicates that nitrate production is limited by ammonia
availability, and 𝐺𝑅 > 1 indicates that more nitrate is formed with increases in HNO3.

𝐺𝑅 = [NH3] + [NH+
4 ] − 2[SO2−

4 ]
[HNO3] + [NO−

3 ]
(2.14)

Additionally to these systems, heterogeneous reactions³ are also significant factors in
inorganic aerosol formation. An important heterogeneous reaction is the nightly hydrol-
ysis of N2O5 into HNO3, seen previously in Equation (2.9). Other reactions include the
uptake of HNO3, NO−

3 , N2O5, SO2, H2SO4 on dust and sea salt particles [189]. Nitrate
formation on coarse particles via heterogeneous chemistry can compete for HNO3 with
pathways that form fine particles (PM2.5) [190]. This creates a dependency of inorganic
PM2.5 formation on other aerosol components like sodium (Na+), chloride (Cl−), crustal
material (Ca2+, K+, Mg2+) and organic species, which enable other aerosol formation path-
ways and affect reactions through the pH of particles [191].

Secondary organic aerosol (SOA) formation is even more complicated, owed to the
vast number of species involved [192–194]. In broad terms, SOA is formed through the
many steps of gas-phase oxidation of volatile organic compounds (VOC) [56]. Multiple
oxidants contribute in this process, such as OH, O3, and the NO3 radical. Oxidation leads
to species with more functional groups, which tend to have lower volatility and higher
solubility, being thus more prone to condensation into aerosol [192]. At the same time,
the breaking up of large organic species into smaller ones leads to the formation of species
of higher volatility, and ultimately to the oxidation into CO2. This means that SOA for-
mation depends on the multitude of intermediate species of VOC oxidation, which have
different characteristics with regard to reactivity, volatility, photolability, and solubility.
As the ability to measure organic species in the atmosphere improved, the importance of
lower volatility organic compounds has been explored further, as did the role of various
heterogeneous and multiphase reactions, although there remains plenty of open questions
about the formation of SOA which are under investigation [192–195]. Aircraft contribute
to SOA both by emitting organic species and by contributing to the oxidizing capacity of
the atmosphere.

2.5.3 Long range pollution transport
While low-altitude emissions have a direct impact on local air quality, impacts from inter-
continental pollution transport are still of concern. TheUnited Nations Economic Commis-
sion for Europe (UNECE) directed the creation in 1979 of the Convention on Long-range
Transboundary Air Pollution (CLRTAP), with the aim of promoting cooperation to reduce

³Heterogeneous reactions refer to those involving a gas against a surface, as opposed to multiphase reactions,
which include interactions between gases and liquid volumes.



2.5 Atmospheric processes involved in air quality degradation from aircraft emissions

2

33

effects of air pollution between countries in the northern hemisphere. This led to a number
of international protocols, including the 1999 Gothenburg Protocol to Abate Acidification,
Eutrophication and Ground-level Ozone (revised later in 2012), which covers critical loads
of nitrogen deposition and national emission ceilings for sulfur, NO𝑥 , VOCs, and NH3
[196].

Within CLRTAP, the Task Force on Hemispheric Transport of Air Pollution (TF HTAP)
was established in 2004 as an international collaboration to improve scientific understand-
ing of long-range air pollution. HTAP performed studies using an ensemble of atmo-
spheric chemical transport models (CTMs), estimating air quality impacts over the hemi-
sphere due to anthropogenic emissions in four regions for the base year of 2001 [197].
Extra-regional emissions were found to contribute 30% (North America), ≥ 50% (Europe),
20% (South Asia), and 30% (East Asia) of each region’s mortality associated with ozone
[198]. Likewise, extra-regional emissions were estimated to represent 3–7% of PM2.5 mor-
tality in those regions [199]. HTAP also found that between 3–10% of NO𝑥 emissions were
deposited as Nr outside the source region [200].

A second phase of HTAP used improved models and updated emission estimates, with
different region definitions, for the base year 2010. It was found that the fraction of ozone
mortality from anthropogenic emissions that occur outside the source region are 5% (South
Asia), 15% (East Asia), 45% (Europe), 46% (North America), 78% (Russia-Belarus-Ukraine),
and that more than half of ozone mortality in the last three of those regions come from
extra-regional emissions [201]. The same study also found that PM2.5 impacts are more lo-
calized, with the fraction of mortality in external receptors being 7%, 6%, 19%, 7%, 18%, 68%
for regions in the same order. However, because — for the concentration-response func-
tions considered — global health impacts from PM2.5 were estimated to be about one order
of magnitude larger than from ozone, the magnitude of transboundary health impacts was
greater for PM2.5.

In these studies using CTMs and focused on ground-level emission sources, several
pathways have been identified as contributing to intercontinental pollution transport (Fig-
ure 2.9). The higher efficiency of transport at higher altitudes associated with lower tem-
peratures (and thus longer atmospheric lifetimes) and higher wind speeds is particularly
relevant to aviation, which impact air quality mostly through NO𝑥 emitted in the upper
troposphere and lower stratosphere. As described in Section 2.5.1, NO𝑥 causes production
of ozone, which has a lifetime in the free troposphere of weeks ormonths [56, 197]. Besides
being itself toxic to humans, ozone affects PM2.5 formation, as described in Section 2.5.2.
It has been suggested that aircraft impacts on ground-level PM2.5 are largely mediated by
ozone [32]. Tropospheric ozone is also affected by exchanges with the stratosphere [202],
where concentrations are higher, and where a significant fraction of aircraft cruising takes
place. While the atmospheric lifetime of NO𝑥 is only a few days at low altitude, it is about
two weeks in the upper troposphere, due to a higher ratio of NO to NO2 [56]. Additionally,
peroxyacyl nitrates (PAN, formula RC(O)OONO2) serve as a significant reservoir for NO𝑥
in the troposphere [56], according to the reversible reaction in Equation (2.15) for the main
component of the group, peroxyacetyl nitrate. The main sink of NO𝑥 in the atmosphere is
HNO3, which is also the main driver of nitrate aerosol formation (Section 2.5.2). Given all
these contributing factors, before being removed by wet or dry deposition, aircraft NO𝑥
and its products can be transported long distances as illustrated in Figure 2.9.
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Figure 2.9: Processes involved in intercontinental transport of pollution from ground-level sources, with the
north Pacific ocean as an example. Based on Ref. [197].

CH3C(O)O2 +NO2 CH3C(O)O2NO2 (2.15)

As a result of these long-range transport processes, intercontinental pollution effects
tend to follow the global atmospheric circulation patterns, as is also observed in simu-
lations with Lagrangian CTMs [203]. Studies modeling high-altitude aircraft emissions
also observe this pattern using both Eulerian [30] and Lagrangian models [204], and this
is a key factor in regional differences of air quality sensitivity to aircraft emissions, as
discussed in Chapter 5. The westerly prevailing winds in the mid-latitude northern tropo-
sphere are particularly important, given the location of human population and emissions,
with anthropogenic emissions from all sectors in North America, Europe, and Asia having
a more significant impact on air quality and nitrogen deposition in the continent to their
east [201, 203, 205]. Policies aiming to reduce effects of air pollution are thus complicated
by the interdependency of international trade, emissions from industry and transporta-
tion, and long-range pollution transport [206, 207]. The aviation sector has further com-
plications to source apportionment and regulation as approximately 65% of aircraft fuel is
burned in international flights [208], with emissions potentially being released over third
countries and international waters.
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Present-day aircraft emissions

You wanna know how to rhyme? You better learn how to add
(...)

Why did one straw break the camel’s back?
Here’s the secret — the million other straws underneath it

Mathmatics, by Yasiin Bey (Mos Def)¹

Comprehensive assessments of the environmental impacts of the aviation industry require
up-to-date, spatially-resolved, and speciated emissions inventories. In this chapter, the first
such estimate of global emissions from aircraft operations for the years 2017–2020 is devel-
oped and evaluated. Aircraft activity data, based on flights registered by networks of aircraft
Automatic Dependent Surveillance-Broadcast (ADS-B) telemetry receivers, are used together
with the Base of Aircraft Data (BADA) 3.15 aircraft performance model and the ICAO Engine
Emissions Databank to estimate spatially-resolved fuel burn and emissions of CO2, H2O, NOx
(NO + NO2), SOx (SO2 + SO2–

4 ), CO, unburned hydrocarbons (HC), and nonvolatile particu-
late matter (nvPM). It is calculated that 937 Tg of CO2 and 4.62 Tg of NOx (base NO2) were
emitted by aircraft in 2019, and the evolution over time of fleet average emission indices is
quantified. Owing to impacts from COVID-19, 48% lower fuel burn is estimated for 2020,
resulting in 463 Tg less CO2 and 2.29 Tg less NOx emitted in that year than what would be
otherwise expected. It is concluded that ADS-B is a viable source of data to generate global
emissions estimates in a timely and transparent manner for monitoring and assessing avia-
tion’s atmospheric impacts.

 This chapter was originally published in the Journal of Aircraft. Please cite as shown in the list of peer-
reviewed journal articles, item 3.
¹Written by Dante Smith (Yasiin Bey) and Christopher Martin (DJ Premier).
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3.1 Introduction
Atmospheric emissions from aviation contribute to climate change [5] and to degrada-
tion of air quality, related to human health effects [4, 209]. Aviation is estimated to have
contributed 3.5% of global net anthropogenic effective radiative forcing in 2011 [5], and
its associated increase of ground-level fine particulate matter (PM2.5) and ozone has been
estimated to have led to 16,000 premature deaths globally in 2005 [1]. Such environmen-
tal impacts should be considered when evaluating the feasibility and societal benefit of
new aircraft technology concepts or policy scenarios [210, 211]. The resulting air quality
and climate impacts from aviation depend on the spatial and temporal distribution of the
emissions. The air quality impacts of aviation are often regarded and generally regulated
as a local air quality issue [19–21], although there is growing evidence suggesting that
the majority of human health impacts might result from high altitude (cruise) emissions
of oxides of nitrogen (NO𝑥 ), which affect ground-level air quality at a hemispheric range
[1, 12, 30, 212]. Themagnitude of non-local human health impacts from high altitude emis-
sions also depends on the location of emission, due to spatial variations in atmospheric
circulation and background composition, as well as population densities [12, 212]. Close
to airports, aviation activity can also be a significant source of primary particulate matter,
with recent research indicating that emission of high number of ultrafine particles can be
particularly problematic [25, 62, 213]. Concerning the climate effects, it is estimated that
the non-CO2 terms—mainly NO𝑥 and contrail cirrus formation—represent 66% of effective
radiative forcing from aviation in 2018 [5], and those impacts can be strongly dependent
on the altitude [214–216], geographical location [204, 217], and instantaneous atmospheric
condition at the site of emission [218–220].

Gross aviation emissions are expected to continue to increase in the foreseeable future,
with fuel burn projected to increase by 2.4 to 3.8 times from 2015 to 2045, despite future
improvements in aircraft technology and operational efficiency [221, 222], posing a threat
to the fulfillment of international climate goals in this century [223]. This growth varies
geographically, with Asia growing at twice the rate of Europe and North America [224].
Despite the significant reduction in air traffic that started in 2020 due to the COVID-19
pandemic [225], the aviation industry expects to resume its previously forecast growth
after a few years [226]. Recognizing the challenges of more revolutionary aircraft propul-
sion technologies contributing meaningfully to the reduction of emissions [227], and in
order to meet its aspirational goal of carbon neutral growth after 2020 and 50% reduction
in carbon emissions by 2050 relative to 2005, the International Civil Aviation Organization
(ICAO) is relying on a combination of emissions offset schemes and widespread adoption
of sustainable aviation fuels [228, 229]. As both aviation and other sectors change the
intensity, location, and make-up of their emissions over the timescale of decades, the set-
ting for air quality and climate impacts changes along with the sensitivity of impacts to
each specific activity [11, 230, 231]. The evolving and interconnected nature of this prob-
lem requires continuous reanalysis of impacts and up-to-date spatially resolved aviation
emissions. As the emissions are an intermediate step in a study—as input to atmospheric,
climate, public health, and economic models—there is usually a large time lag between
emissions data and assessments of their impact [1, 31, 232]. Tracking progress relative to
aviation’s environmental goals demands methods of producing global emission invento-
ries with short reporting delays, continuous monitoring, and transparent data sourcing.
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Bottom-up emissions estimates can be obtained by summing emissions calculated for
every individual flight known to have occurred, which is a necessary complexity to estab-
lish the spatial distribution of emissions and obtain the specific contribution of each sector,
country, or aircraft type. Unlike CO2, SO2 and H2O, emission of NO𝑥 , CO, hydrocarbons
(HC), black carbon (BC), and organic carbon depend not just on the type and amount of
fuel burned, but also on the engine’s operating conditions, requiring simulation of indi-
vidual flights. Various bottom-up aviation inventories have been compiled over the years
by different institutions, using slightly different data sources and methodologies, by cal-
culating emissions for every aircraft type and flight distance or specific origin-destination
pair for a list of all flight movements being considered [233]. A global list of movements is
usually obtained from historical flight schedule data sold by private companies which com-
pile them from proprietary information, largely from airlines. Besides potentially missing
data for some operators, these sources do not typically capture the portion of civil aviation
consisting of general aviation, charter flights, and business flights. To complement these,
some studies also use primary radar, air traffic control, or movement data obtained from
aviation authorities or airspace control authorities. Alternatively, top-down estimates of
emissions can be made from estimates of global aviation fuel production, without distin-
guishing between individual flights or segments of the industry [5]. Such top-down esti-
mates have been shown to yield larger emissions than bottom-up inventories, consistent
with the additional inclusion of fuel for military, charter, and general aviation [234, 235].
Table 3.1 presents an overview of various aviation emissions inventories and their main
sources of data.

Automatic Dependent Surveillance-Broadcast (ADS-B) is a telemetry technology used
in modern aircraft that automatically transmits unencrypted aircraft identification and
state at time intervals ranging from less than a second to a few seconds [236]. The afford-
ability of ADS-B receivers enables monitoring of air traffic by individuals and has led to
the creation of online networks of receivers serving data to both commercial and free on-
line services. Modernization of air traffic control is leading its use to become mandatory
for commercial aviation and other flights under instrumented flight rules in various parts
of the world [237, 238]. The growing availability of telemetry data recorded by ADS-B
trackers has motivated their use in estimating aircraft emissions for subsets of regions,
aircraft types or chemical species. Liu et al. used such a dataset of flight movements
to estimate global CO2 emissions from aviation by considering a constant value of emis-
sions per kilometer flown, based on a previous bottom-up estimate using flight schedule
data [239]. Aircraft position data reported through ADS-B have also been used to provide
actually flown trajectories to a flight model to estimate emissions [240–243]. Studies incor-
porating trajectories recorded by ADS-B have so far been limited to estimating emissions
for specific sets of flights for which there is complete tracker coverage, unlike previous
inventories based on flight schedule data, which cover all regions of the world. Addi-
tionally, ADS-B data have also been used to derive aircraft properties, generating a flight
performance model independent of manufacturer-supplied data, which can then be used
to estimate emissions for arbitrary flight paths [244].
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This chapter presents bottom-up estimates of global civil aviation emissions using
three sources of flight movements: schedule data for the year 2018 from a market intel-
ligence company (OAG), and activity data derived from ADS-B for the period 2017–2020
both from a commercial service (Flightradar24, data starting on July 2017) and from a
non-commercial crowd-sourced platform (OpenSky). An open-source module named ope-
nAVEM is developed to calculate full-flight emissions including non-CO2 components and
allocate them into a 3-D grid for every month analyzed. The viability of this method to
generate a comprehensive global spatially resolved inventory of civil aviation emissions,
using more openly available and traceable data, is established through the comparison
of the resulting emissions. Changes in emission totals and their spatial distribution over
time are discussed in the context of technological improvements and inherent technolog-
ical tradeoffs in aircraft engine design, and with regard to the resulting air quality and
climate change impacts. This is the first study, to the authors’ best knowledge, to produce
spatially resolved global estimates of aviation emissions based on ADS-B data, and the
first to provide an openly available, spatially resolved and recent inventory of aviation
fuel burn, CO2, and non-CO2 emissions, which are the drivers of aviation’s atmospheric
impacts [211]. In addition, it is reported, for the first time, the implications of ICAO’s new
nonvolatile particulate matter (nvPM) measurement data for global aircraft emissions es-
timates for both landing and takeoff (LTO) and non-LTO portions of flights. Finally, this
model is used to provide the first comprehensive, bottom-up, global emissions quantifica-
tion of the COVID-19 pandemic restrictions for the aviation sector in 2020. The resulting
datasets are made openly available, as described the Appendix.

3.2 Methodology
The framework for creating a bottom-up aircraft emissions inventory is largely similar to
the approach used by the Aviation Emissions Inventory Code (AEIC) described by Simone
et al. [41], as well as other such bottom-up models [233–235, 252, 254, 257, 258]. The
software module developed in this study to calculate emissions (named “Open Aviation
Emissions Model” or, in short, openAVEM) is tasked with lists of flights defined by origin-
destination pairs for each aircraft type, sourced either from ADS-B or flight schedule data.
Input data containing relevant parameters for each airport, aircraft, and engine are loaded
into openAVEM, which then simulates each flight. Landing and takeoff (LTO) are modeled
by a time-in-mode approach, in which emissions are proportional to the estimated time
spent in each aircraft mode of operation, whereas the non-LTO portion is simulated using
an aircraft performance model. From the engine’s properties and the thrust, fuel burn, and
ambient conditions along each flight, emissions of pollutants are calculated. Finally, the
emissions of all flights are summed into a 3-D grid of 0.5° latitude × 0.625° longitude × 500 ft
altitude resolution. Additionally, the sensitivity of results to changes in various model
input parameters is considered by running openAVEM with different configurations.

3.2.1 Origin-destination pairs
The list of flights for which emissions are calculated are obtained from three different
sources described in this section. For all three sources of flight data, flights are aggregated
into a count of monthly flights for each aircraft type-origin-destination combination.
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2018 historic schedule data fromOAG are used, consisting of both passenger and cargo
scheduled flights based largely on data provided by airlines. Global passenger service
data are comprehensive, but three of the largest cargo companies are not included in this
dataset: FedEx, UPS, and some of the airlines owned by DHL. A list of individual flights
is built from the schedule data, which are condensed by removing duplicate entries due
to code-sharing agreements, and multi-leg flights are separated into individual segments.
The two other sources of flight movement used consist of two sets of ADS-B telemetry
data: one provided by Flightradar24, a commercial service, and another obtained from
OpenSky, a nonprofit organization which manages tracker data from a collaborative net-
work of volunteers. Data provided by Flightradar24 start in July 2017 and extends to the
end of 2020. Data obtained from OpenSky extend from the start of 2017 to the end of
2020. It is noted that, despite expanding in coverage over time, OpenSky still provides
reduced global coverage compared with the other two sources (further discussed in Sec-
tion 3.3.5). The Flightradar24 data were prepared using the company’s proprietary ADS-B
and multilateration network, additional data sources, and processing procedures.

The OpenSky ADS-B data were compiled into a list of flights by Strohmeier et al. [259].
Originally, in the latter dataset, flights in which the initial and final trajectories recorded
ended at an altitude not higher than 2500m had those trajectories extrapolated to ground
level, and the nearest airport was assigned as the origin or destination of the flight if it
lied within 10 km of the extrapolated landing. To account for emissions of flights partially
recorded in the data, those conditions are relaxed: origin and destination airports are as-
signed to all flights regardless of the first or last altitude seen, and airports within a radius
of 500 km of the extrapolated landing are considered valid for assignment (Appendix A.1).
This reprocessing is done for OpenSky because the main interest here is in the magnitude
of emissions for this source of data, since its incomplete spatial coverage already precludes
accurate spatial distribution at a global scale. Therefore, themain results and discussion on
emissions per region of the world is focused on OAG and Flightradar24. If OpenSky cov-
erage continues to increase over time, the need for such compromise between magnitude
and spatial distribution will diminish.

Latitude and longitude coordinates and elevation for each airport given by either In-
ternational Air Transport Association (IATA) or ICAO code are obtained from the Open-
Flights database [260]. The number of runways and maximum runway lengths for each
airport are obtained from OurAirports [261]. In the analysis of results, regional grouping
of departing airports and of emissions is done according to the geoscheme used by the
United Nations Statistics Division.

3.2.2 Airport, aircraft, and engine data
Aircraft performance is modeled with Base of Aircraft Data (BADA) 3.15 [262]. The map-
ping of IATA aircraft type codes present in schedule data to ICAO type codes used by the
emissions model is given in Table A.1. To exclude military flights captured in ADS-B data,
which is outside the scope of this study, a list of aircraft types considered to be military is
removed from the input data (Appendix A.3).

Fuel mass flow rates, emission indices (defined asmass emitted per mass of fuel burned,
EI) of NO𝑥 , CO, HC, and nvPM, and additional engine information are taken primarily
from certification data in the ICAO Engine Emission Databank [169]. Given that this
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database covers only turbofanswith a rated thrust greater than 26.7 kN, it is complemented
with piston engine data from the Swiss Federal Office of Civil Aviation [263], and data for
older engines and some turboprops as given by the U.S. Environmental Protection Agency
[264] or used by Stettler et al. [265].

Because neither ADS-B nor the OAG data available in this study allow the identifica-
tion of specific engine models used in each individual aircraft, reference engine models are
assigned to each aircraft type [266]. This approach has been used by other global bottom-
up emission inventories [41, 235, 258]. Additionally, to calculate emissions of narrowbody
and widebody aircraft with multiple engine suppliers, one model is assigned for each en-
gine family and emissions for all flights are calculated using each of those engines. The
resulting emissions are then combined in a weighted sum using the aircraft type-specific
market share of each engine manufacturer (Table A.4). Within an engine family for an
aircraft, there are typically multiple versions due to variants with different rated thrusts
and to different design revisions. In general, the newest engine versions available are used
for modeling, on the assumption that the survival rate of newer versions of each aircraft
type will be higher than older versions, and that old engines might be retired to comply
with tightening emissions regulations. The uncertainty in global emission estimates due
to the lack of knowledge of the prevalence of specific engine versions is discussed further
in Section 3.3.3.

3.2.3 Flight model
The landing and takeoff portion of flights are modeled using a time-in-mode approach,
in which engines are considered to run at a constant thrust for a given period of time
for every phase of LTO. LTO cycles are separated into the phases of taxi-out, taxi-out
acceleration, hold, takeoff, initial climb, climbout, approach, landing, reverse thrust, taxi-
in acceleration, and taxi-in, according to the model proposed by Stettler et al. [265], which
is based on studies conducted in the United Kingdom on airports of various sizes [267].
This model is used instead of the four-phase cycle adopted by ICAO’s standard on engine
emissions [7] with the goal of better capturing modern LTO conditions, considering that
ICAO’s cycle remains unchanged since the first edition of the standard in 1981.

Auxiliary Power Unit (APU) emissions are modeled with times-in-mode and emission
indices by aircraft class according to the “advanced approach” defined in ICAO’s Airport
Air Quality Manual [21, 266]. Where data are available, the generic emission indices are
substituted by known model specific values [173, 266].

The climb, cruise, and descent portion of flights are simulated using the BADA 3model
following a geodesic starting from 3000 ft above the origin airport and ending 3000 ft above
the destination airport. BADA is formulated in terms of the total energy balance, consid-
ering the aircraft as a point of (varying) mass subjected to drag, lift, and thrust [262]. The
model includes aircraft aerodynamic coefficients, operational parameters such as a climb
speed schedule, and other properties necessary to obtain fuel mass flow rates for different
flying conditions. Wind speed is applied through all non-LTO phases using year-specific
monthly average vectors from the MERRA-2 reanalysis product in a 0.5°×0.625° grid with
72 hybrid-eta vertical levels [268]. Each flight is affected by the wind pushing the air-
craft one direction or another, but the geodesic flight trajectory is maintained, with no
optimization of the path due to wind being considered.
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Climb is simulated in steps of 1000 ft until cruise altitude, simulated at constant altitude
in ground track steps of 50NM (nautical miles). Descent is simulated in steps of 1000 ft.
For flights of at least 200NM in length, cruise flight level is set for each aircraft type from
the most common cruise altitude observed in the first 70 days of 2020 by Flightradar24.
The company’s proprietary system processes the ADS-B feeds to determine a flight path
and identifies changes of flight mode, such as gate departure, takeoff, and start of cruise.
For this study, data were provided containing the altitude for every flight at the point
determined as the start of cruise. Flights with a great circle distance less than 300NM (tur-
bojets) or 200NM (turboprops and piston) are excluded in the analysis since they might
not adequately represent typical cruise altitudes for aircraft that have longer ranges. Al-
titudes are binned into flight levels at 500 ft intervals from FL100 to FL200 and at 1000 ft
intervals above. The mode of cruise flight level across all flights is taken as the aircraft
type’s cruise flight level.

The resulting histogram for the most common aircraft type is presented in Figure 3.1.
There is a tendency in the data for lower cruise levels for longer flight distances, more
noticeable in long range aircraft, as illustrated by the plot in Figure 3.1. This is likely
associated with the greater takeoff weight resulting in a lower flight level at the start of
cruise. As an aircraft becomes lighter during a flight, the optimal cruise altitude in terms
of fuel consumption increases, but eventual cruise flight level changes during long flights
are not captured in the data used here.

For aircraftwith less than 100 flights in the analysis, the cruise altitude is kept as 7000 ft
below the maximum operating altitude defined in BADA. Figure 3.1 shows the histogram
of cruise altitudes for the aircraft type with the fewest data points for which the ADS-B
derivation is still adopted. For short flights, cruise altitude is further limited by values that
apply for all aircraft types according to engine type (Table 3.2), based on aggregated U.S.
Federal Aviation Administration (FAA) radar data from Ref. [269].

Table 3.2: Maximum cruise flight level adopted for short flights.

Flight length [NM] Turboprop, piston Turbojet

0–100 FL85 FL170
100–150 FL150 FL230
150–200 FL150 FL250

3.2.4 Fuel burn and emissions model
For each aircraft type-origin-destination combination, the LTO and non-LTO phases of
flight are simulated, resulting in flight segments with an associated fuel flow rate and du-
ration. During LTO, fuel flow rate at a given thrust is piecewise linearly interpolated from
available engine data. In the non-LTO phases of flight, fuel flow is pre-calculated in BADA
as a function of thrust and speed, such that the energy andmass balance are kept while the
aircraft (with its specific aerodynamic and kinetic properties) keeps a modeled schedule
of speed and climb or descent rates [262]. Emissions of NO𝑥 , CO, and HC are calculated
for each segment using the Boeing Fuel Flow Method 2 [246] with the same additional
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Figure 3.1: Number of flights for each combination of cruise flight level and total flight distance for the aircraft
type codes B738 (Boeing 737-800), B77W (Boeing 777-300ER), and DC93 (DC-9-30). Themode of flight level, used
as this aircraft types’ cruise flight level in the openAVEM model is 370 (B738), 300 (B77W), 350 (DC93).
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considerations for edge cases used by Kim et al. [269]. This method establishes how to
interpolate the emission indices between the thrust levels used for emissions certification
(the points at which emissions are measured), and adjusts it from sea level to atmospheric
conditions at altitude. NO𝑥 emissions are expressed as NO2 equivalent, and HC emis-
sions are expressed as CH4 equivalent. Nonvolatile particulate matter mass (nvPMm) and
number (nvPMN) emission indices at the engine certification thrust levels are taken from
measured data (corrected for system losses) when available in the ICAO database, other-
wise they are estimated from smoke number using the FOA 4.0 method [21, 270]. When
smoke number data are also absent, such as for turboprop and piston engines, constant
nvPMmass emission indices of 0 and 30 mg/kg are adopted for LTO and non-LTO, respec-
tively, and nvPM particle numbers are disregarded, on the basis of the method used and
values suggested by the U.S. Federal Aviation Administration’s (FAA) emissions model,
AEDT [271]. The lack of available data for those types of engines will therefore lead to an
underestimate of nvPM emissions. For the non-LTO portion of flights, nvPM emissions
are scaled using the same method adopted by AEDT [271], which is based on the work by
Peck et al. [272]. Constant EIs of 3.155 kg/kg and 1.237 kg/kg are used for CO2 and H2O,
respectively, the same values adopted by AEDT [271].

Initial aircraft mass for each flight is estimated following the method used by Eyers et
al., which adds fuel for reserve, diversions, and time in a holding pattern according to a
classification of short or long haul flight [235]. Takeoff mass is calculated as the sum of
aircraft empty mass, estimated fuel to cruise the entire flight distance, fuel reserves, and
payload. Payload mass is calculated as a fraction of maximum payload capacity on the
basis of annual weight load factor statistics [273]. Since the significantly lower average
factor for 2020 is due to pandemic impacts which started manifesting globally approxi-
mately in March, two different factors are applied for that year: the 2019 average value is
carried over for January and February 2020, and a lower value is applied for the remaining
months such that the yearly average weighted by the number of flights matches the value
of 59.5% given by reference data [273]. The number of flights in each month recorded by
Flightradar24 is used in the weighted average, and the resulting mass load factor of 55.2%
is applied equally to all model runs for March through December of 2020 (Table 3.3).

Table 3.3: Mass load factors adopted for each month in the analysis, based on estimates from IATA [273].

Period Factor

2017/01–2017/12 70.3%
2018/01–2018/12 70.5%
2019/01–2020/02 70.0%
2020/01–2020/02 70.0%
2020/03–2020/12 55.2%

To account for the larger actual flight distance relative to the geodesic simplification,
emissions for the non-LTO portion of flights are multiplied by a lateral inefficiency fac-
tor based on a trajectory analysis by Seymour et al. of ADS-B telemetry data [258]. This
scaling factor is equivalent to adding 3.87% plus 40.5NM to the great circle distance. Con-
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sidering that this correction is based solely on distance flown, it might overestimate fuel
burn for cases in which longer trajectories are purposely flown to take advantage of favor-
able wind conditions, as longer paths could actually result in lower fuel consumption in
that scenario [274]. While this factor adjusts the magnitude of emissions, it does not cap-
ture the true spread of their spatial distribution, with the added emissions being applied
along the great circle line.

The sum of emissions calculated from the Flightradar24 flight movement data available
for the second half of 2017 are scaled by a factor of 1.93 when estimating total emissions
for that entire year. This is done on the basis of 51.6% of fuel burn calculated for 2018
occurring in the months of July through December, and the assumption that the month-
by-month distribution of emissions is similar across both years.

3.2.5 Model sensitivity, uncertainty, and limitations
The accuracy of the emissions inventories produced is a function of the accuracy of the
underlying models used in the calculations. The aircraft performance model used, BADA,
derives each aircraft’s properties from manufacturer supplied data and in-flight measure-
ments, with comparison of the resulting model’s fuel flow and vertical speed with flight
data being reported [275]. Emission rates of NO𝑥 , HC, CO, nvPMm, and nvPMN are based
on measured data used to certify engine models [169]. Engine and airframe degradation
are not considered in this study.

Results are compared both to similarly produced emissions inventories and to top-
down estimates of fuel consumption. Factors that contribute to uncertainty include: mea-
surement errors and sample variability in determining engine emission indices, assumed
specific engine model and version used by each individual aircraft, uncertainty in the mod-
els of estimating emissions at different thrust levels and atmospheric conditions relative
to ground reference conditions, and estimation of takeoff mass for each flight.

The lateral inefficiency parameter corrects the amount of emissions for differences
between the actual flown trajectory and the modeled trajectory, which adopts a constant
cruise altitude for each aircraft type and horizontal trajectories that follow the shortest
path between origin and destination. However, the actual spatial distribution of those
emissions might be different than the geodesic trajectory used in the model. Potential
effects of reduced air traffic in 2020 on cruise altitude and on lateral inefficiency are not
evaluated in this study.

The sensitivity of emissions output to several variables in the model is quantified by
performing simulations with alternative input parameters for: wind, LTO time-in-mode
and thrust levels, aircraft-engine mapping, APU modeling, nvPM calculation methods,
mass load factor, cruise flight level, flight simulation step size, and lateral inefficiency
model. Sensitivity results are discussed throughout Section 3.3, with additional details
presented in Appendix A.5.

Non-commercial or unscheduled flights that do not have their telemetry captured—
because of lack of transmitter, being outside tracker coverage, or because anonymity was
requested to the tracking platforms—are not captured in either OAG or ADS-B dataset, and
thus do not have their emissions counted. Finally, note that emissions from tires, brakes,
ground support equipment, road transport, and other airport activities are not considered
in this study.
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3.3 Results
3.3.1 Annual fuel and emission masses
Using OAG flight schedule data, 280Tg of fuel burn is found globally for 2018 (Table 3.4),
which is 1.9% lower and 9.1% higher than the estimates by Graver et al. [257] and Seymour
et al. [258], respectively, who also used schedule data fromOAG for the same year. Within
the analyzed period of 2017–2020, the annual sum of emissions is highest for 2019, with
297Tg of fuel burn resulting from flights appearing in the ADS-B data from Flightradar24.
The estimates of aviation CO2 emissions using this source of ADS-B data are equivalent
to 2.4% to 2.6% of all anthropogenic CO2 emissions—excluding land-use change—for 2017-
2019; this reduces to 1.4% for 2020, indicating the increased effect of COVID-19 related
restrictions on aviation emissions compared with other sectors [276]. Calculated fuel burn
in 2018 is 12.9% (OAG), 10.4% (Flightradar24), and 53.8% (OpenSky) lower than the world-
wide jet kerosene consumption reported by the International Energy Agency (IEA) which
consists of the sum of fuel delivered by producers and is not necessarily restricted to civil
aviation [277]. Few estimates are available of military aviation emissions, with previous
studies estimating a military share of global aviation fuel burn of 18% in 1992 [247], 11%
in 2002 [235], and a similar 10–15% range for the United States between 1990 and 2000
[278]. Note that the underestimate using OpenSky data is mainly driven by its more lim-
ited coverage, andwill be discussed in the following sections. Fuel burn from international
flights in 2018 is 14.7% (OAG) and 18.8% (Flightradar24) higher than the estimate for 2015
by Fleming and de Lépinay [221], with similar fractions of international to total (domestic
plus international) fuel burn: 65.5% (OAG) and 65.9% (Flightradar24) versus 65% in Fleming
and de Lépinay [221].

Table 3.4: Annual global fuel burn and emissions from civil aviation estimated from different sources of flight
movement data.

OAG Flightradar24 OpenSky
Species 2018 2017ᵃ 2018 2019 2020 2017 2018 2019 2020
Fuel, Tg 280 277 288 297 157 130 149 171 95
CO2, Tg 885 873 910 937 496 410 469 538 298
H2O, Tg 347 342 357 367 194 161 184 211 117
SO𝑥 , Ggᵇ 168 166 173 178 94 78 89 102 57
NO𝑥 , Tgᶜ 4.32 4.26 4.47 4.62 2.44 2.08 2.38 2.71 1.49
HC, Ggᵈ 34.7 39.3 40.6 42.6 27.3 16.3 18.9 22.6 15.4
CO, Gg 624 721 753 814 569 168 312 370 234
nvPMm, Gg 9.69 9.34 9.57 9.68 4.79 4.29 4.83 5.53 2.83
nvPMN, 1026 3.43 3.27 3.4 3.47 1.73 1.44 1.66 1.92 0.99
ᵃ Flightradar24 2017 values are scaled from results for the months of July–December.
ᵇ SO𝑥 = oxides of sulfur, as mass of S, considering a fuel sulfur content of 600 ppm.
ᶜ NO𝑥 = oxides of nitrogen, as mass of NO2.
ᵈ HC = hydrocarbons, as mass of CH4.

The horizontal and vertical distribution of average fuel burn rates in 2019 for the
Flightradar24 dataset are shown in Figure 3.2, and maps of each pollutant and each flight
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movement dataset are provided in Appendix A.6. It is found that 92% and 65% of fuel burn
shown in Figure 3.2 occurs north of the equator and north of 30 °N, respectively. Addi-
tionally, 72% of fuel burn occurs at altitudes higher than 9 km, representing the cruise
portion of jet-powered flights. The regions with the highest amount of fuel burn occur-
ring over them in 2018 per area are Western Europe (12.2Mg⋅km−2) and Southern Europe
(5.3Mg⋅km−2), with 23% of global fuel burn occurring over the oceans between all conti-
nental regions, for the region definitions described in Appendix A.6.
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Figure 3.2: Average fuel burn rates in 2019 from Flightradar24 data summed vertically (left), and averaged longi-
tudinally (right). The thin line indicates the 3000 ft altitude (LTO threshold).

Across all months, between 8.2%–10.0% of fuel burn and 7.8%–9.2% of NO𝑥 are emitted
during the LTO portion of flights, with the highest percentages occurring during 2020 (Ap-
pendix A.7). The fraction of fuel burn from LTO obtained here is similar to estimates from
previous studies of 8.5% for the year 2015 [211] and 9.1% for 2005 [41]. By substituting the
time-in-mode and thrust values applied here for the LTO cycle suggested by ICAO [7], the
fraction of fuel burn occurring during LTO ranges from 10.8% to 13.5% (Appendix A.5.2),
highlighting the uncertainty in the estimation of this portion of emissions. Considering
that pushback control and reduced takeoff thrust are strategies to reduce LTO emissions
that are currently being pursued [279, 280], an updated model of LTO cycles could in fu-
ture work be valuable in representing their emissions at a global scale. Although only 6.9%
of fuel burn and 3.2% of NO𝑥 emissions during LTO are due to auxiliary power units (APU;
2019 estimate using Flightradar24), APUs are responsible for 34% of nvPMm and 25% of
nvPMN LTO emissions. The three alternative APU time-in-mode models evaluated lead to
fuel burn between 16% and 145% higher along with a 6% to 8% higher average nvPMm and
nvPMN EIs, while adopting different sources for the emission indices lead to between –4%
and +14% nvPMm and nvPMN EIs (Appendix A.5.3). Fewer resources are openly available
to estimate accurate emission indices and running times of APUs compared with aircraft
main engines, but these results suggest that they are a significant contributor to low alti-
tude nvPM emissions.
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3.3.2 Temporal trends
Average daily fuel burn in 2017–2020 is presented in Figure 3.3, reflecting both the on-
going decades-long growth and the reductions due to COVID-19 restrictions. Comparing
the 2018 estimate using OAGwith a 2005 inventory that also used data from that company
[41], a globally averaged increase of 55% is found between the two years (Appendix A.6).
This varies regionally: for example, there is a below-average increase in the fuel burned
over Northern America (2%), Northern (25%) and Western (36%) Europe, whereas the op-
posite holds for Eastern Asia (131%), Southern Asia (137%), and Western Asia (177%). This
spatial nonuniformity should be taken into account when assessing aviation’s climate or
air quality impacts, as the sensitivity of impacts can vary significantly depending on the
location of emissions [12, 212, 217]. In addition, it further highlights the need for spatially
resolved and up-to-date inventories. In terms of seasonal trends, lower and higher air
traffic during boreal winter and summer, respectively, lead to fuel burn rates up to –5.7%
(January) and +7.2% (August) relative to the annual averages in 2018 and 2019.
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Figure 3.3: Global fuel burn in the period 2017–2020 calculated from: OpenSky (partial spatial coverage), OAG,
and Flightradar24. Previous estimates from literature are shown next to the name of the institution that per-
formed the study or name of themodel used: NASA [247, 248], FAST [234], AERO2k [235], SAGE [250], AEIC [41],
REACT4C [31], EASA [254], ICCT [257], EPA [256], and AEDT [211, 252]. The purple line represents jet kerosene
consumption statistics from the IEA [277].

The 4.62Tg of NO𝑥 (base NO2) released by aviation globally in 2019 (estimate using
the dataset from Flightradar24) represents an increase of 222% and 59% relative to values
reported for 1992 [246] and 2005 [250], respectively. This is driven both by more fuel being
burned and by higher emission indices: the annual global average EI (NO𝑥) of 15.5 g/kg
is 3.3% higher than the value of 15.0 g/kg used by Grobler et al. [211] for the year 2015
from the AEDT inventory (Figure 3.4). The observed decades-long trend of increasing
EI (NO𝑥) is consistent with increases in engine overall pressure ratios and turbine inlet
temperatures, which are pursued mainly with the goal of reducing fuel consumption [10,
281]. On the other hand, higher temperatures along with improved combustor designs,
result in increased combustion efficiency and reduced emissions of HC and CO [4]. The
average HC EIs in 2018 are estimated as 141mg/kg (Flightradar24) and 124mg/kg (OAG),
which are 10% and 21% lower than the 2015 value for the AEDT inventory [211], and 73%
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and 76% lower compared with the AEDT inventory for 2006 [252]. The average CO EIs
in 2018 of 2.61 g/kg (Flightradar24) and 2.23 g/kg (OAG) are closer to AEDT values for
previous years: +5% and –10% relative to 2015 [211], and –28% and –38% relative to 2006
[252], respectively. Monthly fleet average EIs of CO and HC calculated from Flightradar24
data increased up to a maximum in June 2020 of +68% and +46%, respectively, relative to
the 2019 annual averages as a consequence of the changes in traffic due to the COVID-19
pandemic (Appendix A.8).
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Figure 3.4: Average emission indices of NO𝑥 , HC, CO, and nvPMm in the period 2017–2020 calculated: Open-
Sky (partial spatial coverage), OAG, and Flightradar24. Previous estimates are shown next to the name of the
institution that performed the study or name of the model used: NASA [247, 248], FAST [234], AERO2k [235],
SAGE [250], AEIC [41], REACT4C [31], EASA [254], AEDT [211, 252], and AEM [232].

Historically, adoption of a constant EI or the use of empirical correlations to the smoke
number measurements made during engine certification have yielded a wide range of esti-
mates of particulate matter emissions [232, 282]. A standard procedure to measure nvPM
EIs during engine certification was adopted in 2017 [7], with the first batch of test re-
sults being added the ICAO Engine Emissions Databank in December 2020 [169], which
is included in the present model. Considering all three sources of flight movement data,
the global annual fleet averaged EIs for 2017–2019 for turbofan engines with certification
nvPMmeasurements—which account for 69% to 75% of fuel burn given the engine aircraft



3.3 Results

3

51

assignments used—are between 33.5–36.3mg/kg and 1.26⋅1015–1.38⋅1015 particles/kg. For
turbofans with only smoke number data the average is between 35.1–37.3 mg/kg and 9.03 ⋅
1014–1.04⋅1015 particles/kg. This result, alongwith overall lower average EI (nvPMm) than
previous estimates shown in Figure 3.4, is consistent with the expected trend of reduced
nvPM for newer engines. Note that, by assigning a single engine to each aircraft type,
older, less common, engine versions are likely to be underrepresented, which is expected
to result in an underestimate of nvPM emissions.

Overall, the resulting annual nvPM EIs for 2017–2019 averaged across all aircraft types
are 32.5–34.6 mg/kg and 1.11 ⋅1015–1.22 ⋅1015 particles/kg. Compared with a previous esti-
mate of 2005 emissions [232], these results are 34–39% lower in mass and 83–102% higher
in particle count, driven by changes both in engine characteristics and in the methods
used to calculate emissions. Notably, the AEDT method employed here corrects nvPMm
for altitude, but not nvPMN, leading to higher particle counts in the non-LTO phases of
flight [271]. Compared with estimates for 2015 from Ref. [270], the results here have aver-
age nvPM EIs during LTO, excluding APUs, between 41–52% higher in mass and 12–15%
lower in number. Using the same SCOPE11 method as Ref. [270], these differences to their
2015 LTO estimate are between 48–58% higher in mass and 1–4% lower in number. The
full-flight estimates here are also 30–38% higher (mass) and 317–361% higher (number)
than the AERO2k inventory for the year 2002 [235].

The EI (nvPMN) obtained here are within the range of 1 ⋅ 1014–1 ⋅ 1016 particles/kg
found for typical cruise conditions by both ground [160, 167, 270] and in-flight measure-
ment campaigns [35–37, 39]. The large range of reported experimental values reflects the
influence of different engine models, engine wear levels, thrust levels, atmospheric con-
ditions, and measuring methods. Finally, the results are sensitive to the chosen nvPM
estimation method. Not considering the new nvPM certification measurements and using
only the FOA4 method with smoke numbers results in a 3% increase in LTO nvPMm and
a 3% decrease in nvPMN. The older FOA3 method leads to a 22% decrease in LTO nvPMm,
while the alternative FOX method results in nvPMm values that are 2.0 and 2.8 times the
baseline for LTO and full-flight, respectively (Appendix A.5.4).

3.3.3 Impact of engine model assignments on emission totals
Although the flight movement data available for this research list the aircraft type per
flight, each type might support multiple engine models. Besides the possibility of option
for engines of different manufactures, it is common for engine models to have a series of
versionswith different rated thrusts, and an engine linemight go through various revisions
over time as new parts are introduced. As described in Section 3.2.2 and Appendix A.4,
the emissions inventory is produced by assigning a representative model for each engine
family available for each aircraft type. In this section, the impact of selecting different
engine versions on the global sum of emissions is evaluated.

Global fuel burn and emissions summed over 2019, using the Flightradar24 dataset, are
calculated for each aircraft type using every engine version available that has emissions
data in the ICAO Engine Emissions Databank [169]. Figures 3.5 and 3.6 show the ratios
relative to the values obtained by a specific engine model and version adopted as the
reference, with each horizontal marker indicating the result of one engine version. For
simplicity, only the 22 aircraft types with the most fuel burn (∼95% of total) are shown.
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version available for each of the 21 aircraft types with the most fuel burn and a reference version assigned to that
type. Red markers indicate engine versions assigned as the reference of an engine family for the type. Aircraft
types are ordered, for each species, by the range between maximum andminimum values across engine versions.
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Figure 3.6: Ratio of global emissions of HC, nvPMm, and nvPMN in 2019 (Flightradar24) between every engine
version available for each of the 21 aircraft types with the most fuel burn and a reference version assigned to that
type. Red markers indicate engine versions assigned as the reference of an engine family for the type. Aircraft
types are ordered, for each species, by the range between its most and least emitting engine versions.
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The amount of HC, CO, nvPMm, nvPMN, and to a lesser extent NO𝑥 emissions is found
to be very sensitive to the choice of specific engine model and version as the reference en-
gine in the model of each aircraft type, with outlier engine versions leading to tens of
times more emissions compared to other versions. Since fuel burn rates during non-LTO
are given by the BADAmodel, only LTO fuel burn varywith engine assignment. Full-flight
fuel burn changes at most 3.3% with engine selection for the analyzed aircraft. Emissions
have a much wider range, with the maximum ratios between the most and least emit-
ting engine versions across all aircraft considered being 2.2 (NO𝑥 ), 300 (HC), 61 (CO), 32
(nvPMm), 76 (nvPMN). This means that there are aircraft types for which different engine
versions exist that have emission rates of tens or even hundreds of times larger or smaller
than the other version. This makes the overall magnitude of emissions highly dependent
of the selection of engine version to model each aircraft, especially for the types that burn
the most fuel. The effect that outliers and the uncertainty in engine allocation have on
global emissions is lessened due to the number of aircraft types contributing to the global
sum of emissions, and the incorporation in the model of the contribution to emissions
from each engine family in the case of aircraft that have multiple engine suppliers.

3.3.4 Reduction of emissions in 2020
Fuel burn in the month of January increased by 3.0% between 2018–2019 and 3.7% between
2019–2020, as calculated from Flightradar24 data. That growth abruptly stopped due to
the COVID-19 pandemic, with fuel burn in the month of April changing by –74.2% be-
tween 2019 and 2020. As Figure 3.7 shows, the timing of the reduction in activity varied
by aircraft segment. In 2019, widebodies, narrowbodies, regional jets and business jets
were responsible for 51.4%, 41.9%, 4.3%, and 1.2% of fuel burn, respectively. During May
2020, the distribution was 67.0%, 26.2%, 3.4%, and 1.9%, indicating that larger aircraft and
business jets were less affected by the reduction in activity during this specific period.
One of the possible driving factors for this is the difficulty faced in 2020 by air cargo ser-
vices to meet demand with reduced passenger hold capacity available, leading to increased
utilization of cargo aircraft [283].
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Figure 3.7: Changes in monthly global civil aviation fuel burn calculated from Flightradar24 flight movement
data per class of aircraft in 2017–2020.
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Significant reductions in aviation emissions due to the pandemic occurred in all re-
gions of the world in March 2020, after a 64% fuel burn decrease in February 2020 from
flights taking off from China relative to February 2019 (Figure 3.8). The proportional re-
duction and recovery in emissions per country varied in part due to different usual ra-
tios of domestic and international flights, with countries that have proportionally more
domestic flights, such as the United States, China, and Russia, reducing emissions less,
because international routes were more impacted by pandemic related restrictions [284].
Domestic flights were responsible for 35% of global fuel burn in the second half of 2019
and for 49% in the second half of 2020 (Appendix A.9). Overall shorter flights led to a
larger share of emissions occurring during LTO: 10.0% of fuel burn, compared with 8.7%
in 2019 (Appendix A.7). The changes in active fleet composition and routes flown also
caused higher average EIs of HC and CO and lower average EI of nvPM during this period
(Appendix A.8). Comparing the calculated global emission totals for 2020 against 2019
values scaled by +2.3%, to match the expected annual fuel consumption growth forecast
by IATA in December 2019 [285], it is found that actual fuel burn in 2020 was 48% lower,
with 463Tg less CO2 and 2.29TgNO2 less NO𝑥 emitted.
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Figure 3.8: Changes in monthly fuel burn calculated from Flightradar24 flight movement data per region of
departure in 2020 relative to the same month in 2019.

The changing conditions of the aviation industry in 2020 contribute to the uncertainty
in estimating emissions, as the per flight deviations from the constant (annual, fleet-wide)
payload mass fraction adopted are expected to be generally larger. In this period, load
factors were particularly low for passenger services and particularly high for cargo ser-
vices [273, 283], whereas the model emissions does not make distinctions between the
two types of flight. Changing the mass load factor in the model by ±0.077 from a base-
line of 0.628 leads to a change of ±1.1% in global fuel burn mass (Appendix A.5.5). Lower
takeoff weights associated with lower load factors and the regionally nonuniform sharp
reductions in air traffic in 2020 could also bring about changes in the pattern of flown tra-
jectories, making the cruise altitudes and lateral inefficiency correction factors adopted
here (based on pre-pandemic data) be less representative of actual flight paths. The lateral
inefficiency correction applied results in a 6.5% increase of fuel burn relative to emissions
from great circle trajectories (Appendix A.5.8). This latter limitation can in future studies
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be overcome by using ADS-B position data to provide a more accurate estimate of lateral
inefficiency during this period [286].

3.3.5 Viability of ADS-B and open data for global emission estimates
Despite not all civil aircraft possessing ADS-B transmitters and tracker coverage not be-
ing globally complete, fuel burn in 2018 calculated for flights recorded by Flightradar24
is 2.8% larger than that calculated for flights in the OAG schedules (Table 3.4). Several
factors cause differences in the two estimates of emissions, with their geographical distri-
bution shown in Figure 3.9. In regions where telemetry tracker coverage is higher—such
as Europe, North America, Australia, and Japan in the case of Flightradar24—emissions
estimates are higher due to unscheduled flights, including general aviation, charter, and
private jet flights, which are not recorded in the data sources traditionally used to gener-
ate global emissions inventories, such as OAG. This ability to record unscheduled flights
is exemplified by a previous study that demonstrated the use of an ADS-B receiver net-
work to track a number of government and private operated flights [287]. The omission
of the freight carriers FedEx, UPS, and DHL in the OAG data for 2018 is apparent by the
large differences in fuel burn around their hubs in Memphis and Louisville. Excluding fuel
from flights of these operators, the global fuel burn in 2018 calculated from Flightradar24
is still 0.5% larger than the value calculated from OAG schedules. Information from OAG
on the type of service of each flight allows emissions from cargo flights to be calculated
separately, and complementing those with data from Flightradar24 on the missing airlines
it is possible to make a more complete estimate of emissions from cargo flights than using
either source: 8.1% of fuel burn and 8.2% of NO𝑥 from global aviation in 2018 came from
cargo flights (Appendix A.10).
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Figure 3.9: Difference between fuel burn rates in 2018 from Flightradar24 ADS-B and OAG schedule data, includ-
ing the relative difference in fuel burn mass from flights originating in each region.

Estimates of emissions based on flight movement data from OpenSky were generally
lower than those using Flightradar24, mainly driven by more limited geographical cover-
age and lack of multilateration, which is needed to track aircraft without ADS-B. Annual
global fuel burn masses calculated using OpenSky were 52% (2018), 57% (2019), and 60%
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(2020) of the values calculated using Flightradar24 (Table 3.4). But even in regions where
coverage is nearly complete and ADS-B mandates are being implemented, such as Europe
and North America, fuel burn estimated from OpenSky is still typically between 60% and
80% of the values estimated from Flightradar24 (Appendix A.11). This results from, in
addition to ADS-B tracker coverage, lack of multilateration capabilities to track aircraft
without ADS-B and from absent data associating an aircraft type to each transponder’s
unique identifier that is transmitted. In the period of February through December 2020,
between 25% and 46% of monthly flights recorded by OpenSky did not have an aircraft
type assigned (Appendix A.1).

Despite these limitations, OpenSky or its underlying network of volunteer trackers
could be used to estimate local or regional aviation emissions, and the open nature of this
source of data also facilitates research incorporating reported aircraft positions over time
to accurately represent flight trajectories [241, 288]. Future research could use per flight
trajectories as tracked by ADS-B directly in the flight simulation model, as opposed to
considering great circle distances and assuming a lateral inefficiency factor, to improve
accuracy of global emission estimates. Transparency, reproducibility, and ease of update
of aviation emissions inventories could be further improved by additionally incorporating
an openly available aircraft performance model derived from ADS-B [244].

3.4 Conclusions
Coverage of networks like Flightradar24 and OpenSky is expected to increase due to man-
dates of ADS-B transmitters in various airspaces and new availability of satellite receivers.
It is shown that, already in 2018, globally more aviation emissions and 2.8%more fuel burn
can be accounted for by using a network of ADS-B and multilateration trackers than by
using schedule data from a market intelligence company. The different properties of flight
schedule data and ADS-B data create the potential for them to be used complementarily,
as exemplified by the estimate made of emissions from cargo flights. The ability to include
non-scheduled flights, such as military or privately operated, in emission inventories con-
tributes to their completeness. Using this new source of data, the first openly available
spatially resolved 3-D inventory of global aviation emissions for the period of 2017–2020
is produced, in which 937Tg of CO2, 4.62TgNO2 of NO𝑥 , 42.6GgCH4 of hydrocarbons,
814Gg of CO, and 3.47 ⋅ 1026 nvPM with a mass of 9.68Gg are estimated to have been re-
leased in 2019 directly from the operation of civil aircraft. The inventory contains only
nominal values, and future work could improve on it by providing a spread of estimates
based on modeling the uncertainties present in the calculation of aviation emissions.

The trend of growth in aviation emissions, demonstrated by the finding that fuel burn
increased by 55% between 2005 and 2018, is expected to continue in the coming decades.
And as changes in emissions from other sectors continue to change the sensitivity of local
and global environmental impacts to local aviation emissions, ADS-B data can be useful in
enabling more up-to-date emissions estimates, with the added benefit of increasing trans-
parency in the calculation process. The improved agility in this method makes it easier to
quantify the effects of current events on emissions, such as the 48% reduction in fuel burn
in observe in 2020 relative to the fuel that was expected to be used prior to the COVID-19
pandemic. Data being provided sooner andmore openly can also be useful in keep track of
sustainability goals, such as the various net-zero CO2 aviation pathways to 2050 currently
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proposed [49–54], facilitating earlier interventions or adjustments if needed.
For comprehensive aviation environmental impacts analyses, both CO2 and non-CO2

emissions are required, and more emissions reporting may be anticipated from the avia-
tion industry in the coming years. For example, this is expected for CO2 emissions with
the adoption of market-based instruments such as ICAO’s carbon offsetting scheme, called
CORSIA.The European Union Emissions Trading System (ETS), which currently caps CO2
from intra-European flights, will also require monitoring of non-CO2 emissions from 2025,
with the goal of supporting future mitigating measures [289]. Scientific understanding is
improving concerning aviation’s non-CO2 impacts on the climate, in part driven by NO𝑥
emissions, but as the results here indicate, the global average emission index of this pol-
lutant is increasing over time, indicating that the growth of NO𝑥 emissions could outpace
CO2 emissions. Because this trend is driven by engine design choiceswith the aim of reduc-
ing fuel consumption, inventories such as those produced here can be useful in investigat-
ing the atmospheric impacts of the tradeoff between CO2 and NO𝑥 emissions. This aspect
of aviation’s emissions will likely continue to be in focus even as the industry pledges
carbon neutrality, since one of the main pathways currently being considered to achieve
that goal is the adoption of sustainable aviation fuels, which is a measure that does not ad-
dress NO𝑥 emissions. In addition, the increasing awareness of the human health impacts
associated with particulate matter of different sizes (including ultrafine particles, UFPs) is
resulting in increased attention on these species emitted by aircraft. The combination of a
spatially resolved emissions estimation tool with ADS-B data sources, such as that used in
this study, can produce the required emissions data for complete and timely assessments
of civil aviation’s climate and air quality impacts, and contribute towards the transparent
monitoring of aviation’s progress towards its sustainability goals.

3.5 Data availability
The emissions inventory produced is available under the following data repository DOI:
10.4121/15015390 and the openAVEM code is available under DOI 10.4121/15062478.
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[...] Thus, the principal impact of aircraft emissions is local in nature and is expected to
become more severe in future years. It is also likely that aircraft emissions will constitute a

more significant portion of community-wide pollutant loadings as new aircraft are
introduced and as emissions from other sources are reduced. It is further concluded that,

whenever a reduction of aircraft emissions becomes desirable, a variety of practicable
approaches exist to reducing both the quantities of pollutants emitted and their impact upon

the community.

Nature and control of aircraft engine exhaust emissions¹
Northen Research and Engineering Corporation,

1968

Aircraft emitted oxides of nitrogen (NOx ) contribute both to climate change and air quality
degradation. The trend of higher gas temperatures, caused by engine design choices seek-
ing lower fuel consumption and achieve more complete combustion, has the adverse effect
of increasing NOx formation, which might however be compensated by improved combustor
designs. The tradeoff between lowering NOx or CO2 emissions is an important consideration
in mitigating the environmental impacts of aviation, and, and in context of the industry’s
environmental targets and forecasts, quantifying the technological trend taking place can
provide an indication of future emission totals. In this study, bottom-up estimates of global
fleet average aviation fuel burn and NOx emissions are produced for the years 2005 and 2018
and extrapolate their totals to 2030, 2040, and 2045 with current air traffic and engine per-
formance forecasts. Average NOx emission indices are evaluated for different aircraft classes
at each year considered, and their changes over time are discussed together with a sensitivity
analysis on the assumptions made.

 This chapter is based on work presented at the AIAA SciTech 2022 conference, listed at the end of this thesis.
¹Report No. 1134-1, prepared for the National Air Pollution Control Administration, Department of Health,
Education, and Welfare. Cambridge, MA, USA.



4

60 4 Future aircraft NO𝑥 emissions

4.1 Introduction
Emissions of oxides of nitrogen (NO𝑥 ) are the main contributors to the air quality impacts
associated with aviation [1, 4, 32], as further discussed in Chapter 6, and play a significant
role in the climate forcing by aviation [5], estimates of which are also still being refined by
current research efforts [290, 291]. The social cost of air quality impacts have been found
to be a significant component of the overall environmental damage from aviation [292],
in particular having a comparable magnitude to the social costs associated with climate
impacts if the effects of cruise emissions are considered [211]. Based on aviation activity
in 2015, the marginal environmental cost of a metric ton of fuel burn has been estimated to
be $560 [180-1,400, 90% CI] , with $140 [21-360, 90% CI] being attributable to the climate
impacts of CO2 and $330 [38-1,100, 90% CI] attributed to the aggregate air quality and
climate impacts of NO𝑥 . If the full environmental impacts of aviation are to be addressed,
design and policy decisions have to consider the air quality degradation associated with
non-CO2 emissions in addition to their short-term and long-term climate forcing.

Despite technological improvements, it is expected that the growth of civil aviation
will cause the amount of NO𝑥 emissions to increase between the years 2005 and 2050
[6, 11]. Reducing these emissions and their associated environmental effects is compli-
cated by the existence of tradeoffs in engine design, in which higher pressure ratios and
turbine inlet temperatures are beneficial in terms of thermodynamic efficiency, specific
thrust, and combustion completeness, but detrimental in terms of increasing NO𝑥 forma-
tion [147, 293]. The trend in turbofan design of higher overall pressure ratios leads to
decreased fuel consumption, which is both economically desirable and reduces CO2 emis-
sions along with their associated climate impacts [294]. Some studies have analyzed the
tradeoff between CO2 and NO𝑥 emission reductions, suggesting that regulating aviation
NO𝑥 to more stringent values might have an overall detrimental effect on climate change
due to the incurred loss of fuel efficiency [10, 11]. However, the inclusion of air quality
social costs in the analysis can lead to the conclusion that limiting engine pressure ratio
to favor reducing NO𝑥 over CO2 from current engine design points is a net benefit [295].
While opportunities for simultaneous reduction of both pollutants do occur, deciding on
the future direction of emissions regulations involves political choices on how to weigh
different environmental effects that can have significantly different timescales, in addition
to significant uncertainties in their magnitude [291, 296].

NO𝑥 emissions during landing and takeoff operations (LTO) are regulated for the tur-
bofan engines used in airliners by the International Civil Aviation Organization (ICAO),
with limits on emitted mass per thrust increasing according to the engine’s overall pres-
sure ratio [7]. After their adoption in 1981, these limits have been tightened in 1993, 1999,
and 2005, with new requirements coming into effect some years after each new standard
was accepted. Parallel to that, new combustor technologies have been implemented to
meet emission requirements while seeking overall lower fuel consumption. ICAO’s first
standard setting minima for aircraft fuel efficiency took effect for new designs in 2020 and
will be applied to all newly built aircraft from 2028 [297]. However, the fact that multiple
currently sold aircraft already meet this standard has led to arguments that the standard’s
impact will bemild [298]. The combined effects of lower fuel consumption and higher NO𝑥
emission indices (EI, defined as mass emitted per mass of fuel burned) caused by higher
pressure ratios have led to relatively stable levels of NO𝑥 per passenger seat-km in that



4.2 Methods

4

61

period [294]. With this trend not expected to change significantly, total NO𝑥 emissions
are forecast to increase in the next three decades, following the growth of civil aviation,
according to ICAO’s Committee on Aviation Environmental Protection (CAEP) [6].

In this study, further insight into these trends is provided by estimating the annual
global fleet average fuel burn and NO𝑥 emission indices for different aircraft classes in
the years 2005 and 2018 using flight schedule data and a spatially resolved model simulat-
ing aircraft performance to estimate fuel burn and emissions, with a bottom-up approach.
Emissions are then scaled up to the year 2050 using projections available in 2021 of tech-
nological advancements and aviation activity. These estimates show how aviation NO𝑥
and CO2 emissions changed over time for each aircraft class and how they are expected
to change in the coming decades.

4.2 Methods
4.2.1 Estimating realized global aircraft emissions
An inventory of aircraft emissions is created for the years 2005 and 2018 by following the
methodologies developed in Chapter 3. In summary, first a comprehensive list of any civil
aviation flights that occurred is produced, then each flight’s emissions are estimated, and
finally those emissions are aggregated as needed for analysis.

Flight schedule data compiled by the company OAG are used to create a list of global
flightmovements for the entirety of the years 2005 and 2018. Additionally, the 2018 dataset
is complemented with flight movement data compiled by the aircraft telemetry tracking
company Flightradar24, specifically to obtain a list of flights for some cargo operatorsmiss-
ing in the schedule dataset: FedEx, UPS, and some airlines owned by DHL. Due to limited
data availability, only passenger flights were evaluated for 2005. The emissions for each
combination of aircraft type, origin, and destination in each month are simulated with the
openAVEM model, further described in Section 3.2 and Ref. [299] and summarized in this
paragraph. LTO emissions are calculated with time-in-mode values proposed by Stettler et
al. [265]. The non-LTO portion of each flight is simulated with the BADA 3.15 aircraft per-
formance model, which uses a total energy formulation of aircraft kinetics [262]. Flights
follow a geodesic trajectory with a constant aircraft type dependent cruise flight level.
Wind speeds are applied using monthly average values of the MERRA-2 reanalysis prod-
uct from the Global Modeling and Assimilation Office (GMAO) at NASA Goddard Space
Flight Center. Non-LTO emissions are calculated using the Boeing Fuel Flow Method 2
[246, 269], and CO2 emissions are calculated using the constant EI of 3155 g/kg as used
in the U.S. Federal Aviation Administration’s emissions model [271]. To account for the
actual distance flown, the non-LTO emissions are multiplied by a lateral inefficiency fac-
tor equal to 1.0387 plus the equivalent of additional 40.5 NM to the great circle distance,
based on Ref. [258]. Engine emission indices at certification operation points are taken
from the ICAO Engine Emission Databank for turbofans [169], and the U.S. Environmen-
tal Protection Agency for turboprops and older turbofans [264]. Airport properties are
sourced from the OpenFlights and OurAirports databases [260, 261].

Aircraft types are grouped into the classes of widebody (twin aisle), narrowbody (sin-
gle aisle), regional jet, and turboprop based on form and engine type. Transport jet aircraft
were also classified ad hoc as widebody or narrowbody for this analysis, according to their
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size. Emissions from business jets and piston engine aircraft, which are estimated to con-
tribute ∼1–2% of global fuel burn [299], are not included in this analysis due to unscheduled
flight movement data not being available. As simplifications due to unavailability of data,
engine degradation is disregarded and a single specific engine model is assigned for each
engine family for aircraft type instead of considering all engine options, as described in
Section 3.2.2.

4.2.2 Projecting aircraft fuel burn towards 2050
For the four aircraft classes mentioned, projections are calculated in yearly steps up to
2050 by considering that new traffic demand, according to ICAO’s long-term passenger
and cargo traffic forecasts from 2021 [224, 300], is met by a representative aircraft. These
generic representative aircraft start from the performance of (real) reference aircraft type
in 2018 and each year the performance of newly introduced aircraft is progressively in-
creased based on the engine fuel burn and NO𝑥 emission goals identified by ICAO’s 2017
independent expert integrated review panel [148] and those used in ICAO’s environmen-
tal trends analysis in 2019 [221]. The emission goals defined by the expert panel relate
to engines which enter into service by the target dates of 2027 and 2037. In this study,
the use of conventional (fossil-based) jet fuel is assumed, and future engine performance
is modeled with a continuous improvement, with piecewise linear interpolation between
those goal points, extrapolating improvements from 2037 to 2050. Transformative engine
or aircraft technologies, such as electric or hydrogen propulsion, beyond those considered
relevant until 2037 by the ICAO panel, are not contemplated in the analysis.

An overview of how the emission projections are produced is given in Figure 4.1, with
the relevant factors being described in more detail further in this section. This calculation
pipeline is performed twice in parallel, once for passenger services, and another for cargo
services. In this setup, “cargo” includes exclusively freight and mail services, while mixed
services that carry both passenger and cargo are included in the “passenger” part of calcu-
lations. For cargo flights, only three classes of aircraft are considered, with the omission
of a regional jet class.

2018 fuel
burn and
emissions

RPK, CTK
growthOperations

Fuel e�ciency
improvements

Retirement
rates

OPR selection

NOx
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Fuel burn
projection

NOx
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Figure 4.1: Overview of the process of projecting 2018 fuel burn and NO𝑥 emissions.

Passenger air traffic is modeled by considering the revenue passenger-km (RPK)
achieved by each aircraft type for each pair of origin and destination world regions. The
definition of regions follows that used in the ICAO’s long-term traffic forecast [300]. The
OAG schedule data include available seats for each flight, allowing for the calculation of
total available seat-km (ASK) for each aircraft type and regional pair. A global average
passenger load factor of 81.7% is then estimated from the ratio of total ASK and the global
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RPK value published by ICAO [301]. This load factor is applied equally to all aircraft type
and region combinations to estimate specific RPK values for 2018. Note that the choice of
load factors (also for cargo, described ahead) do not impact fuel burn and emissions values,
as everything is relative to the base year of 2018 and the factors are applied uniformly to
all flights.

Likewise, cargo air traffic is modeled according to the cargo ton-km (CTK) specific to
each aircraft type and flight origin regions. The OAG dataset used lists “typical” available
freight ton-km (AFTK) for some flights, and for missing values a constant payloadmass for
each aircraft type is applied. These listed “freight” values are considered in this analysis as
“cargo”, i.e. freight plus mail, so the available cargo ton-km (ACTK) is equal to the listed
AFTK. A global average load factor of 49.3% is applied uniformly to calculate CTK, based
on data from the International Air Transport Association (IATA) [285].

Calculations for passenger and cargo are done in parallel with the same approach,
using RPK and CTK, respectively, as a metric of air traffic volume 𝑇 (Eq. (4.1)). The 2018
values of traffic are projected forward to each year 𝑦 by applying the regional-pair specific
compound annual growth rates (𝑟𝑦,𝑟𝑔𝑛) from the ICAO’s long-term forecast² (Eq. (4.2)).
Four forecast scenarios are considered: the medium traffic projection made prior to the
COVID-19 pandemic (Pre-COVID) [224], and three projections made in July 2021 with
different levels of recovery and growth (High, Mid, Low) [300]. Constant growth rates
are given for the periods from 2018 to 2028, 2038, and 2048 (or 2050 for the post-COVID
scenarios). For the three post-COVID cases, the pre-COVID forecast is applied between
2018 and 2019, and zero RPK growth is applied between 2019 and 2023 (High), 2024 (Mid),
or 2027 (Low), with growth resuming at a pace that matches the forecast traffic for 2028
in each scenario. Likewise, CTK growth is set to zero between 2019 and 2021 (High),
2022 (Mid), or 2023 (Low). This is done to reflect in the model that aircraft were not
scrapped en-mass during the pandemic and then replaced with newer aircraft once traffic
returned; the lower traffic is not modeled and that period is thus disregarded in the results.
As a simplification, the extra length of leap years is not taken into account, effectively
underestimating traffic in those years by 0.3%. Since ICAO’s air-traffic forecasts concern
only total passenger and cargo traffic and there is no consensus on how this new demand
will be spread in the various segments of the aircraft market, the proportion of traffic
met by each class of aircraft is kept constant from 2018 onwards (Eq. (4.3)). Although the
present trend of growing market share by low-cost carriers, if continued, might drive a
shift in these proportions [302].

𝑇 = {𝑅𝑃𝐾,𝐶𝑇𝐾} (4.1)

𝑇𝑦,𝑟𝑔𝑛 = 𝑟𝑦−1,𝑟𝑔𝑛 ⋅ 𝑇𝑦−1,𝑟𝑔𝑛 (4.2)

𝑇𝑦,𝑐𝑙𝑎𝑠𝑠 = 𝑇𝑦
𝑇𝑦=2018,𝑐𝑙𝑎𝑠𝑠
𝑇𝑦=2018

(4.3)

²ICAO lists values for freight, but those values are used here with no distinction being made between FTK and
CTK
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At each year, the projected traffic demand is met by a combination of aircraft that were
already operating, of various types 𝑖, and aircraftwere introduced that year, of each generic
𝑐𝑙𝑎𝑠𝑠 (Eq. (4.4)). The traffic demand fulfilled by already existing aircraft is calculated as the
same as the previous year scaled to the expected fraction of aircraft that remain in service
(Eq. (4.5)). A generic aircraft of each class, with up-to-date performance, is introduced
every year to make up the difference between the total traffic projected and the traffic
achieved by the aircraft that remain operating (Eq. (4.6)).

𝑇𝑦 = (∑𝑇𝑦,𝑖)𝑜𝑙𝑑 +(∑𝑇𝑦,𝑐𝑙𝑎𝑠𝑠)𝑛𝑒𝑤 (4.4)

𝑇𝑦,𝑖,𝑜𝑙𝑑 = 𝑇𝑦−1,𝑖,𝑜𝑙𝑑 ⋅ (1− 𝑟𝑒𝑡𝑖) (4.5)

𝑇𝑦,𝑐𝑙𝑎𝑠𝑠,𝑛𝑒𝑤 = 𝑇𝑦,𝑐𝑙𝑎𝑠𝑠 − (𝑇𝑦,𝑖,𝑜𝑙𝑑 )𝑐𝑙𝑎𝑠𝑠 (4.6)

Fleet renewal is modeled by applying, each year, a class-specific retirement rate to the
current age distribution of each aircraft type. The fraction of a type’s fleet that retires in
a year (𝑟𝑒𝑡𝑖) is calculated according to Equation (4.7), where 𝑁𝑖,𝑡 denotes the number of
aircraft of age 𝑡 at year 𝑖. Retirement rates are modeled as a logistic function (Eq. (4.8)),
using the parameters (𝑎1, 𝑎2) given by Ref. [303]. In these functions, the median retire-
ment ages are 27.7, 28.9, 29.5, and 33.2 years for widebody, narrowbody, regional jet, and
turboprop classes respectively. The initial aircraft age distribution (for 2018) is primar-
ily estimated by applying the retirement model to historic annual delivery numbers from
Boeing, Airbus, Embraer, and Bombardier. Additionally, the initial ages of some aircraft
types are estimated based on the entries present in the national aircraft registries of the US,
Brazil, and Spain. If age data for a type are still insufficient, online crowdsourced aircraft
databases (such as planespotters.net) are used, or a constant delivery rate during the years
of production is assumed.

𝑟𝑒𝑡𝑖 =∑
𝑡
(𝑟𝑒𝑡𝑐𝑙𝑎𝑠𝑠,𝑡

𝑁𝑖,𝑡
𝑁𝑖

) (4.7)

𝑟𝑒𝑡𝑐𝑙𝑎𝑠𝑠,𝑡 = exp(−𝑎1,𝑐𝑙𝑎𝑠𝑠 − 𝑡 ⋅ 𝑎2,𝑐𝑙𝑎𝑠𝑠) (4.8)

To evaluate the impact of retirement rate on the results, four alternative not necessar-
ily realistic scenarios are considered: faster retirement, slower retirement, full fleet annual
replacement, and no retirement whatsoever. For the faster and slower cases, the 𝑎1 param-
eters were adjusted so that the medians retirement ages were reduced or delayed by 10
years (Figure 4.2).

Specific fuel consumption (𝑐) is quantified for 2018 for each aircraft type by the ratio
between fuel burn (𝐶) and the traffic metric. These values are calculated globally, as some
aircraft typesmight fly only a low number of routes for a given pair of regions whichmight
not be representative of the aircraft performance if the routes were to change within the
same regional pair. The traffic-specific fuel consumption values calculated for 2018 are
then scaled every year by the expected average reduction due to operational improve-
ments, 𝑘𝑜𝑝 (Eq. (4.9)).

https://www.planespotters.net/
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Figure 4.2: Probability mass function of retirement age at annual intervals (% per year), for the baseline [303]
and a faster and slower alternative scenarios.

𝑐𝑦,𝑖 = {
𝐶𝑦,𝑖
𝑇𝑦,𝑖

𝑦 = 2018
𝑐𝑦−1,𝑖 ⋅ (1−𝑘𝑜𝑝,𝑦−1) 𝑦 > 2018

(4.9)

𝑘𝑜𝑝 is calculated according to the two sets of goals set in 2014 by a panel of independent
experts under the ICAO CAEP (Committee on Aviation Environmental Protection) [304].
The baseline goals are cumulative improvements relative to 2010 of 3.25% (2020), 6.75%
(2030), and 9.00% (2040) as shown in Figure 4.3. The other set of goals established are re-
ferred by the panel as “lower limits of the confidence range”, which are denominated here
as the “low” scenario for operational fuel consumption improvements. For both scenarios,
no further improvements are considered beyond the year 2040, which is an assumption
that all possible efficiency improvements in operations will have been realised by then.

2010 2015 2020 2025 2030 2035 2040 2045 2050
0.0%

0.1%

0.2%

0.3%

0.4%

0.5%

0.6%

0.7%

0.8%

An
nu

al
 re

du
ct

io
n,

 k
op

0.330%

0.227%

0.368%

0.233%

0.244%

0.132%
0.000%

Baseline
Low

84%

86%

88%

90%

92%

94%

96%

98%

100%

Co
ns

um
pt

io
n 

re
la

tiv
e 

to
 2

01
0

91.0%

94.2%

Baseline

Low

Figure 4.3: Scenarios of reduction in fuel consumption due to operational improvements, equivalent to goals
from Ref. [304].
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A set of reference aircraft are chosen to represent the present-day performance typ-
ical of new aircraft from each class, serving as the starting point for future projection
(Table 4.1). These values are taken as the mean of two representative aircraft types, for
which the average performance values are calculated across all passenger or cargo flights
in 2018. As an exception, only one reference turboprop type is used for cargo, due to
the small number of flights available. Specific fuel consumption of future aircraft, in ad-
dition to being adjusted by 𝑘𝑜𝑝 , is also adjusted by a factor to account for technological
improvements, 𝑘𝑡𝑒𝑐 (Eq. (4.10)).

Table 4.1: Reference aircraft types used to represent present technology level.

Class Passenger Cargo

Widebody A359, B78X A332, B77L
Narrowbody A20N, B38M A320, B737
Regional E290, BCS3 n/a
Turboprop AT72, DH8D AT72

𝑐𝑦,𝑐𝑙𝑎𝑠𝑠,𝑛𝑒𝑤 = { mean(𝑐𝑦=2018,𝑖)𝑖∈𝑟𝑒𝑓 ,𝑐𝑙𝑎𝑠𝑠 𝑦 = 2018
𝑐𝑦−1,𝑐𝑙𝑎𝑠𝑠,𝑛𝑒𝑤 ⋅ (1−𝑘𝑜𝑝,𝑦−1) ⋅ (1−𝑘𝑡𝑒𝑐,𝑦−1) 𝑦 > 2018 (4.10)

For 𝑘𝑡𝑒𝑐 , the adopted values are the same as used by CAEP for the long-term trends
analysis published in their Environmental Report 2019 [221]. Four scenarios are consid-
ered, with a constant annual fuel reduction applicable to all aircraft classes: 0.57% (low),
0.96% (moderate), 1.16% (advanced), and 1.50% (optimistic). Another scenario adopted
here, labeled “IE”, consists of the aircraft class-specific values found by a panel of indepen-
dent experts under CAEP from 2017, which were also published in 2019 [148], shown in
Figure 4.4. The source for this last scenario does not consider turboprop improvements,
which is thus set to zero in this analysis. This is not expected to have a large effect, as the
fraction of total fuel burn attributed to turboprops is very small (∼1–2%), see Figure 3.7).
A (unrealistic) scenario with no technology improvement is also included in this study.

Finally, the total amount of fuel burned in future years is determined by the combina-
tion of traffic and specific fuel consumption projections for each aircraft type, both existing
and generic future types (Eq. (4.11)). Note that the fleet of generic aircraft introduced each
year continues in the calculation for future years, being subjected to the retirement and
operational improvement functions described previously.

𝐶𝑦 =∑𝑐𝑦,𝑖 ⋅ 𝑇𝑦,𝑖 +∑𝑐𝑦,𝑐𝑙𝑎𝑠𝑠,𝑛𝑒𝑤 ⋅ 𝑇𝑦,𝑐𝑙𝑎𝑠𝑠,𝑛𝑒𝑤 (4.11)

4.2.3 Projecting aircraft NO𝑥 emissions towards 2050
The starting point of NO𝑥 emission projections is the average emission indices and engine
certification emissions results of the reference aircraft (Table 4.1). These EI values are then
projected forward according to technology improvements quantified as a ratio (𝑘NO𝑥 ) to
the goal for the year 2027 proposed by CAEP’s 2017 independent expert integrated review
panel [148]. As the panel did not consider turboprops, emission indices for this class are
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Figure 4.4: Scenarios of reduction in fuel consumption due to aircraft technological improvements, based on Ref.
[221] (Low, Moderate, Advanced, Optimistic) and Ref. [148] (IE).

frozen at the values of the reference aircraft in 2018, assuming no change in technology
or engine pressure ratio. In the same format as the ICAO emission standards [7], the
goal gives the mass of emissions in the standard certification cycle (𝐷𝑝) normalized by
engine rated thrust (𝐹00) as a function of the engine’s overall pressure ratio (OPR, 𝜋00).
Equations (4.12) and (4.13) show these calculation steps.

(𝐷𝑝
𝐹00

)
𝑦,𝑐𝑙𝑎𝑠𝑠

= (5.75+0.577 ⋅ (𝜋00)𝑦,𝑐𝑙𝑎𝑠𝑠) ⋅ (𝑘NO𝑥 )𝑦,𝑐𝑙𝑎𝑠𝑠 (4.12)

𝐸𝐼 (NO𝑥 )𝑦,𝑐𝑙𝑎𝑠𝑠 = 𝐸𝐼 (NO𝑥 )𝑟𝑒𝑓 ,𝑐𝑙𝑎𝑠𝑠
(𝐷𝑝/𝐹00)𝑦,𝑐𝑙𝑎𝑠𝑠
(𝐷𝑝/𝐹00)𝑟𝑒𝑓 ,𝑐𝑙𝑎𝑠𝑠

(4.13)

𝑘NO𝑥 varies per year, representing technological improvement, with the values for
2018 chosen to match how far the modeled reference aircraft are to the 2027 goal. 𝑘NO𝑥
then linearly goes to unity in 2027 for all classes of aircraft. Three scenarios are con-
sidered in terms of what happens beyond: no further improvement (baseline), emissions
cut by another 10% by 2037 (continued-conservative), and emissions cut by another 50%
by 2047 (conservative-optimistic). A fourth (unrealistic) scenario consists of no improve-
ments from 2018 (Figure 4.5).

As the baseline estimate, 𝜋00 is considered to increase constantly up to the values
of 60, 65, and 70 in 2027 for regional jets, narrowbodies, and widebodies, respectively, as
shown in Figure 4.6. This scheme represents a new generation of turbofans with increased
pressure ratios being introduced 10 years after the base year for the technology forecasts,
with no further increases afterwards. Alternative scenarios considered include a delayed
(to 2037) introduction of this new generation of engines (Low scenario), and a scenario in
which OPR increases a second time from 2027 to 2037 (High), representing a second future
generation of engines. While the OPR value affects the NO𝑥 emissions, it also impacts the
overall engine efficiency, and thus the resulting fuel burn. Note that this later effect is not
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Figure 4.5: Scenarios of NO𝑥 technology improvements, in terms of the ratio to the 2027 goal.

captured in this modeling chain, and that aircraft and engine technological improvements
are solely represented in terms of the overall fuel efficiency technology targets as stated
in ICAO’s 2017 independent expert integrated review panel [148]. This mismatch is not
expected to introduce significant uncertainty in the estimated EIs, but future work could
focus on coupling projections of fuel efficiency improvements to OPR.
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Figure 4.6: Scenarios of overall engine pressure ratio for future aircraft, “IE” scenario based on Ref. [148].

4.2.4 Overall projection scenarios
Throughout Sections 4.2.2 and 4.2.3, various scenarios for individual model parameters
were described. From a baseline setting, each parameter is changed individually to eval-
uate the sensitivity of the results to the input changes. Additionally, two other overall
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scenarios are evaluated, consisting of different selections of input parameters as listed in
Table 4.2: Low and High (emissions). While subjective, these selections allow the produc-
tion of some form of an overall realistic lower and upper boundary of future emissions.

Table 4.2: Parameter selection for the overall scenarios of emissions projections.

Overall scenario
Parameter Low Baseline High Other parameter options

𝑇 Low Mid High Pre-COVID
𝑟𝑒𝑡 Baseline Baseline Baseline Fast, Slow,

Annual replacement,
No retirement

𝑘𝑜𝑝 Baseline Baseline Low No change
𝑘𝑡𝑒𝑐ℎ Advanced Moderate Low Optimistic, IE, No change
𝑘NO𝑥 Continued-

conservative
Baseline Baseline Continued-optimistic,

No change
𝜋00 Low Baseline High IE, No change

4.3 Results
4.3.1 Aircraft fuel burn and NO𝑥 emissions in 2005 and 2018
The resulting total (passenger and cargo) fuel burn for 2018 is 287Tg (Table 4.3) which
is comparable to other estimates: it is 12% higher than the 2018 fuel burn estimate by
Seymour et al. [258] and 1% higher than the estimate by Graver et al. [257]. Passenger
aircraft operations account for 92% of that amount, and the total RPK considered here
matches (to < 0.1%) the annual statistic published by ICAO [301]. Total CTK is only 42%
of the value published by ICAO, but such large difference is expected since the numbers
presented here refer only to dedicated freight and mail services, not including cargo trans-
ported in the bellyhold of passenger aircraft. Of the 2018 fuel burn from cargo flights,
97.6% came from widebody aircraft, although this includes 3.5% from the B752 type which
is structurally a narrowbody that was grouped with widebodies for cargo analysis due to
its range and payload, in order to be more consistent with the class definitions used for
transport aircraft.

For 2005, 177.7Tg of fuel burn is estimated from passenger aircraft (Table 4.3), indicat-
ing a 48.7% increase between 2005 and 2018. In both years, this fuel burn is primarily used
by widebody and narrowbody aircraft, with regional jets and turboprops responsible for
6.4-8.2% of fuel burn. The fuel burn per RPK is ∼20% higher for widebodies compared to
narrowbody aircraft, which is consistent with their typically longer range of operation.

NO𝑥 emissions in 2018 totaled 4.43Tg (base NO2), yielding a global fleet average NO𝑥
EI of 15.4 g/kg in that year. This EI for 2018 is 10% higher than the one for 2005 (14.0 g/kg),
which is in agreement with the observed trend of increasing EI (NO𝑥) and improved fuel
efficiency over time (Figure 3.4). Twin-aisle aircraft have a higher global fleet average
EI (NO𝑥), which has increased twice as fast as the average for single-aisle aircraft, from
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Table 4.3: Global fuel burn for passenger flights in 2005 and 2018, per aircraft class. For 2018 the RPK, CTK and
the fuel burn including cargo operations is also presented.

Fuel burn [Tg] (% of total) RPK CTKᵃ
[109] [106]

Aircraft class 2005 2018 2018 w/ cargo 2018 2018

Widebody 94.8 (53.4) 125.8 (47.6) 148.0 (51.5) 3634 98099
Narrowbody 68.3 (38.4) 121.7 (46.0) 122.4 (42.6) 4289 1481
Regional jet 11.3 (6.3) 13.3 (5.0) 13.3 (4.6) 280 n/a
Turboprop 3.3 (1.9) 3.6 (1.4) 3.6 (1.3) 74 28
Total 177.7 264.3 287.3 8278 99608
ᵃ Values for dedicated cargo services only, excluding cargo transported by passenger aircraft.

16.0 g/kg in 2005 to 18.5 g/kg in 2018. Assuming that the currently estimated environmen-
tal cost of NO𝑥 is ∼2.3 times that of CO2 for every ton of fuel burn [211], this increasing
trend in its EI is concerning with regard to the total atmospheric impacts of aircraft emis-
sions, and contributes to the motivation for research into the tradeoff between mitigation
of these pollutants [10, 11, 295].

Table 4.4: Global average NO𝑥 emission indices in 2005 (passenger flights only) and 2018, per aircraft class.

EI (NO𝑥)[g/kg]
Aircraft class 2005 2018 2018 w/ cargo

Widebody 16.0 18.5 18.1
Narrowbody 11.9 12.8 12.8
Regional jet 10.5 11.3 11.3
Turboprop 9.3 9.3 9.3
Total 14.0 15.4 15.4

4.3.2 Future emissions under different traffic and overall scenarios
Projected fuel burn and NO𝑥 emissions from 2018 to 2050 for the three different overall
scenarios, and for the baseline settings but with different traffic forecasts are shown in
Figure 4.7. In all cases, fuel burn and the resulting NO𝑥 emissions grow continuously to
2050. Under the different overall scenarios, annual fuel burn grows by 45% (Low), 104%
(Baseline), 155% (High), and the annual NO𝑥 emissions by 36%, 113%, and 209%. When the
only parameter changed is the traffic volume, the ranges of growth are 51%–128% (fuel)
and 56%–138% (NO𝑥 ). As efficiency improves over time, these ranges are all lower than
the forecast increases in global RPK to 2050: 148% (Low), 237% (Baseline/Mid), and 274%
(High).

The projected variation of EI (NO𝑥) over time is shown in Figure 4.8 for the differ-
ent overall and traffic scenarios, as well as how it varies between the aircraft classes for
the Baseline scenario. In 2050, projected average EI (NO𝑥) is 14.4 g/kg (Low), 16.1 g/kg
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Figure 4.7: Annual fuel burn and NO𝑥 emissions projections for the three overall scenarios considered (black
lines), and under the Baseline scenario combined with different traffic forecast scenarios (solid gray lines closer
to the Baseline, and dotted gray line for the Pre-COVID traffic forecast).

(Baseline), 18.7 g/kg (High), primarily driven by different projections of OPR (Figure 4.6).
Driven by the underlying modeling assumptions, all air traffic growth scenarios result in
a similar EI (NO𝑥) at 2050, ranging between 16.05–16.08 g/kg, i.e. a 4% further increase
compared to 2018. However, there are slight differences within traffic scenarios as the
rate at which new aircraft are introduced is different, with the higher traffic leading to
higher fleet average EI (NO𝑥) in the first two decades. This is a result of the fact that the
EIs of the reference aircraft are higher than the global fleet average in this period, before
the combined effects of OPR and the NO𝑥 technology goals push them below the existing
average. For the baseline scenario considered, OPR and 𝑘NO𝑥 are constant from 2027 (Fig-
ures 4.5 and 4.6), so the fleet average for each class start converging to the EI of aircraft
introduced since then. These forecast values are lower than the present reference wide-
body, but higher than the present reference narrowbody and regional jet, combining to a
relatively stable average across all aircraft.

The spatial distribution of the projected NO𝑥 emissions is heterogeneous, driven by
the underlying varying air traffic growth rates between the different regions. Consider-
ing just passenger traffic in the baseline scenario, while NO𝑥 emissions from flights de-
parting Europe and North America are expected to grow by 76% and 67% between 2018
and 2050, respectively, NO𝑥 emissions from flights departing from the remaining regions
are expected to grow by 153% in total. With the definition of regions used, both in 2018
and 2050 the largest amount of NO𝑥 emissions from passenger flights are attributed to
air traffic departing from Europe (24.3%, 19.9%), North America (22.8%, 17.7%), and China
and Mongolia (13.6%, 17.4%). Out of the six regions considered for cargo flights, most
NO𝑥 emissions came from Asia and the Pacific (33.7% in 2018, 32.3% in 2050) and North
America (31.6%, 28.4%), with the Middle East’s share doubling in the period (10.2%, 22.2%).
Globally, the share of NO𝑥 emissions due to cargo flights drop in the baseline scenario
from 8.1% to 7.3%, even though the share of fuel burn stays at 8.0%, due to lower EI (NO𝑥)
for widebodies.
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4.3.3 Sensitivity of future fuel burn and NO𝑥 emissions to different
forecast parameters

Table 4.5 presents the relative changes in the aggregate fuel burn and NO𝑥 emissions over
the period of 2018 through 2050 as a result of different individual modeling choices, chang-
ing parameters one at a time form the overall baseline scenario (Table 4.2). Overall, indi-
vidual scenario choices can result in total fuel burn variations of −20% to +12%, total NO𝑥
emissions variations of −23% to +48%, and the time-averaged EI (NO𝑥) and the EI (NO𝑥)
in 2050 varying by −23% to +48% and −32% to +67%, respectively. The two alternative
traffic forecasts from ICAO result in −21% and +12% NO𝑥 emissions by themselves.

While faster retirement rates would reduce emissions by accelerating the adoption
of more efficient aircraft, the likely unrealistic reduction of median retirement age by 10
years lead only to a reduction of 5% of emissions over the 2027–2050 period. And the
more extreme hypothetical of replacing all aircraft every year reduces NO𝑥 by 14%. The
baseline projected operational and technological improvements avoid 6% and 11% of fuel
burn, respectively (compared to the “no change” scenarios). The optimistic technology
forecast would reduce fuel burn by another 6% relative to the baseline.

The largest variations in NO𝑥 emissions are introduced by the NO𝑥 technology and
OPR scenario selection, which directly affect EI (NO𝑥). The baseline scenario, consid-
ering OPRs of 70:1 (widebodies) and 65:1 (narrowbodies) in 2027, lead to a 47% higher
EI (NO𝑥) in 2050 relative to not changing the OPR further from the present reference air-
craft, which are in the 33:1 to 48:1 range. Higher pressure ratios are compensated by the
NO𝑥 technology improvement parameter, with the 2050 fleet average EI (NO𝑥) being 40%
for the baseline case relative considering no change in 𝑘NO𝑥 . The “continued-optimistic”
scenario, which projects another halving of NO𝑥 emissions for a given OPR from 2027 to
2047, would reduce the fleet average EI (NO𝑥) in 2050 by 28% relative to the baseline.
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Table 4.5: Effects of different modeling parameter choices on the total fuel burn and NO𝑥 emissions between
2027 and 2050, as well as the estimated global fleet average EI (NO𝑥) averaged over the 2027–2050 and the
estimated global fleet average EI (NO𝑥) for 2050. Values indicate relative differences resulting from changing
one parameter at a time. Descriptions of the different scenarios are provided in Section 4.2.

Parameter
(baseline)

2027–2050 period [%] 2050 [%]
Scenario Fuel NO𝑥 EI (NO𝑥) EI (NO𝑥)

Traffic
(Mid)

Low −20.5 −20.8 −0.5 −0.2
High +9.0 +9.4 +0.3 +0.1
PreC +10.3 +11.5 +1.1 +0.5

Retirement
(Baseline)

No retirement +10.7 +8.4 −2.1 −1.4
Slow +4.9 +4.0 −0.9 0.0
Fast −4.8 −4.2 +0.6 −0.2
Annual replacement −14.3 −14.8 −0.6 −0.4

Operations
(Baseline)

No change +6.2 +6.2 +0.0 +0.0
Low +2.4 +2.4 +0.0 0.0

Fuel burn
technology
(Moderate)

No change +12.4 +12.4 0.0 0.0
IE −2.3 −2.4 −0.1 −0.1
Low +4.8 +4.8 0.0 0.0
Advanced −2.3 −2.3 +0.0 +0.0
Optimistic −6.1 −6.0 +0.0 +0.0

NO𝑥
technology
(Baseline)

No change +0.0 +47.9 +47.9 +67.3
Continued-conservative +0.0 −3.8 −3.8 −7.3
Continued-optimistic +0.0 −12.2 −12.2 −27.7

OPR
(Baseline)

No change +0.0 −23.2 −23.2 −31.9
IE +0.0 −11.4 −11.4 −14.5
Low +0.0 −5.0 −5.0 −3.3
High +0.0 +8.6 +8.6 +16.4

4.4 Discussion and conclusions
In this work, the recent and projected trends in global aviation fuel burn and NO𝑥 emis-
sions were estimated. Between 2005 and 2018, it is found that aviation fuel burn (and
thus CO2 emissions) have increased by 49%, and that the growth in NO𝑥 emissions has
surpassed that of CO2, resulting in a global fleet average EI (NO𝑥) increase of 10% be-
tween the two years. This is in agreement with the trends discussed in Chapter 3 (seen
in Figure 3.4) driven by engine designs using higher pressure ratios in search of fuel effi-
ciency improvements [295], which are allowed more NO𝑥 emissions by the ICAO CAEP
standards (Section 2.4.2).

With the increasing understanding of the atmospheric impacts of aircraft emissions,
NO𝑥 has gained attention as a key contributor to aviation’s environmental impacts. De-
spite the higher uncertainty ranges and lower level of scientific understanding compared
to the climate effects of CO2 [5], aviation NO𝑥 emissions are currently estimated to lead to
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more damage from environmental externalities than CO2 emissions, primarily driven by
the air quality impacts associated with emissions [211]. With the multiple international,
regional and national targets in the coming decades for addressing aviation’s impact on
the environment, forecasts of potential future emissions are essential. In contrast with
CO2 impacts, which scale linearly with fuel burn, NO𝑥 emissions partake in multiple non-
linear chemistry processes, resulting in the same amount of emissions leading to different
air quality and climate impacts depending on the location they are emitted and the back-
ground level of atmospheric composition (driven by other sectors’ emissions, among other
factors) [10, 11, 212, 231]. This spatial difference in potency of impacts is also seen with
regard to air quality in Chapter 5. As a result, forecasts are needed not just in terms of
emissions totals, but also in terms of their spatiotemporal distribution in the global domain
over the years.

To aid such analyses and to provide insight on the potential future developments in
the engineering tradeoffs between fuel efficiency and EI (NO𝑥), existing passenger traffic
as well as technological and operational improvements targets were used in this chapter
to forecast global aviation fuel burn and NO𝑥 emissions through 2050. The scope of this
study does not include all aspects of civil aviation, with business jets and piston aircraft
not covered, and with turboprops modeled with additional simplifications; focus is put
on widebody, narrowbody, and regional jets, which uses around 97–98% of fuel across
all civil flights. While the short-term effects of COVID-19 restrictions are not captured,
these are included in the traffic scenarios used, and are thus reflected in the longer-term
estimates provided. In all scenarios considered, aviation fuel burn and the associated NO𝑥
emissions continue to increase, including by 104% and 113% respectively for the baseline
scenario, which are less than the 210% increase in RPK. Based on the considered projection
of engine OPR and NO𝑥 technology improvements, the global fleet average EI (NO𝑥) will
further increase by an estimated 4% by 2050, after a 10% growth between 2005 and 2018.
The “slowing down” of the EI (NO𝑥) growth trend is consistent with the assumptions in
the model of changing OPR and 𝑘NO𝑥 only up to 2027. How these parameters will evolve
afterwards remains uncertain, and the effects of unconventional propulsion configurations
not considered here are likely to become more significant. Different combustor designs
can have vastly different emissions characteristics, given the nonlinear nature of trace
pollutant formation, such that newer models can have significantly different performance
in this regard, although the existing requirements of ICAO’s Annex 16 should ground EI
values to some extent.

While there are strong incentives to reduce fuel consumption, the format of the present
engine emissions standard does not incentivise further reductions in NO𝑥 emissions, as
extra margin to the NO𝑥 regulatory limits obtained from improved technologies might en-
able further increases in pressure ratio [295]. A future lowering of EI (NO𝑥) could occur
with shifting focus of the OEMs towards reducing NO𝑥 emissions through the introduc-
tion of new technologies that do not substantially impact the fuel efficiency, but the oppo-
site might occur if the non-binding technology improvement targets considered here are
proven to be too optimistic. Future work could focus on coupling the modeling assump-
tions between the fuel efficiency estimates and NO𝑥 improvements, and on uncertainty
quantification of the modeling parameters which can complement these findings and can
further increase the robustness of the sensitivity analysis presented here. Finally, as the



4.5 Acknowledgments

4

75

COVID-19 related effects on air traffic were still on-going when ICAO released the traf-
fic forecasts used here (September 2021), the estimates presented also depend on how the
aviation sector bounces back from that situation. Additionally, financial pressure and the
temporarily lower aircraft usage due to the pandemic might lead to lower retirement rates.
The slower rate of efficiency improvements, consistent with a hypothesis that technology
is converging and with the observed increase in time between new model introductions,
can also reduce over time the motivation to replace aircraft.

Another factor that might interfere with the projections shown here is an increase in
geopolitical tensions, whichmight be seen asmore likely after the 2022 Russian invasion of
Ukraine. Political instability andmilitary conflicts can pose a direct obstacle to operational
improvements through additional restrictions of airspace, as conflict mentioned illustrates
[305]. Increased economic sanctions and protectionism might, to some extent, drive air-
craft and engine adoption independently of technological optimization. This might lead to
the proliferation of aircraft in specific regions of the world that lag behind in performance
relative to a global state of the art, which goes against one of the premises of the modeling
approach adopted in this chapter. And finally, cross-border tensions caused by conflicts,
pandemics, or otherwise, can lead to sharp impacts on air traffic, although aviation long-
term trends have historically proven to be resilient to events such as the September 11
attacks in the United States and the 2008 global financial crisis [284].

Overall, based on the technological goals assumed here, both aviation fuel burn and
NO𝑥 emissions will continue to increase in the coming decades, unless actions beyond
these targets are taken. More frequent aircraft replacement and more optimistic opera-
tional improvements do not substantially alter this result. However, this work does not
account for innovations in the energy source, fuel used, or unconventional designs that
could be introduced. Specifically, in the operations modeled here, the use of conventional
jet fuel is assumed and thus the take-up of sustainable aviation fuels (SAF) is not explic-
itly taken into account. It should be noted that drop-in SAFs do not substantially impact
the fuel consumption, and previous studies indicate that their NO𝑥 emissions also do not
substantially differ from those of conventional jet fuel [306]. Likewise, new technolo-
gies that deviate substantially from the current configurations, such as electric, hybrid or
hydrogen-fueled aircraft are not considered here. This work further highlights the need
for such technologies or other demand-based interventions in order to meet aviation’s en-
vironmental goals. Future work could introduce these new technologies to the modeling
chain described here.
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aircraft emissions

Deus te leve á salvo, brioso e altivo barco,
por entre as vagas revoltas, e te poje

n’alguma enseada amiga. Soprem para ti as
brandas auras; e para ti jaspêe a bonança

mares de leite. Enquanto vogas assim á
discrição do vento, airoso barco, volva ás

brancas areias a saudade, que te acompanha,
mas não se parte da terra onde revôa.

God keep thee safe, stout barque, amidst the
boiling billows! God steer thee to some

friendly blight! May softer breezes waft thee,
and for thee may the calm jasper seas be like

plains of milk! But whilst thou sailest thus
at the mercy of the winds, graceful barque,
waft back to that white beach some of the

yearning that accompanies thee, but which
may not leave the land to which it returns.

Iracema – A Lenda do Ceará, by José de Alencar. Translation by Isabel Burton.

Previous studies have indicated that aviation emissions in different regions have varying cor-
responding air quality and human health impacts. Given the global nature of aviation ac-
tivity and its forecast regionally heterogeneous growth, this phenomenon poses challenges in
aviation decision making regarding air quality. In this chapter, the differences in regional
air quality responses to aviation emissions are quantified, and their drivers analyzed. Specifi-
cally, the GEOS-Chem atmospheric chemical transport model is used to quantify the regional
fine particulate matter (PM2.5) and ozone sensitivity to aviation emissions over Asia, Europe,
and North America in 2005. Simulations with perturbed regional aviation emissions are used

 This chapter was originally published in the journal Environmental Research Letters. Please cite as shown in
the list of peer-reviewed journal articles, item 2.
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to isolate health impacts of increases in aviation emissions originating from and occurring
in different regions. Health impacts are evaluated as premature mortality attributed to both
landing and takeoff (LTO) and cruise emissions. It is found that the sensitivity of PM2.5
global population exposure to full-flight emissions over Europe is 57% and 65% higher than to
emissions over Asia and North America, respectively. Additionally, the sensitivity of ozone
global population exposure to aviation emissions over Europe is higher than to emissions over
Asia (32%) and North America (36%). As a result, a unit of fuel burn mass over Europe re-
sults in 45% and 50% higher global health impacts than a unit of fuel burn mass over Asia and
North America, respectively. Overall, 73% and 88% of estimated health impacts from aviation
emissions over Europe and North America, respectively, occur outside the region of emission.
These results suggest that inter-regional effects and differences in regional response to emis-
sions should be taken into account when considering policies to mitigate air quality impacts
from aviation, given the projected spatially heterogeneous growth in air transportation.

5.1 Introduction
As was seen in Chapter 2, emissions from the combustion associated with aircraft, in addi-
tion to impacting the climate [307], are also a known contributor to the degradation of air
quality [4, 209]. Among other deleterious consequences such as worsened visibility [308],
decreased crop yields [309], and damage to wildlife and vegetation [310], this additional air
pollution in the form of fine particulate matter (PM2.5) and ozone (O3) is associated with
adverse effects on human health [104, 114], as detailed further in Section 2.2. Yim et al.
estimated that the civil aviation activity in the year 2005 was associated with 16000 (90%
CI: 8300–24000) premature deaths globally, with 87% of that amount due to increased sur-
face concentrations of PM2.5 and 13% due to increased ozone surface concentrations [1].
Societal costs associated with the air quality impacts of aviation have been found to be
comparable to those related to climate and noise impacts [211, 307, 311].

Long-term forecasts estimate a compound annual growth rate of ∼ 3–4% in global
air traffic between 2018 and 2050 [300]. This expected growth is not spatially uniform,
with the “mid” scenario forecast intra-regional 2018–50 annual rates ranging from 2.5%
for North America, 2.7% for Europe, to 5.8% for Southwest Asia [300]. As was explored
in Chapter 4, despite improvements in aircraft technology and air traffic management,
emissions from international aviation are projected to continue to grow through 2050 [6].

Policywise, measures regarding air quality are often guided by regional, national or lo-
cal standards defining acceptable levels of concentration of various pollutants, and these
standards may drive planning decisions concerning aviation [21]. The International Civil
Aviation Organization (ICAO) engine emission standards, applicable to turbojet and tur-
bofan engines, determine maximum emission indices (defined as mass of emission species
per mass of fuel burned) allowed for a standard landing and takeoff (LTO) cycle, as de-
scribed in Section 2.4.2 [7]. LTO is defined as the operations within 3000 ft above ground.
These engine standardswere created in 1981 and through revisions over the years continue
to tighten the limits on the emission of oxides of nitrogen (NO𝑥 ), unburned hydrocarbons
(HC), carbon monoxide (CO), and nonvolatile particulate matter. This regulatory frame-
work, focused on LTO and local air quality standards, is consistent with the framing of
aviation’s air quality impacts as a local air quality issue. This is exemplified in Europe by
the exclusion of non-LTO emissions in the National Emission Ceilings Directive (NEC) for
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the accounting related to the emission targets up to the year 2030 [20], and in the United
States by non-LTO emissions being considered a Categorical Exclusion for the environ-
mental impact assessment of airports within the context of the National Environmental
Policy Act [18].

However, there is increasing scientific evidence highlighting the contribution of non-
LTO emissions and cross-border pollution transport to the air quality impacts of aviation
[33]. Tarrasón et al., using an atmospheric chemical transport model (CTM) focused on
Europe, identified the LTO NO𝑥 impact on surface air quality as an order of magnitude
smaller than that of non-LTO [29]. They attributed this to the larger share of non-LTO
emissions (95% of all aviation emissions), atmospheric vertical transport and the high ef-
ficiency of NO𝑥 ozone production in the free troposphere. They also found that about
half of the impacts of full-flight (i.e. LTO plus non-LTO) NO𝑥 emissions on air quality
in Europe were associated with emissions outside the region. Barrett et al., employing
a global CTM, found that 99% of population-weighted aircraft-attributable PM2.5 is sec-
ondary sulfate-ammonium-nitrate aerosol (SO2−

4 − NH+
4 − NO−

3 ) formed primarily from
NO𝑥 [30]. And as seen in Chapter 3, about 90% of NO𝑥 is emitted during non-LTO
phases of flight [41, 233, 299]. Søvde et al., using an ensemble of five atmospheric models,
found consistent increase in tropospheric ozone from aviation NO𝑥 cruise emissions [31].
Aerosol precursors emitted at cruise level impact the surface both through vertical trans-
port and by accelerating the oxidation of the precursors at the surface as they form aerosol,
establishing an intercontinental mechanism of PM2.5 impact [312]. Yim et al. combined
global, regional and local atmospheric models and found that 75% of the global premature
deaths due to aviation-attributable PM2.5 and ozone were attributed to non-LTO emissions
[1]. Koo et al. used the adjoint of a CTM, finding that non-LTO emissions were responsi-
ble for 60–90% of full-flight impacts in different regions[12]. They also found a significant
cross-regional component to impacts, with 95% of the resulting prematuremortalities from
full-flight emissions over the US occurring outside the country, and 64% of impacts from
emissions over Europe occurring outside the region.

Besides being involved in the aerosol formation pathway, the ozone produced from
NO𝑥 is also harmful to human health by itself (Section 2.2), with Eastham and Barrett
estimating 8600 premature deaths yearly due to (full-flight) aviation-attributable ozone
[32]. Ozone produced at cruise altitudes has longer atmospheric lifetimes than the NO𝑥
directly emitted near the ground, further enabling global-scale effects [8].

Intercontinental air pollution effects is a subject that has also been researched out-
side the context of aviation. The Task Force Hemispheric Transport of Air Pollution (TF
HTAP) collaboration produced studies based on an ensemble of models looking at various
aspects of this issue including ozone and primary PM2.5 [197, 199]. Zhang et al. estimated
the transboundary PM2.5 impacts occurring through atmospheric transport and disper-
sion as well as through shifts in emissions due to international trade [207]. These studies
show that even when considering other (non-aviation) anthropogenic emissions, which
unlike aviation emissions are not located at high altitude, the inter-regional effects can
be significant — being associated with 20% to more than 50% of ozone-related premature
mortalities and 2% to 5% of particulate matter mortalities [197].

Given the long-distance nature of aviation’s air quality impacts and since there is
nonuniformity globally in the background atmospheric composition, in population den-
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sity, in baseline disease incidence rates, and air traffic intensity, the same amount of emis-
sions can result in different levels of impact depending on their source location. Population
density has a strong effect of adding weight to Eastern Asia in terms of total premature
mortality [12, 32]. As discussed by Yim et al. [1] and Grobler et al. [211], when country-
specific valuations of mortality based on economic metrics are used, more weight is put
on the air quality in North America and Europe.

Local atmospheric conditions, largely driven by emissions from other sectors andmete-
orology, also play a role in how sensitive a region’s air quality can be to aviation emissions.
Woody et al. explain higher levels of PM2.5 formation from NO𝑥 in the US by considering
the abundance of ammonia available to react with nitrates [313]. However this has not
been assessed for regions besides the US, and pollutants beyond PM2.5. In contrast to pre-
vious studies that looked at the magnitude of global health impacts of aviation emissions
[1, 32], this chapter focuses on the sensitivity of impacts to aviation emissions perturba-
tions, and their differences across regions. The regional air quality responses to aviation
emissions are quantified, and, for the first time, the extent to which different factors drive
these responses are isolated (i.e. emissions within and outside of the region, population
density, epidemiological characteristics, and background atmospheric processes). This is
done by performing multiple simulations to isolate the impacts of increases in aviation
emissions over Asia, Europe and North America. The long-range air quality impacts of
aviation emissions are quantified for each source-receptor regional pair. Differences in
the regional sensitivity of health impacts are calculated in stages, allowing for decoupling
of the effects of population density and human health impact functions. Spatial variations
observed in these sensitivities are then discussed in regard to their implications for air
quality decision making for aviation.

5.2 Methods
The regional sensitivities of air quality impacts to aviation emissions are estimated using
the GEOS-Chem atmospheric chemical transport model. Specifically, a set of scenarios are
simulated where aviation emissions are increased alternatively in one of three continental
regions shown in Figure 5.1, and the corresponding pollutant concentrations, population
exposure, and human health impacts are quantified.

5.2.1 Aviation emissions and test scenarios
As this study predates the work described in Chapter 3, full-flight aviation emissions are
obtained from the AEIC model [41], which builds estimates from 2005 civil aviation flight
schedule data from OAGAviation. Full-flight emissions are defined here as LTO emissions
and non-LTO emissions (the latter primarily consisting of cruise level emissions but also
emissions during the climb and descent above 3000 ft). The aviation emissions inventory
used is produced by running AEIC with the BADA 3.15 aircraft performance model [262],
and considering the LTO cycle described by Stettler et al. [265]. Emissions for NO𝑥 , CO
and HC are calculated from ICAO engine certification data. Black carbon emissions are es-
timated using the SCOPE11 method for LTO [270], and using a constant emission index of
30 mg/kg fuel for the non-LTO phases of flight, consistent with the values of 25–35mg/kg
adopted in other studies [1, 235, 252]. The speciation of the emission variables is the same
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Figure 5.1: Baseline aviation fuel burn in 2005 summed over altitude, downscaled to 2°×2.5° for visibility and the
three nested domain regions. The frame area around each region is where perturbations are gradually reduced
outwards to the edge of the domain.

used by default in GEOS-Chem, based on Barrett et al. [30].
The global sum of aviation fuel burn for the full year is 180Tg, 16.4Tg of which dur-

ing LTO (9.1%). The inventory is built at the spatial resolutions of the simulation grids
(Section 5.2.2) and with a monthly temporal resolution. Emissions are lower during win-
ter, with individual months having a global average fuel burn between −4.5% (January)
and +5.6% (July) the yearly average (Appendix B.1.1). Emission indices for each emitted
species and a breakdown between domestic and international flight emissions are listed
in Appendices B.1.2 and B.1.3. Considering flights between European Union countries as
“domestic”, international flights are responsible for 57% fuel burn mass.

Four different aviation scenarios are evaluated: the baseline case using the estimated
2005 aviation emissions, and three cases where all aviation emissions released within one
of three regions are positively perturbed (multiplied by a constant). The regions, shown in
Figure 5.1, represent Asia, Europe, and North America — denoted as AS, EU¹, and NA. The
perturbations are tapered off towards the edges of the regions for a smooth transition to the
unperturbed areas. A 1.1 multiplier is chosen for Europe as a compromise between having
a strong enough model response above noise levels and having a low enough perturbation
that corresponds to marginal increases representative of a few years worth of growth in
emissions (3.6 years at 2.7% annual growth in the case of Europe). Different multipliers
are applied for each region such that the increase of full-flight fuel burn mass per area
is the same in all three cases, after accounting for differences in total areas and baseline
aviation emissions between the regions (Table 5.1). Within each case, the same multiplier
is applied to all emission species, at all altitude levels and constantly through time.

In order to observe the different effects of LTO and non-LTO emissions, a further three
simulations are performed, where only the LTO emissions in each region are increased,
using the same multipliers as before. These scenarios are simulated only on the perturbed

¹In this chapter, EU refers to the geographical region shown in Figure 5.1, not to the European Union
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Table 5.1: Annual global fuel burn and emissions from civil aviation estimated from different sources of flight
movement data.

Region
Area

[% of world]
Yearly fuel burn
[% of world]

Perturbation
multiplier

World 5.11 ⋅ 1014 m2 180Tg n/a
AS 10.65% 21.6% 1.267
EU 3.81% 20.6% 1.100
NA 8.96% 34.3% 1.141

region instead of using the nested grid approach, since the inter-regional effects of LTO
emissions are expected to be small [12].

5.2.2 Atmospheric modeling
The atmosphere is modeled using the GEOS-Chem model version 12.6.1 [314] with the
Unified Tropospheric-Stratospheric Chemistry Extension (UCX) module [315], and me-
teorological data from the MERRA-2 reanalysis product from NASA/GMAO. The default
aerosol simulation and PM2.5 parametrization is used (Appendix B.2.3), including the sec-
ondary organic aerosols (SOA) simple parametrization model from Kim et al. [316]. The
main emissions inventories used are the CEDS anthropogenic emissions as the global de-
fault [317], the U.S. Enrionmental Protection Agency’s NEI2005, the APEI [318], the DICE-
Africa [319], the MIX-Asia [320], and parts of EDGAR v4.3 [321]. Other emission modules
used are listed in Appendix B.2.1.

Previous studies have indicated that higher resolutions are better able to capture local
and regional scale aviation air quality effects [1, 322, 323]. Therefore, in order to capture
both intercontinental transport of pollution and regional scale effects while conforming
to a computational budget, the nested simulation approach is adopted. For each scenario
analyzed, four model runs are performed: a global run at 4°×5° resolution (latitude × lon-
gitude) and, using boundary conditions from the global run, three nested regional grids
at 0.5° × 0.625° resolution, coinciding with the emissions perturbations Figure 5.1. Global
impacts are calculated using the results of the nested simulations where available (the
three regions of interest) and the results of the coarse global simulations elsewhere. The
coarser global resolution is comparable to values used in global chemical transport mod-
els to study long range air pollution [33, 197], and is typical for the GEOS-Chem model,
which is benchmarked with every update by running simulations at it. The finer nested
regional resolution is the native resolution of the MERRA-2 meteorological fields. In all
cases, GEOS-Chem is run with 72 vertical layers, using a terrain following hybrid sigma-
pressure level definition with the top of the atmosphere being 0.01 hPa, and with timesteps
of 10 minutes for transport and 20 minutes for chemistry and emissions. The effects of the
grid resolution are discussed further in Appendix B.2.5.

The initial state for all runs is obtained by a 21 month spin-up of the global coarse
resolution model. Then each individual run (global and regional) has 3 months of spin-up
followed by 12 months. The latter is considered in the analysis. In total, 4 global simula-
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tions and 5 nested simulations in each region are performed. The simulation period consid-
ered represents the year 2005 for meteorology, aviation and non-aviation emissions. An
overview of the resulting background ground-level PM2.5 concentrations and ozone mix-
ing ratios in the simulations, as well as a comparison with air quality monitoring records,
are presented in Appendix B.3.1. To evaluate the effect of background atmospheric compo-
sition on air quality sensitivity to aviation, an additional set of coarse global simulations is
also performed using the 2005 aviation emissions inventory with meteorology and other
emissions representing 2013.

The concept of “gas ratio” defined by Ansari and Pandis as the ratio between free am-
monia and total nitrates, according to Equation (2.14), is used in the analysis of model out-
puts to identify atmospheric conditions favorable to PM2.5 formation [188]. Gas ratios less
than 1 indicate that competition between sulfates and nitrates for limited ammonia restrict
PM2.5 formation as NO𝑥 is increased. Another metric used in the analysis is ground-level
formaldehyde to reactive nitrogen (NO𝑦 ) ratio (FNR, alternatively defined as the ratio to
NO𝑥 or NO2). This metric uses formaldehyde as a proxy for volatile organic compounds
(VOC) to identify regions where ozone production is limited by VOC and where it is lim-
ited by NO𝑥 [324]. Lower values of FNR are expected where ozone formation is NO𝑥
saturated, and increases in NO𝑥 might result in a net decrease of ozone concentration,
due to competing chemical reactions.

The linearity of the model’s response to the perturbation was evaluated by performing
additional simulations with EU emissions multiplied by 1.3 instead of 1.1. This larger
perturbation resulted in PM2.5 and ozone sensitivities to emissions that were 0.3% and 1.1%
lower, respectively, than those obtained with the smaller perturbation (Appendix B.2.4).

5.2.3 Health impact assessment
Health impacts are quantified as the increase in premature mortality in people over 30
years of age due to additional exposure to PM2.5 and ozone. Population exposure to in-
creases in ground-level concentration of pollutants is calculated by applying the LandScan
2005 global population distribution data, which sums to 6.44 billion people [325]. Area-
averaged concentration increases are calculated considering either all grid cells or only
those with a greater than zero population, which represents predominantly the changes
over land (Appendix B.2.2). Country-specific age distribution (fraction of population over
30 years old) and baseline mortality rates for the relevant disease classes are taken from
the 2005 estimates of causes of death from the Global Health Estimates 2015 (GHE) [326].

PM2.5 health impacts are estimated as the increased mortality from noncommunicable
diseases (GHE code 600) and lower respiratory infections (GHE code 390) according to the
concentration-response function (CRF) defined by Burnett et al. [114]. This CRF is chosen
as it was derived from an ensemble of studies covering a wide range of population char-
acteristics and concentration levels. This model, called GEMM, is used to obtain mortality
hazard ratios from the yearly average PM2.5 concentrations output by the simulations, and
the hazard ratios are then applied to the baseline incidence rate of cause-specific mortality
to give a total number of excess deaths from concentrations above a counterfactual value.
The excess premature mortality attributable to additional aviation emissions is taken as
the difference to the baseline emissions scenario. Alternative estimations performed using
different CRFs and different mortality endpoints are given in Appendix B.4. Consistent
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with other aviation air quality studies [1, 211], different toxicities for specific PM2.5 con-
stituents are not considered, nor the effect of particle number.

Ozone health impacts are estimated as the increased mortality from all respiratory
diseases (GHE codes 390, 400, and 1170) according to the CRF established by Turner et al.
[104], which represents a 1.12 hazard ratio for a 10 ppbv increase in the yearly maximum
daily 8-hour average (MDA8) ozone mixing ratio. This CRF is the result of an analysis
of long-term ozone effects in a large cohort study in the United States, involving over
12.6 million person-years of follow-up. Alternative estimations with different CRFs and
mortality endpoints are given in Appendix B.4.

5.2.4 Uncertainty estimation
Uncertainty is quantified using independent variables associated with atmospheric mod-
elling in terms of PM2.5 concentration and ozone mixing ratio changes and with the CRFs
used. A multiplicative triangular error distribution T(0.36, 1, 2) is applied to PM2.5 and
T(0.5, 1, 1.5) to ozone changes, following the same methodology applied to GEOS-Chem
results by Grobler et al. [211], based on an inter-model comparison study [33]. For the
PM2.5 CRF, a normal distribution in the theta parameter of the GEMMmodel is considered,
as reported by Burnett et al. [114]. For the ozone CRF, a triangular distribution for the haz-
ard ratio is adopted, defined by the central value and the 95% confidence intervals reported
by Turner et al. [104]. The uncertainties are combined using a Monte Carlo approach with
105 samples, with 2.5th and 97.5th percentiles reported along with the results from nom-
inal input values. Other sources of error, such as in the baseline disease incidence rates
and population distribution are not considered.

5.3 Results and discussion
The effects of full-flight and LTO-only emissions perturbations on air quality are presented
in Sections 5.3.1 and 5.3.2, respectively. Estimates of the resulting health impacts associ-
atedwith the air quality degradation are presented in Section 5.3.3. How these sensitivities
differ between two years is presented in Section 5.3.4 and the limitations of this analysis
are discussed in Section 5.3.5.

5.3.1 Full-flight air quality impacts
The global average baseline PM2.5 concentrations and ozone mixing ratios through 2005
are shown in Figure 5.2 considering only populated areas, which excludes most of the
oceans. The seasonal patterns follow the Northern hemisphere, where 71% of the area
considered is and where average concentrations are higher. PM2.5 background levels are
higher during the northern winter, driven by longer atmospheric lifetimes of nitrate pre-
cursors, while ozone levels are higher during summer when solar activity is highest.

Figure 5.2 also shows the marginal increase in global concentrations for each (full-
flight) perturbation scenario, normalized by additional fuel burn mass. The largest in-
creases happen during boreal winter. The aviation-induced increase in PM2.5 is composed
mainly by ammonium and nitrate (Appendix B.3.5). The sensitivity of concentrations to
aviation emissions over Europe is consistently higher than those to emissions over the
other regions throughout the year. The timing difference in aviation-attributable surface
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Figure 5.2: Daily and 14-day moving averages of global ground-level PM2.5 concentration and ozone (MDA8)
mixing ratio in populated areas for the baseline simulation and the global increases per additional mass of fuel
burned due to increased full-flight emissions in each specific region.

ozone with background levels can be attributed to longer lifetimes in the mid-troposphere
duringwinter while the surface backgroundmixing ratios are governed by the steady-state
photochemical seasonal cycles [32].

On average, the sensitivity of global ground-level PM2.5 in populated areas to the EU
perturbation is 107% and 64% greater than the sensitivities to the AS and NA perturba-
tions, respectively (Figure 5.3). When changes over unpopulated areas are included, the
sensitivity to the perturbation in EU is 33% and 40% greater than those in AS and NA, re-
spectively. The population-weighted averages are 4.4 (AS), 3.3 (EU) and 3.3 (NA) times the
non-weighted averages over populated areas. These results reflect both the proximity of
aviation emissions near densely populated regions and the air quality sensitivity in these
areas. When accounting for differences in the population spatial distribution by using the
population-weighted metric, the sensitivity of global PM2.5 to aviation emissions over AS
is similar to that of emissions over NA (+5%), while the sensitivity to emissions over EU is
higher (+57% than AS, +65% than NA). The fact that the air quality sensitivity to aviation
emissions over EU is higher than to emissions elsewhere before population density data
or CRFs are applied means that atmospheric conditions for emissions in that region are
more favorable to PM2.5 formation.

Westerly prevailingwinds transport cruise emissions from EU to AS, while cruise emis-
sions over AS and NA get advected first to the Pacific and Atlantic oceans respectively.
Additionally, this higher impact of emissions in Europe is associated with higher avail-
ability of ammonia to react with NO𝑥 , particularly during winter, compared to the United
States coasts, East China and Japan (Appendix B.3.3). A lower percentage of population
in NA (39%) is over areas where the average gas ratio over January is above 1.3, than in
AS (82%) and EU (62%). The southeast of AS, where gas ratio is largely above 1.3 in both
winter and summer, lies at lower latitudes than the majority of cruise emissions in the
Northern Hemisphere. The mean atmospheric circulation patterns have been found to
be associated with higher global impacts of aviation emissions above the northern tropic
[12, 30]. Although these factors are identified as leading to differences in sensitivity, the
results do not decouple which mechanism contributes the most.
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Figure 5.3: Global increase in ground-level PM2.5 concentration and (MDA8) ozone mixing ratio per additional
mass of (full-flight) fuel burned in a specific region.

Compared to existing literature, the PM2.5 sensitivities to regional aviation emis-
sions perturbations reported here are higher than the sensitivity to global aviation emis-
sions estimated by values presented in Eastham and Barrett (0.282 population-weighted
µg⋅m−3⋅(Tg fuel)−1 [32] and Yim et al. (0.033 area-weighted µg⋅m−3⋅(Tg fuel)−1 [1]. Dif-
ferences in the models used, grid resolution, PM2.5 parametrization, emission inventories,
and the nonlinearity of the response to perturbation can all contribute to the observed
differences.

Impacts on ground-level ozone are more spatially diffuse, with the population-
weighted averages being 1.13 (AS), 1.05 (EU) and 1.03 (NA) times the averages over pop-
ulated areas (Figure 5.3). Aviation emissions in Europe also lead to higher population-
weighted ozone impacts (+32% than AS, +36% than NA). All cases have higher population-
weighted increases than the 2.87 pptv⋅(Tg fuel)−1 estimated for global full-flight emissions
by Eastham and Barrett [32], although they considered the maximum daily 1-h average
over the ozone season, when aviation contribution is smaller.

While there is stronger association between impacts and the perturbation in the same
region, there are still significant cross-regional effects, as shown in Figure 5.4. An increase
in emissions over Europe impacts Asia more (+32% for PM2.5 and +16% for ozone) than a lo-
cal increase of the same amount. In terms of total population exposure, Asia receives most
of the impacts in all cases. Additionally, most exposure from North American emissions
happen outside the region (92% for PM2.5 and 88% for ozone).

These significant cross-regional impacts pose regulatory challenges when accounting
for aviation’s environmental impact on a regional scale. For example, the projected long-
term growth in air traffic is spatially heterogeneous, estimated at ∼3% annually for EU
and NA and ∼6% annually for AS [327]. Considering the 2005 fuel burn over the EU and
AS regions (Table 1) and the different air quality sensitivities over fuel burn increases
(Figure 5.3), a twice as large rate of increase in emissions over AS compared to EU would
result in proportionately lower impacts (34% and 59% higher increases in PM2.5 and ozone
global exposure, respectively). In the same scenario, the resulting AS population exposure
attributable to emissions over EU would be 64% (PM2.5) and 55% (ozone) of those due to
the more rapidly increasing emissions over AS.
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Figure 5.4: Populated-weighted average increase in yearly PM2.5 concentration and ozone MDA8 mixing ratio at
each (receptor) region for increased full-flight emissions in each (source) region. Thewidths of the bars are scaled
to population count, such that the area represents total population exposure. For each scenario, the percentage
of total population exposure in each area is indicated below, with self-regional values in red.

5.3.2 LTO air quality impacts
Air quality impacts observed in simulations in which only LTO emissions over a region
were increased are compared to those in simulations with full-flight perturbations over
the same region, in order to differentiate between the LTO and non-LTO contributions to
full-flight impacts. For all three regions, the LTO contribution to full-flight population-
weighted PM2.5 increases varies from 10–20% during winter to 40–50% during summer
(Figure 5.5a). This is in linewith the shortermid-tropospheric lifetime of nitrate precursors
during summerwhichmay reduce the impacts of cruise emissions. Over the full year, LTO-
only perturbations result in 17% (AS), 26% (EU) and 29% (NA) of the population-weighted
PM2.5 within the same region attributed to full-flight emissions over that region. This is
higher than the LTO 9–11% share of fuel burn, demonstrated by the higher impacts per
fuel burn in Figure 5.5b.

Figure 5.5: Population-weighted regional PM2.5 and ozone increases with LTO and full-flight perturbations in the
same region. (a) ratio between LTO and full-flight (14-day averages). (b) yearly averages per additional mass of
fuel burn for each case, with summer (April through September) and winter (rest of the year) averages indicated
with marks.

Sensitivity of PM2.5 to LTO emissions in EU is higher compared to other regions (Fig-
ure 5.5b), which is consistent with higher ammonia availability. The percentage of LTO
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NO𝑥 released over areas with a monthly average GR > 1.3 for each region is 57% (AS),
74% (EU), 14% (NA) during January, and 68% (AS), 76% (EU), 21% (NA) during July (Ap-
pendix B.3.3).

LTO emissions cause close to zero net increase in ground-level ozone over the year:
3.5% (AS), 0.4% (EU) and 0.1% (NA) of the impacts on the same region from full-flight
emissions over the region. Airports are often situated in areas with high NO𝑥 ground-
level concentrations, where ozone production becomes limited by VOC and additional
NO𝑥 emissions can cause a decrease in ozone. Decreases in ozone are associated with the
formaldehyde to NO𝑦 ratio, particularly during winter when most of the decreases are
observed (Appendix B.3.4).

Operational strategies such as pushback control and de-rated takeoffs are a possible
way of reducing LTO emissions [279]. The seasonal sensitivity trends reported here make
the use of such strategies have a stronger air quality effect during summer at regional levels
(Figure 5.5b). Similarly, alternative technological mitigation options targeting short-haul
flights (which have higher percentage of LTO emissions/impact), such as electric or hybrid
flying, would also have stronger effects during the summer, and in addition would result
in approximately twice the air quality improvement (in terms of PM2.5 concentration from
LTO emissions) if they were to be introduced in EU compared to AS and NA.

5.3.3 Health impacts
Figure 5.6 presents the sensitivity of regional human health impacts to full-flight emissions
per region of perturbation. Most of the increase in premature mortalities from additional
aviation emissions from any of the three regions happens in Asia, both due to ozone and
PM2.5. The fact that Asia receives the largest share of health impacts despite not neces-
sarily being the most affected region in terms of air quality from aviation emissions over
other regions (Figure 5.4) is due to a larger population count, which leads to more total
population exposure.

Figure 5.6: Premature mortality from aviation-attributable PM2.5 and ozone at each (receptor) region for in-
creased full-flight emissions in each (source) region.

The application of country-specific baseline disease mortality rates decreases the share
of PM2.5 impacts in Asia: in the case of perturbation in AS, for example, AS receives 87%
of added global exposure (Figure 5.4) but has 75% of global excess deaths (Figure 5.6). For
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ozone impacts the opposite occurs, with AS having 68%, 60%, and 59% of global expo-
sure and 75%, 68%, and 67% of deaths resulting from perturbations over AS, EU, and NA,
respectively. Country-specific baseline disease mortalities have a net effect from both
PM2.5 and ozone of higher global health impacts in all three full-flight perturbation cases.
Estimates using different baseline disease mortality rates and different CRFs are given in
Appendix B.4.

The sensitivity of total global health impacts to aviation emissions over EU is 45% and
50% higher than the sensitivity to emissions over AS and NA, respectively (Table 5.2).
Extrapolating for the total 2005 aviation emissions – estimating the global sensitivity to
emissions from other regions (23% of total) from an additional global coarse resolution
simulation (Appendix B.5) – gives a total of 20300 (95% CI: 9800–40300) premature deaths
due to PM2.5 and 38300 (21600–57800) due to ozone. Both these numbers are highly
sensitive to the choice of CRF used, however the ratio of impacts from different source
regions is mostly independent from the CRF chosen (Appendix B.4).

Table 5.2: Aviation-attributable premature mortality by region of emission per mass of fuel burned
[deaths⋅(Tg fuel)−1] (95% confidence interval), the fraction of mortality by each pollutant and the fraction of
mortality in the same region of perturbation.

Perturbation region Mortality increase PM2.5:ozone impacts Inside:outside

AS 294 (195–433) 33:67 75:25
EU 427 (284–641) 40:60 27:73
NA 285 (190–422) 34:66 12:88

For comparison, the number of yearly aviation-attributable premature deaths just from
PM2.5 was estimated by Yim et al. [1] as 13900, considering the CRF of cardiopulmonary
diseases and lung cancer from Ostro [328]. Eastham and Barrett estimated a 9200 increase
in cardiovascular mortality due to PM2.5 [32] using a CRF fromHoek et al. [329]. Applying
the same CRFs to this study results in 9500 (Ostro) and 13800 (Hoek et al.) premature
deaths from PM2.5.

Using a more conservative CRF for ozone [330] yields 12800 premature deaths, and
further restricting the mortality endpoints to just chronic obstructive pulmonary disease
and asthma (excluding respiratory infections) would lead to 8400 deaths, compared to the
6800 deaths estimated by Eastham and Barrett [32] using this CRF.

Total (PM2.5 and ozone) premature deaths from the LTO-only perturbations are 10.8%
(AS), 16.7% (EU), 14.5% (NA) of mortality within the same region caused by local full-flight
perturbation. For each region, the local deaths from LTO emissions are 7.8% (AS), 5.1%
(EU), and 1.7% (NA) of the global mortality attributed to full-flight emissions over the
region. The low contribution of LTO to health impacts results from the large portion
of overall impacts caused by ozone and the near zero ozone increase in the LTO-only
scenarios, which might not happen to the same extent for the 23% remaining emissions
outside the three regions focused on here.
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5.3.4 Effects of changing non-aviation emissions
The regional sensitivities presented in the previous sections are calculated for 2005, includ-
ing a 2005 “baseline” atmosphere in terms of other (non-aviation) athropogenic and bio-
genic emissions, as well as meteorology. Background (non-aviation) emissions, a key com-
ponent to different air quality sensitivities, as observed in this study and elsewhere [313],
are also changing over the years [331, 332]. To quantify the effect of the background emis-
sions and meteorology have on the sensitivity to aviation emissions, the coarse regional
sensitivities are also calculated using non-aviation emissions and meteorology fields rep-
resentative of the year 2013.

The sensitivities of global population PM2.5 exposure to full-flight emissions are higher
in the 2013 scenarios for perturbations in aviation emissions over AS (+8.2%), EU (+6.6%),
and NA (+12.3%). The sensitivity of global PM2.5 to aviation emissions over EU is still 57–
60% higher than to aviation emissions in the other regions. While intra-regional PM2.5
sensitivities changed by ∼10%, the cross-regional sensitivity changes ranged from −29% to
+16%. The sensitivities of global population ozone exposure to full-flight emissions change
less: +1.5%, −1.4%, and +1.4% for perturbations over AS, EU, and NA, respectively.

Overall, increases of both PM2.5 and ozone sensitivities are larger for intra-regional
source-receptor pairs, suggesting that the relative importance of LTO emissions increases.
This is consistent with the higher GR and FNR observed, however differences in meteo-
rology may also be driving these sensitivity changes, and these are not directly decoupled
here. An LTO-only perturbation simulated for the EU domain results in higher air qual-
ity impacts for the same amount of added emissions compared to the 2005 scenario (25%
more perturbation-induced PM2.5 exposure and 6.4% more ozone exposure). The ratio of
population PM2.5 exposure associated with LTO and full-flight emissions over EU is 8.8%
for 2013 versus 7.5% for 2005.

These results underscore the importance of considering aviation emissions in the con-
text of those from other sectors when estimating aviation’s future air quality impacts, as
well as the effects of aviation-related mitigation measures in the future, particularly for
PM2.5 impacts.

5.3.5 Limitations
While the most recent global aviation emissions inventory available for this study was of
the year 2005, air traffic has approximately doubled since then [224], and the world pop-
ulation has increased by over 15%. While this may not necessarily affect the sensitivity
values presented here, it is possible that second order air quality sensitivities to aviation
emissions become significant for emission increases beyond the ranges evaluated here Ap-
pendix B.2.4. In addition to the effects of changing non-aviation emissions on the sensitiv-
ities presented in Section 5.3.4, air quality impacts from aviation could also be magnified
by climate change effects on the atmosphere [230]. The effects of long-term evolutions in
atmospheric composition and meteorology to air quality sensitivity to aviation were not
investigated in this study.

Water and aerosol from aviation emissions influence cloud formation and radiative
properties, with these effects being a significant part of aviation’s climate impacts [3].
Aerosol interaction with clouds affect aerosol microphysical evolution (condensation, ag-
glomeration, reactivity, photolysis rates, etc.) and wet deposition. Since the simulations
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performed use prescribed meteorology with these interactions being simulated in a pa-
rameterized manner, this secondary effect of changes in clouds affecting particulate mat-
ter back is not captured. This can be considered an acceptable compromise given that the
analysis concerns the impacts of marginal changes of aviation emissions. In addition, the
near-surface aerosol impacts of aviation induced cloudiness could also be considered in
future research.

Toxicity of PM2.5 constituents was considered to be uniform, i.e. not being specific to
their individual chemical composition or particle morphology. There is, however, grow-
ing evidence that particulate matter toxicity to humans is dependant on factors besides
total PM2.5 mass which are not accounted for here [61, 62]. Considering uniform PM2.5
toxicity could underestimate the relative importance of LTO emissions, which have higher
(ultrafine) black carbon components.

5.4 Conclusion
In this chapter, by using multiple simulations of a global and regional atmospheric CTM,
the air quality and human health impacts of aviation emissions from different regions
are isolated. Significant intercontinental effects are found, with 73% and 88% of prema-
ture mortality caused by aviation emissions over Europe and North America, respectively,
occurring outside those regions. The largest receptor of health impacts from aviation emis-
sions over any of the three regions is Asia, due principally a larger population. While total
health impacts are driven largely by population densities, the air quality impacts of emis-
sions are also driven by atmospheric conditions. Higher PM2.5 sensitivities are associated
with ammonia availability (GR) and ozone sensitivity to LTO emissions is associated with
the formaldehyde to NO𝑦 ratio. The same amount of emissions leads to higher PM2.5 and
ozone increases, and ultimately cause an average of 45–50% more health impacts if it is
emitted over Europe instead of North America or Asia.

The cross-boundary nature of air quality impacts from aviation means that regional
full-flight regulations alone in Europe and North America will yield the majority of corre-
sponding air quality benefits outside those regions, while the opposite holds for Asia. The
results obtained highlight the need to take non-LTO emissions into account when evaluat-
ing air quality, as they are associated with 83–89% of health impacts considering the same
region as source-receptor, and 92.2–98.3% of global health impacts caused by emissions in
each region.

The regional differences in the human health impact sensitivities to aviation emissions
observed here underscore the importance of considering aviation emissions in the con-
text of those from other sectors, particularly since background atmospheric composition
remains a driver of aviation’s regional impacts, when population distribution is decou-
pled. Overall, the findings that the same amount of aviation emissions can have impacts
of significantly different magnitudes depending on the emission location suggest that this
nonuniformity could be taken into account in policies aiming to minimize total health
impacts from aviation more efficiently, considering the projected globally heterogeneous
growth of aviation emissions. Finally, the results indicate that when optimizing aircraft
design, operations and/or regulatory decisions for minimizing aviation’s environmental
footprint (air quality, climate, noise), full-flight (LTO and non-LTO) emissions need to be
taken into account, as well as their regional distribution.
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5.5 Data availability
The data that support the findings of this study (atmospheric model output used in the cal-
culations and the baseline mortality rates considered) are openly available at the following
DOI: 10.4121/uuid:842594f5-6ebc-4150-afbd-7fcaa407aadb.
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6
Present and future air quality

impacts from aircraft emissions

Por esse pão pra comer, por esse chão pra dormir
A certidão pra nascer, a concessão pra sorrir
Por me deixar respirar, por me deixar existir

Deus lhe pague
Pela cachaça de graça que a gente tem que engolir
Pela fumaça, desgraça, que a gente tem que tossir

Pelos andaimes, pingentes, que a gente tem que
cair

Deus lhe pague
Pela mulher carpideira pra nos louvar

e cuspir
E pelas moscas-bicheiras a nos beijar e cobrir

E pela paz derradeira que enfim vai nos redimir
Deus lhe pague

For this bread to eat, for this floor to sleep on
The certificate to be born, the concession to smile

For letting me breathe, for letting me exist
May God pay you back

For the free booze that we have to swallow
For the smoke, disgrace, that we have to cough
For the scaffolding, swinging, that we have to

fall from
May God pay you back

For the mourner woman to praise us
and spit upon us

And for the flies kissing and covering us
And for the final peace that will at last redeem us

May God pay you back

Construção (Construction), by Chico Buarque

Chapter 3 described the development of an up-to-date global inventory of aircraft emissions
for the years 2017–2020, discussing how emissions increased from 2005. In Chapter 4, that
inventory was projected forward to estimate how aircraft emissions might further increase
up to the year 2050. Lastly, Chapter 5 explored how aircraft emissions released in different
regions can impact air quality and human health. In this chapter, those previously produced

 This chapter is based on a manuscript that is being prepared for a scientific journal. Please cite as shown in
the list of peer-reviewed journal articles, item 6.
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inventories are used in atmospheric simulations to quantify the global air quality and human
health impacts due to aircraft emissions in 2019, and for multiple scenarios for the year 2040.
It is estimated that a total of 33 900, 79 500, and 2700 deaths in 2019 are attributable to PM2.5,
ozone, and NO2 increases caused by aircraft emissions. In the baseline 2040 scenario, the
health impact from all three pollutants increases by 28%, 76%, and 135% relative to 2019 for
low, baseline, and high scenarios of future aircraft emissions. Comparison of simulations with
different scenarios of non-aviation emissions, aircraft emissions, and meteorology fields give
further insight into how aviation’s air quality impacts might change over the next decades.

6.1 Introduction
Aircraft emissions contribute to multiple environmental problems including climate
change [5], excessive nitrogen deposition (Chapter 7), and air quality (as already discussed
in Chapter 5). Degradation of air quality attributed to aircraft, in the form of higher
ground-level concentrations of fine particulate matter (PM2.5) and ozone, has been esti-
mated to lead from hundreds to tens of thousands of additional human deaths annually
[1, 30, 32, 158, 212]. The fast pace of aviation’s growth, resulting in 3–4% average yearly
increases in global jet fuel use over the past two decades (Chapters 3 and 4), poses a signifi-
cant challenge to its environmental sustainability. Currently, pledges of carbon neutrality,
generally aiming for the year 2050 as the target, take a prominent position in the sector’s
outlook for the upcoming decades, with the intent of addressing some of the climate forc-
ing attributed to aviation [49–54]. In these plans, carbon neutral flights are to be achieved
largely by the use of sustainable aviation fuels [144], which do not substantially change
with regard to NO𝑥 emissions [306], that are thus expected to continue to increase taking
into account both traffic growth and technology improvements (Chapter 4). As aircraft
impact air quality mainly through their NO𝑥 emissions (Section 2.5 and Chapter 5), these
impacts will increase significantly over time if their sensitivity to emissions remain similar
or increase. Given that aviation is a particularly difficult sector to reduce emissions dur-
ing the 21st century [143, 333], its environmental impacts, such as air quality degradation,
might also increase in relative importance compared to other human activities.

Aircraft emissions are released mostly in the upper troposphere and lower strato-
sphere, impacting air quality at up to intercontinental distances, largely through sec-
ondary pollutants formed by photochemistry reactions and transport to the surface (Chap-
ter 5). Because of this, the sensitivity of air quality and human health impacts to aircraft
emissions are spatially nonuniform, and vary with background concentrations that de-
pend on emissions from other sectors, in addition to being dependent on meteorological
conditions. This makes assessing these impacts particularly challenging considering the
spatial nonuniformity in temporal changes of air traffic (Chapter 3), population distribu-
tion [334, 335], anthropogenic emissions [336], and climate [337].

Previous studies have quantified the air quality impacts of aircraft emissions within lo-
cal [338, 339], regional [212, 340–342], and global scopes [1, 30, 32, 33, 158, 323, 343–345].
The magnitude of results has showed significant variation across different atmospheric
models, including both those with online and offlinemeteorology, and with different meth-
ods of modeling chemistry, aerosol microphysics, among other parameters [33]. Some of
these studies also quantify the human health impacts associated with this degradation of
air quality, with results also varying according to what is considered with regard to pol-
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lutants (most commonly PM2.5, and often ozone), mortality endpoints and concentration-
response functions (CRF). Yim et al. found that aircraft emissions in 2005 led to 16000 (90%
CI: 8300–24000) additional deaths globally due to PM2.5 and ozone, with the latter pollu-
tant accounting for 2100 (90% CI: 1000–3300) of the total [1]. For the same year, the study
described in Chapter 5, using different atmospheric modeling and CRFs, found 20300 (95%
CI: 9800–40300) premature deaths due to PM2.5 and 38300 (95% CI: 21600–57800) due to
ozone. Analyzing the year of 2006, Eastham and Barrett found aviation-attributable pre-
mature mortality of 9200 (95% CI: 5200–13000) for PM2.5, and 6800 (95% CI: 3000–10000)
for ozone, as well as 400 (95% CI: 190–610) mortalities prevented due to reduced UV-B
exposure from higher ozone column concentrations [32].

Comparing aviation’s impacts on air quality between 2006 and 2050, one study found
that non-LTO impacts increase over the northern hemisphere by ∼150% (PM2.5) and ∼50%
(ozone) [346], and another found that annual global mortality associated with PM2.5 in-
creases from 405 (95% CI: 182–648) to 2287 (1114–2889) [345]. Presently, there are some
efforts to evaluate future atmospheric impacts of aviation with a focus on climate [34, 347],
but those largely disregard the associated air quality impacts, which have been shown to
result in the majority of marginal societal damages related to aircraft emissions [211].

In this chapter, the GEOS-Chem chemical transport model is used to quantify the past
(year 2005), present (2019) and future (2040) global air quality impacts of aviation. Future
impacts are evaluated by combining forecasts of aircraft emissions under different market
and technology development scenarios with atmospheric simulations using non-aviation
emissions consistent with seven different Shared Socioeconomic Pathways (SSP) [348].
Impacts in 2040 are also evaluated usingmeteorological inputs from a global climatemodel
under different SSPs.

6.2 Methods
The GEOS-Chem model version 13.3.3 is used to quantify the impacts of aircraft emis-
sions in the atmosphere at a global scale. Simulations are performed with and without
aircraft emissions, and the difference in air quality across the simulation runs is taken
as aviation’s contribution to ground-level air pollution. The scope of this study includes
only emissions from fixed-wing civil aircraft, so the terms “aviation” and “aircraft” are
used interchangeably to refer to them. In some scenarios, aircraft emissions from landing
and takeoff operations (LTO), defined as those up to 3000 ft above ground, are evaluated
separately to isolate their contribution to impacts from full-flight emissions (LTO plus
non-LTO). Human health impacts are quantified as the expected increase in mortality as-
sociated with long-term exposure due to changes in the surface level concentrations of
PM2.5, ozone, and NO2.

Three sets of multiple scenarios are considered, with different aviation emissions, non-
aviation emissions, and meteorological fields. Firstly, “present day” impacts on air quality
and human health from aircraft emissions are investigated by performing simulations of
the year 2019, as the last representative year of aviation activity before the COVID-19
pandemic (Section 6.3.1). Secondly, the effects of the evolution of both aviation and non-
aviation emissions are evaluated by comparing results from simulations for the years 2005,
2019, and 2040 (Section 6.3.2). And thirdly, simulations using different meteorological
fields for the year 2040 are compared in order to evaluate the sensitivity of aviation’s
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impacts on air quality to a range of atmospheric conditions representative of possible
future SSP scenarios (Section 6.3.3). Table 6.1 summarizes the experiments performed.

Table 6.1: List of scenarios simulated. The three 2019 scenarios marked with an asterisk (*) are also simulated at
higher resolution using nested domains.

Meteorology Non-aviation emissions Aviation emissions

2005 2005 2005, off

2019 2019 2019*, 2019 NO𝑥 -only,
2019 LTO-only*, 2005, off*

2019
2040 SSP1-1.9, SSP2-4.5,

SSP3-7.0, SSP4-3.4,
SSP4-6.0, SSP5-8.5

2040 baseline, off

2019 2040 SSP2-4.5 2040 high, 2040 low,
2040 baseline NO𝑥 -only

2019 2040 SSP1-1.9,
SSP2-4.5, SSP3-7.0 2040 baseline LTO-only

2040 SSP1-2.6,
SSP2-4.5, SSP5-8.5

2040 matching
meteorology SSP 2040 baseline, off

2040 SSP2-4.5 2040 SSP1-2.6, SSP5-8.5 2040 baseline, off
2040 SSP1-2.6,

SSP5-8.5 2040 SSP2-4.5 2040 baseline, off

6.2.1 Aircraft emissions
Civil aircraft emissions for all simulated years are modeled as three-dimensional fields
of monthly-averaged emission rates of NO𝑥 (as NO2), CO, hydrocarbons (HC, speciated
according to the U.S. EPA’s profile #5565 [349]), SO𝑥 (based on a constant 600 ppm fuel
sulfur content), nonvolatile particulate matter mass (nvPMm, as hydrophilic black carbon
aerosol). Emission rates for 2019 are calculated from the bottom-up inventory described
in Chapter 3, totaling 4.62Tg of NO𝑥 (in base NO2) over the year. Fuel burn estimates are
based on average time-in-mode values for LTO [265], and on the BADA aircraft perfor-
mance model [262] for the non-LTO portions of flights. Emission indices (EI, mass ratio
of emission and fuel burned) are calculated using data from the ICAO (International Civil
Aviation Organization) Engine Emission Databank [169], according to the Boeing Fuel
Flow Method 2 [246] and FOA 4 methods [21, 270]. Emission rates for 2005 are calculated
in the same manner, using data published by Simone et al. [41]. For both years, only
emissions from aircraft’s main engines and APU are considered, without taking into ac-
count emissions from ground support equipment, tire and brake dust, and emissions from
airport operations.

Aircraft NO𝑥 emissions for the year 2040 are calculated as described in Chapter 4. Fuel
burn for the year 2018 (Chapter 3) is used as a starting point for the projection, which con-
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siders region-specific traffic growth rates forecast by ICAO for both passenger and cargo
services [224, 300], reduction in fuel consumption rates due to technological [148, 221]
and operational [304] improvements according to targets from ICAO, aircraft retirement
rates [303]. NO𝑥 emission indices of newly introduced aircraft in each future each until
2040 are modeled starting with a set of reference “state-of-the-art” aircraft types, and im-
proved based on the technology goal for the year 2027 proposed by a 2017 independent
expert integrated review panel from ICAO [148] and based on a continuing trend of over-
all engine pressure ratio increasing up to the year 2027 to values of 70 (widebodies), 65
(narrowbodies), and 60 (regional jets). Future aircraft emissions of CO, hydrocarbons, and
nonvolatile particulate matter are estimated by multiplying projected fuel burn with the
emission indices found for 2018, using values specific to each region and class of aircraft.
Simulations including only NO𝑥 emissions from aircraft provide an indication of the limit
on the impact of a potential overestimation of non-NO𝑥 emissions due to this assumption
of constant EI.

6.2.2 Atmospheric modeling
The atmosphere is modeled with the GEOS-Chem classic v13.3 model [350], driven by
MERRA-2 reanalysis meteorological fields for the years 2005 and 2019 [268] in Sec-
tions 6.3.1 and 6.3.2, and driven by meteorological fields for the year 2040 from GCAP 2.0
[351] in Section 6.3.3, which are generated for CMIP6 (Coupled Model Intercomparison
Project, phase 6) scenarios [352] using the global climate model E2.1 from the NASA God-
dard Institute for Space Studies (GISS) [353, 354]. GEOS-Chem simulates tropospheric
and stratospheric photochemistry as described by Eastham et al. [315]. Sulfate-nitrate-
ammonium aerosol thermodynamics modeling is described by Park et al. [355] and uses
the ISORROPIA thermodynamic module [191]. Non-aviation anthropogenic emissions
are from the CEDS v2 inventory for the years 2005 and 2019 [356], and from CMIP6 [348]
processed by GCAP 2.0 for the year 2040 [351].

PM2.5 concentration is calculated from model tracers according to Equation (6.1). In
addition to ammonium, sulfate, and nitrate, the PM2.5 definition also includes hydrox-
ymethanesulfonate (HMS), hydrophilic and hydrophobic black carbon (BCPI, BCPO), hy-
drophilic and hydrophobic organic carbon aerosol (OCPI, OCPO), simplified secondary or-
ganic aerosol (SOAS), accumulation mode sea salt aerosol (SALA), and mineral dust with
reference effective radii of 0.7 µm and 1.4 µm (DST1, DST2). Hygroscopic growth factors
of 𝐺𝐹 𝑆𝐼𝐴 = 1.10, 𝐺𝐹 𝑜𝑟𝑔 = 1.08, and 𝐺𝐹 𝑆𝑆𝐴 = 1.86 are used. The resulting PM2.5 concentra-
tions are corrected for standard temperature and pressure conditions, as is customary in
air quality data used in epidemiological studies.

PM2.5 =(NH+
4 +SO2−

4 +NO−
3 +HMS) ⋅𝐺𝐹 𝑆𝐼𝐴

+BCPI+BCPO+OCPO+ (OCPI+SOAS) ⋅𝐺𝐹 𝑜𝑟𝑔
+ (SALA) ⋅𝐺𝐹 𝑆𝑆𝐴 +DST1+ (DST2) ⋅ 0.3

(6.1)

Simulations are performed at 2° latitude and 2.5° longitude resolution globally, with
either 72 (MERRA-2 meteorology) or 40 (GCAP 2.0 meteorology) vertical levels up the sur-
face to 0.01 hPa. Results for the three scenarios quantifying impacts of aircraft emissions
in 2019 — full-flight, LTO-only, and no aviation emissions, as indicated in Table 6.1 — are
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further refined by nested simulations using 0.5°×0.625° grids over Asia (60 °E – 150 °E, 11 °S
– 55 °N), Europe (30 °W – 50 °E, 30 °N – 70 °N), and North America (140 °W – 40 °W, 10 °N
– 70 °N). The nested simulations use the global coarse resolution runs for boundary con-
ditions. At all spatial resolutions, timestep for transport and convection is 10min and for
chemistry and emissions it is 20min.

6.2.3 Human health impacts
Exposure to pollutants is calculated using population maps for 2005 and 2019 from Land-
Scan, totaling 6.44 and 7.56 billion people, respectively [325, 357]. Population distributions
for the year 2040 from Jones and O’Neil are used [334], which take into account different
national population and urbanization projections consistent for each SSP [335], totaling
8.35 (SSP1), 8.81 (SSP2), 9.28 (SSP3), 8.76 (SSP4), 8.41 (SSP5) billion people. Health impacts
are quantified as the increase in yearly mortality of persons older than 30 years due to
long-term exposure to PM2.5, ozone, and NO2. The fraction of population that is aged
30 or above is taken as country-specific values according to the Global Health Estimates
(GHE) from the World Health Organization for the years 2005 (46.0% globally) and 2019
(50.1%) [326, 358]; the country-specific fractions for the year 2040 are given by the SSP
definitions [335], ranging between 48.6% (SSP3) and 50.1% (SSP5). Cause-specific baseline
mortality rates are also taken from the GHE for 2005 and 2019; estimates for 2040 adopt the
same rates from 2019. Exposure and health impact are calculated with a global 0.5°×0.625°
grid (edge-aligned with the atmospheric model’s 2° × 2.5°) in which a country is assigned
to each cell based on geocoding data from OpenStreetMaps, accessed via the Nominatim
search tool.

Mortality due to noncommunicable diseases and lower respiratory infections associ-
ated with annual average exposure to PM2.5 is quantified by the GEMM nonlinear CRF,
which was derived from a meta-analysis including a wide range of concentration values
[114]. All-cause nonaccidental mortality associated with peak-season average daily max-
imum 8-hour average (MDA8) ozone is quantified by the relative risk of 1.01 (CI: 1.00–
1.02) per 10 µg⋅m−3 suggested by the meta-analysis from Huangfu and Atkinson [117].
Peak-season ozone is taken as the grid-cell local highest 6-month rolling average MDA8
concentration, looping over December and January. All-cause nonaccidental mortality as-
sociated with annual average NO2 is quantified by the relative risk of 1.02 (CI: 1.01–1.04)
per 10 µg⋅m−3, based on a meta-analysis also from Ref. [117]. The same constant factors
of 1.96 (ozone) and 1.96 (NO2) used by Ref. [117] are adopted to convert mixing ratios in
ppb to mass concentrations in µg⋅m−3.

Uncertainty in mortality estimates is calculated considering only the uncertainty as-
sociated with the CRFs. For PM2.5, a normal distribution of the theta parameter in the
GEMM model is considered, using the standard deviation provided with the CRF [114].
For the ozone and NO2, triangular distributions are used for the hazard ratios, defined by
the central values and the 95% confidence intervals reported with the CRFs [117]. The
uncertainties are calculated using a Monte Carlo approach with 1 ⋅104 samples, with 2.5th
and 97.5th percentiles reported along with the results from nominal input values. For clar-
ity, the lower bound of ozone mortality estimates based on the reported hazard ratio of
1.00 are truncated to zero.
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6.3 Results
6.3.1 Present-day impacts of aircraft emissions
In the simulations for the year 2019, full-flight emissions led to overall annual increases in
PM2.5 and ozone ground-level concentrations, and both increases near large airports and
decreases elsewhere in NO2 concentrations (Figure 6.1). Whereas low-altitude NO𝑥 emis-
sions increase NO2 concentrations locally near airports, it is suggested that high-altitude
NO𝑥 largely affects the surface by way of producing ozone [32], which then drives ad-
ditional conversion of ground-level NO2 into HNO3 [346]. Most of the global air quality
impacts occur in the northern hemisphere, where 92% of fuel burn takes place: 93% (PM2.5),
87% (ozone), and 97% (NO2) of area-weighted concentration increases and 99% (PM2.5), 97%
(ozone), and 95% (NO2) of population exposure increases due to full-flight emissions occur
north of the equator. On average within that hemisphere, full-flight emissions increased
the PM2.5 concentration over populated areas by 0.051 µg ⋅m−3, peak-season ozone MDA8
by 1.3 ppbv, and decreased NO2 by 8.6 pptv. In the same area, these aircraft-attributable
changes represent 0.2% (PM2.5), 2.6% (peak-season ozone), and −0.7% (NO2) of (all-source)
background pollutant levels, i.e. both due to natural and anthropogenic emissions. The
share of pollutant levels attributable to aircraft vary regionally; for example, aircraft emis-
sions are responsible for more than 2% of PM2.5 concentrations over large areas in Europe
and North America (Figure C.2).

The comparison of northern hemisphere area-weighted air quality impacts to the
population-weighted averages over select regions listed in Table 6.2 highlight differences
in how pollutants are affected by aviation. While ozone impacts are more spatially uni-
form, PM2.5 impacts from aviation are greater in more populated regions, affecting people
in Asia more than in the other regions considered, with over 1.5 billion people in Asia ex-
periencing an increase of more than 0.2 µg⋅m−3 in annual PM2.5 (Figure 6.2). Globally, 95%
of area and 71% of population see a decrease in NO2 due to full-flight emissions (driven
by non-LTO), but large concentration increases in populated regions cause the average
exposure change to be positive (Figures 6.1 and 6.2). NO2 average exposure increased sig-
nificantly more in North America than in the other regions, which is consistent with the
greater relative importance of LTO emissions to overall air quality impacts in that region
(as discussed in Section 5.3.2), in addition to a higher ratio of LTO to full-flight emissions
over the region. As Figure 6.2 shows, compared to other regions, North America has a
lower proportion of population in areas with negative annual NO2 changes. Globally,
aviation represents 0.3% (PM2.5), 1.8% (peak-season ozone), and 0.3% (NO2) of all-source
population exposure.

Landing and takeoff emissions are responsible for 10.9% (PM2.5), 3.5% (peak-season
ozone MDA8), and 159% (NO2) of global exposure attributed to full-flight emissions, with
the latter driven by non-LTO emissions having a net negative change on global NO2 ex-
posure. The share of full-flight impacts due to LTO emissions is not uniform spatially, for
example in some areas close to large airports half of aircraft-attributable PM2.5 is caused by
LTO emissions (Figure C.3). The seasonality of LTO and non-LTO impacts is also different.
Due to lower temperatures and solar radiation, the atmospheric lifetimes of NO𝑥 released
at cruise altitude and its products are longer during winter, which allows them to cause
effects ultimately affecting the surface before they are removed by wet deposition [32].
This causes the average global concentration changes of both PM2.5 and ozone due to full-
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Figure 6.1: Ground-level PM2.5 mass concentration, and ozone and NO2 mixing ratio changes attributed to 2019
full-flight emissions.
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Figure 6.2: Histogram of population exposure attributed to 2019 full-flight emissions, per region.
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Table 6.2: Modeled background and aircraft-attributable population-weighted concentrations in 2019 for Asia
(AS), Europe (EU), North America (NA), and the whole world.

AS EU NA World

PM2.5, annual mean,
µg⋅m−3

Full-flight 0.165 0.122 0.054 0.121
LTO-only 0.014 0.022 0.011 0.013
Background 50.9 17.3 8.9 37.3

Ozone, peak-season mean
MDA8, ppbv

Full-flight 0.954 1.065 1.074 0.920
LTO-only 0.022 0.064 0.096 0.035
Background 62.9 49.1 49.9 56.4

NO2, annual mean,
ppbv

Full-flight 0.017 0.023 0.052 0.017
LTO-only 0.018 0.032 0.056 0.021
Background 6.68 3.32 3.23 4.85

flight emissions to be twice as high during boreal winter compared to summer (Figure C.1),
while the global net NO2 reduction goes from ∼0.4 pptv in June-July-August to ∼5.4 pptv in
December-January-February. Impacts from LTO emissions are less dependent on seasonal
differences in tropospheric lifetime, and ozone changes are higher during summer due to
higher solar radiation, in phase with impacts from other ground-level pollution sources.

The scenario where only NO𝑥 emissions from aircraft are included in the simulation
resulted in 70% (area-weighted) and 87% (population-weighted) of the global annual PM2.5
changes observed when also including aircraft emissions of other species (Figure C.4). In
the NO𝑥 -only perturbation scenario, 97% of ground-level PM2.5 increase (global annual
area-weighted average) is in the form of ammonium and nitrate aerosol and 2.9% is sul-
fate aerosol (Table 6.3), which is formed due to the increased oxidizing capacity of the
atmosphere promoting its formation from SO2 [187]. When including emissions of other
species from full-flight activities (SO𝑥 , hydrocarbons, CO, and black carbon), global PM2.5
changes consist of: ammonium and nitrate (71.5%), sulfate (23.5%), black carbon (0.6%),
organic aerosol (4.5%). NO𝑥 is responsible for almost all of ozone and NO2 impacts, with
the difference between the scenarios being less than 1%.

Table 6.3: Share of individual components (per mass) of modeled ground-level PM2.5 attributed to aircraft emis-
sions in 2019, for different perturbation scenarios. The values represent annual global area-weighted averages.

Full-flight
All-species

Full-flight
NO𝑥 -only

LTO-only
All-species

Ammonium aerosol 52.1% 77.9% 13.0%
Sulfate aerosol 23.5% 2.9% 56.9%
Nitrate aerosol 19.4% 19.2% 20.8%
Organic aerosol 4.0% 0.0% 7.8%
Black carbon 0.6% 0.0% 1.1%
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Globally, aircraft emissions in the year 2019 are associated with a total excess mortal-
ity of 116100 (Table 6.4) due to PM2.5 (29%), ozone (68%), and NO2 (2%). 59% of aircraft-
attributable mortality occurs in Asia, where 57% of the global population over age 30 is
located. Emissions from LTO are responsible for 9.5% of total mortality attributed to full-
flight emissions, having a greater health impact associated with PM2.5 and NO2 per mass
of fuel burned than non-LTO emissions, and lower with ozone. LTO emissions lead to
a decrease in ozone during winter near regions of large aircraft emissions, which is as-
sociated with conditions changing into an ozone production regime limited by volatile
organic aerosols, as was observed in the study described in Chapter 5. If ozone health
impacts are estimated using a CRF considering annual concentration averages instead of
peak-season averages, such as the relative risk of death by respiratory diseases of 1.12 per
10 ppbv found by Turner et al. [104], the ratio of global mortality due to ozone between
LTO and full-flight emissions is 2.2% instead of 4.1% as in Table 6.4. Mortality associated
with NO2, which has not been evaluated in previous studies of global aviation impacts,
is only 2.4% of full-flight impacts, but 32% of LTO impacts, highlighting its importance at
local scales. Using different models, Arter et al. found NO2 to account for 91% of LTO-
attributable mortality in the contiguous United States [359], compared to 43% found here
for North America.

Table 6.4: Premature mortality in 2019 attributed to aircraft emissions, in thousands of deaths. LTO-only impacts
in parenthesis.

Asia Europe North America World

PM2.5 22.5 (2.0) 8.1 (1.5) 2.4 (0.5) 33.9 (4.2)
Ozone 45.2 (1.1) 16.6 (1.0) 8.4 (0.8) 79.5 (3.2)
NO2 1.4 (1.6) 0.7 (1.0) 0.8 (0.9) 2.7 (3.5)
Total 69.0 (4.7) 25.4 (3.5) 11.7 (2.2) 116.1 (11.0)

6.3.2 Future emissions scenarios
Global aircraft NO𝑥 emissions are estimated to increase between 2019 and 2040 by 10%,
56%, and 97% in the low, baseline, and high projection models, respectively. This follows
the realized increase of 72% between 2005 and 2019. On the global average, surface aircraft-
attributable PM2.5 and ozone concentrations increase approximately in proportion to the
mass of emissions in the perturbation (Figure 6.3). Across different future non-aviation
emissions scenarios, mean concentration changes due to full-flight emissions vary rela-
tive to SSP2-4.5 from −4% to +13% for PM2.5, and from −9% to +3% for ozone. NO2 net
decreases, on the other hand, have lower sensitivity to full-flight aircraft emissions in the
future than in 2019, which in turn have decreased sensitivity compared to 2005. Relative
to the other pollutants, there is also more spread in NO2 mean concentration changes de-
pending on future scenarios: from −62% to +15% relative to SSP2-4.5. For the same future
non-aviation emissions (SSP2-4.5), the magnitude of impacts on concentration is close to
linearly proportional to the amount of aircraft NO𝑥 ; with sensitivity decreasing as aircraft
NO𝑥 emissions go from the “low” to “high” scenario by 8% (PM2.5 and ozone) and 15%
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(NO2).
As can be seen in the plots on the right of Figure 6.3, mean population exposure also in-

crease with the amount of full-flight NO𝑥 emissions. From 2005 to 2019, exposure sensitiv-
ity to the amount of aircraft NO𝑥 increased for PM2.5 (20%) and NO2 (137%), and decreased
for ozone (4%). From 2019 to 2040 SSP2-4.5, exposure sensitivity changes by +9% (PM2.5),
−1% (ozone), and −34% (NO2). Normalized exposure for all three pollutants increases when
changing just aircraft emissions to those of a previous year (“05a” vs. “2019”, and “19a”
vs. “(SSP)2-4.5” in Figure 6.3). These changes in sensitivity might not only be caused
by nonlinearity in the atmospheric response, but also due to the fact that the scenarios
with more aircraft emissions have a higher percentage of those emissions over Asia and
lower over Europe, the latter having a stronger impact on pollutant exposure (Chapter 5).
Across different future non-aviation emissions scenarios, the change in exposure sensitiv-
ity to aircraft NO𝑥 relative 2019 ranges from −14% to +52% (PM2.5), and from −7% to 4%
(ozone). Due to countering effects of NO2 increases near airports and decreases far from
them, the average exposure associated with full-flight emissions can be either positive or
negative, while the global (area-weighted) average concentration changes are negative in
all scenarios. Notably, while net exposure to NO2 in 2019 is positive when including the
higher resolution simulations over the nested domains (Table 6.2), it is negative when only
considering the coarser resolution global simulations.

The sensitivities of aircraft-attributable global exposure to aircraft LTO-only emissions
(Figure 6.4) change from 2019 to SSP2-4.5 2040 by −58% (PM2.5), +36% (ozone), and +8%
(NO2). Opposite to full-flight impacts, different non-aviation emission scenarios affect
more the LTO impacts on PM2.5 and ozone, and less NO2. Relative to the baseline 2040
scenario (SSP2-4.5), global sensitivity of ozone and NO2 exposure to LTO emissions in-
crease in the less polluted scenario (SSP1-1.9) by 43% and 9%, respectively, and decrease in
the more polluted scenario (SSP3-7.0) by 28% and 6%, in the same order. Both alternative
future non-aviation emissions scenarios have more PM2.5 exposure attributed to LTO (25%
in SSP1-1.9, and 127% in SSP3-7.0). These net global changes are not uniform spatially, par-
ticularly for PM2.5, with different regions experiencing either higher or lower sensitivity
to aircraft emissions across the three scenarios (Figure C.5).

There is also spatial variability on the ground-level concentration impacts of full-flight
emissions across different 2040 non-aviation emissions scenarios (Figure 6.5). For example,
in the less polluted scenario (SSP1-1.9), PM2.5 sensitivity to aircraft emissions is lower in
India but higher in China compared to SSP2-4.5. Also compared to this baseline scenario,
in the more polluted scenario (SSP3-7.0), ozone sensitivity is higher by less than 5% in
most populated areas in the northern hemisphere, but lower by more than 20% or 30% in
areas in eastern Asia.

Aircraft-attributable mortality in the year 2040, considering the baseline emissions sce-
nario with SSP2-4.5 population and non-aviation emissions, add to a total of 177200 deaths
(Table 6.5). This represents a 76% global increase relative to 2019 when simulated at the
same resolution (i.e. without incorporating the higher resolution simulations available
only for 2019). This is the result of the combined effects of a 56% increase in aircraft NO𝑥
emissions, a 13% increase in global population over age 30, and a similar sensitivity of
ground-level pollution to aircraft emissions. For same future population and non-aviation
emissions, and only changing aircraft emissions from 2019 to 2040 (baseline), global mor-
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Figure 6.3: Left: global annual mean full-flight attributable pollutant levels versus NO𝑥 emitted. Future estimates
indicated by green circles are simulated with SSP2-4.5 non-aviation emissions. Gray and green lines connecting
the markers are shown to highlight changes in sensitivity. Right: global annual mean population exposure
attributable to full-flight emissions for different scenarios. Future scenarios all utilize the baseline 2040 aircraft
emissions. Filled horizontal bars indicate values normalized according to the amount of aviation NO𝑥 to 2040
levels; unnormalized values are indicated by black vertical dashes. “05a” and “19a” combine 2019 non-aviation
with 2005 aircraft emissions and 2040 (SSP2-4.5) non-aviation with 2019 aircraft emissions, respectively.
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Figure 6.4: Top: global annual mean LTO-attributable pollutant levels versus NO𝑥 emitted. The gray lines con-
necting the points are shown to highlight changes in sensitivity. Bottom: global annual average population
exposure attributable to LTO emissions for different scenarios. Filled horizontal bars indicate values normalized
according to the amount of LTO NO𝑥 to 2040 levels; unnormalized values are indicated by black vertical dashes.
Note the different PM2.5 and ozone units across top and bottom plots.

tality increases by 47%. For the same non-aviation emissions scenario, the “low” and “high”
aircraft emissions projections result in 129500 and 217800 annual deaths, respectively, rep-
resenting increases of 28% and 115% relative to 2019. The simulation with only NO𝑥 emis-
sions from aircraft has similar effects in 2040 as it has in 2019: the absence of non-NO𝑥
emissions reduces PM2.5 health impacts by 14% in both years, and does not significantly
affect ozone or NO2. Changing population and non-aviation emissions from the baseline
SSP2-4.5 scenario, results in −1% to +5% aircraft-attributable mortality, with the stand-
out difference being a 32% increase in PM2.5 mortality in SSP5-8.5 relative to the baseline.
Of the two alternative LTO-only perturbation future scenarios, SSP1-1.9 resulted in the
largest change in impacts relative to the baseline, with mortality increasing for all three
pollutants, yielding a total that is higher by 37%.
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Figure 6.5: Relative difference in ground-level concentrations attributable to full-flight aircraft emissions in 2040
between a less polluted scenario (SSP1-1.9) or more polluted scenario (SSP3-7.0) and a more likely scenario (SSP2-
4.5).
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Table 6.5: Annual global premature mortality attributed to aircraft emissions for different scenarios. Negative
values indicate an expected decrease in mortality. To allow for comparison, for the two 2019 scenarios also
simulated at higher resolution with nested domains, marked with an asterisk (*), the values shown come only
from the coarser global simulations.

Population and
non-aviation
emissions

Aircraft
emissions

Early deaths (×103)
PM2.5 Ozone NO2 Total

2005 2005 14.0 34.9 −0.1 48.8
2019 2005 19.5 42.6 −0.6 61.5
2019* 2019* 31.1 70.6 −0.8 100.9
2019 2019 NO𝑥 -only 26.8 71.2 −0.8 97.2

SSP2-4.5 2019 36.0 85.6 −0.9 120.7
SSP2-4.5 2040 53.6 124.5 −0.9 177.2
SSP2-4.5 2040 NO𝑥 -only 46.2 124.7 −0.9 169.9
SSP2-4.5 2040 low 38.7 91.6 −0.8 129.5
SSP2-4.5 2040 high 66.1 152.8 −1.1 217.8
SSP1-1.9 2040 52.3 126.1 0.2 178.6
SSP1-2.6 2040 58.4 117.9 0.6 176.9
SSP3-7.0 2040 50.4 123.2 1.3 174.9
SSP4-3.4 2040 52.1 124.5 −1.3 175.3
SSP4-6.0 2040 53.6 121.9 0.3 175.8
SSP5-8.5 2040 70.8 113.4 1.9 186.1
2019* 2019 LTO-only* 9.7 4.0 1.6 15.3

SSP2-4.5 2040 LTO-only 8.6 9.5 2.8 20.8
SSP1-1.9 2040 LTO-only 12.2 13.3 3.0 28.4
SSP3-7.0 2040 LTO-only 12.8 6.9 2.5 22.3
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6.3.3 Different meteorological scenarios
Changes in mean aircraft-attributable exposure are evaluated for three alternative meteo-
rological fields generated from a global climate model and prepared as the GCAP 2.0 model
[351], representing three SSP scenarios. The results of these simulations are not directly
comparable to those discussed in Sections 6.3.1 and 6.3.2, obtained by using GEOS-Chem
driven by MERRA-2 fields, as each set of fields lead to significantly different vertical pro-
files of the concentration of species relevant to how aircraft emissions affect the atmo-
sphere (such as OH, NH3, NH+

4 , NO−
3 , as shown in Figure C.6). Additionally, the vertical

grid definitions are different, with 72 levels forMERRA-2 and 40 levels for GCAP 2.0. In the
GCAP 2.0 simulations, cruise-level NO𝑥 forms aerosol more readily while at high-altitude,
where more of it is removed by wet deposition processes before affecting air quality at
ground-level. The resulting global PM2.5 exposure attributable to full-flight emissions
(Figure 6.6) are lower relative to the scenarios using 2019 meteorology: −49% for SSP1-
2.6, −51% for SSP2-4.5, and −61% for SSP5-8.5. Aircraft-attributable global peak-season
ozone exposures differ between the two models by −2% to +2%, and NO2 exposures are
more towards net global decrease in GCAP 2.0. This suggests that in this latter model
full-flight aircraft emissions affect ground-level air relatively more in the form of ozone,
which also tends to lead to a decrease NO2 concentration.
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PM2.5, g m 3 person 1

e: SSP5-8.5
e: SSP1-2.6
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m: SSP1-2.6
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Figure 6.6: Global annual mean exposure attributed to full-flight emissions in 2040 for different scenarios of non-
aviation emissions and meteorological fields from GCAP 2.0. For all cases, SSP2 population for the year 2040 is
used.

As shown in Figure 6.6, the effect on global full-flight attributable exposure by chang-
ing only meteorology fields (up to 6%, 4%, 13% for PM2.5, ozone, and NO2, respectively)
is smaller than by changing only non-aviation emissions (up to 17%, 6%, and 73%, in the
same order). Different meteorology scenarios change (all-source) background exposure
to the three pollutants by up to 3% relative to SSP2-4.5, which means that the effect of
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weather is greater on the impacts from aircraft emissions, as is expected from their higher
release altitude. It can be noted that the combined impacts of non-aviation emissions and
meteorology (again using global exposure due to full-flight emissions as the metric) are
in the expected direction of the combination of their impacts evaluated separately: when
changing just meteorology increases impacts relative to the baseline, then the combined
effects are larger than just changing emissions, and vice-versa.

6.4 Discussion
Air quality and human health impacts from aircraft emissions are estimated here for the
years 2005, 2019, and 2040 using a consistent model framework. Total annual premature
mortality due to these aviation emissions in 2019 is estimated as 116100. This is further
evidence that the increase of NO𝑥 emissions in this sector, of 72% between 2005 and 2019, is
accompanied by a corresponding increase in human health impacts. In fact, the combined
effects of spatially nonuniform changing population counts, non-aviation emissions, and
aircraft emissions can lead to increases in the sensitivity of global exposure to aircraft
emissions, such that health impacts from aviation increase faster than emissions.

The aircraft-attributable mortality figures are significantly higher than those reported
in previous work [1, 30, 32]. A part of this difference is due to a more recent inventory of
aircraft emissions being used here, with a correspondingly larger amount of mass released.
But the largest difference is due to significantly higher estimates of mortality due to ozone,
which accounts for 68% of the total for 2019 here, compared to 13% in Yim et al. [1], and
40% in Eastham and Barrett [32]. This is both due to the chemical transport model used
here estimating a larger ground-level ozone impact from cruise NO𝑥 emissions, and due
to different concentration-response functions (CRF) used to quantify mortality. The asso-
ciation of long-term exposure to PM2.5 with higher mortality rates is clear and evidence
continues to suggest this association even for exposure at levels below WHO air quality
guidelines [116], but the evidence for the association of long-term ozone exposure and
mortality is still limited, with high levels of heterogeneity in results from individual co-
hort studies [117]. Uncertainty in the CRF propagates to the health impacts of aviation, so
care must be taken to consider the absolute magnitude of impacts in light of this context.
By investigating various scenarios of aircraft emissions using a consistent methodology,
the study presented in this chapter is able to provide insights into the evolution of their
health impacts over time, which would not be affected by a systematic bias in the CRF.The
magnitude of mortalities due to air quality degradation is essential, however, in the mone-
tary valuation of these impacts, which is a necessary analysis when comparing them to the
noise and climate impacts of aviation in order to guide environmental mitigation efforts
[211, 295]. Eastham and Barrett have estimated that the aviation-attributable increase in
column ozone can offset ∼6% of ozone exposure mortalities, through a reduction in the
incidence of melanoma due to lower surface UV-B [32], which is an effect not accounted
for here.

The increased relative contribution of ozone to aircraft-attributed mortality leads to a
corresponding increase in the share of impacts from non-LTO emissions: 9.5% for 2019
here, compared to 25% in Ref. [1], and 20% in Ref. [30]. However, three factors should
be noted that may contribute to an underestimation of LTO impacts in this study. Firstly,
only aircraft emissions were considered (main engine and APU), so the impacts of emis-
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sions from ground operations, airport facilities, land-use changes, and airport-associated
road traffic — all of which may be accounted for together with aircraft LTO emissions in
national emissions inventories — are not included in this analysis. Secondly, differential
toxicity based on chemical composition and particle size of PM2.5 is not considered here.
An increasing amount of evidence suggests that black carbon and ultrafine particles, which
are affected proportionatelymore by LTO phases of flight, have a stronger impact permass
on human health relative to other PM2.5 constituents [57, 59, 60, 360]. And thirdly, a global
atmospheric model such as the one used here may not be able to resolve individual urban
areas, not capturing co-location effects of aircraft emissions, non-aviation emissions, and
population. Due to the nonlinear chemical processes affecting atmospheric pollution, the
inability to resolve variations in concentration above emitting regions can lead to both
under- and overestimates of the sensitivity of air quality to aviation emissions. Within the
results presented here, the incorporation of higher resolution simulations over nested re-
gional domains reduces LTO-attributablemortality due to PM2.5, although Yim et al. found
that incorporating higher resolution nested models increased LTO-attributable mortality
due to PM2.5 and ozone more than full-flight [1]. This study quantifies for the first time
the global impacts associated with long-term NO2 exposure, and while non-LTO impacts
are negative (emissions lead to reduction in mortality), within LTO impacts, NO2 leads to
a similar amount of mortality compared to PM2.5 and ozone. Arter et al. evaluated health
impacts of LTO emissions within the United States, using different atmospheric models
and CRFs than used here, and found that NO2 was responsible for 91% of mortality from
those emissions [359]. In the results presented here, NO2 impacts are very sensitive to
model resolution, increasing when the nested simulations are included. The sensitivity of
health impacts from NO2 to model resolution has been noted by Mehegh et al., in the con-
text of impacts in the United States and India due to emissions from all-sources, suggesting
that a 1 km would be adequate for such analysis [361].

Assuming that air traffic and the overall pressure ratio of new aircraft engines increase
as projected, it is likely that global aircraft NO𝑥 emissions will be significantly higher in
2040 than in 2019, such as by 56% in the baseline estimate presented here. Even in the
“low” future aircraft emissions estimate, NO𝑥 increases by 10%. This is consistent with an
analysis published in 2022 by the International Civil Aviation Organization, which con-
cludes that air traffic growth will lead to more total noise and CO2 and NO𝑥 emissions
[144]. Current proposals for achieving carbon neutrality in aviation rely primarily on ex-
tensive use of biomass-derived or synthetic kerosene, which do not significantly impact
NO𝑥 emissions, but may lead to a reduction in SO𝑥 , and primary particulate matter emis-
sions, depending on the specific technologies employed [306]. For both 2019 and 2040, it
is found here that NO𝑥 alone is responsible for 86% of PM2.5 and 96% of total mortality
attributed to full-flight emissions, which is in line with the finding by Kapadia et al. that
ultra-low sulfur jet fuel could reduce up to 17% of global aviation-attributed PM2.5 mortal-
ity [158]. However, if higher toxicity of black carbon or ultrafine particles is considered
instead of a single CRF for PM2.5, and jet fuel is replaced with an alternative that lowers
emissions of those pollutants, then further reductions in health burden could be achieved.
In our baseline scenario for the year 2040, which does not consider potential mitigating
effects of expanded biofuel usage or aircraft not powered by hydrocarbon fuel, aircraft
emissions are responsible for 177200 annual deaths, a 76% increase over the estimate for
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2019 using the same model resolution. And while aviation’s global impacts on air quality
are expected to increase over the next few decades, other transportation sectors have more
viable solutions to reduce emissions [143], such that those impacts from aviation are likely
to also increase in relative terms [361]. The dependence of future air quality impacts from
aircraft emissions on future population changes and emissions from other sectors is ap-
parent in the results presented, as exemplified by global PM2.5 mortality being 32% higher
for the same aircraft full-flight emissions when released in an SSP5-8.5 scenario instead of
the baseline SSP2-4.5, and by the LTO-attributable mortality being 42% (PM2.5) and 40%
(ozone) higher in the SSP1-1.9 scenario compared to SSP2-4.5.

Results from simulations using different meteorological fields suggest that their im-
pact on the sensitivity of global pollutant exposure due to aircraft emissions — changes
from the baseline of up to 6% (PM2.5), 4% (ozone), and 13% (NO2) — is lower than those
due to changes in non-aviation emissions, but aircraft-attributable population exposure is
more affected by meteorology changes than exposure to background pollution, of up to 3%
across the three pollutants. Changes in atmospheric climate are also expected to continue
to increase beyond 2040 [337], so these effects might become more significant in a longer
timescale. Additionally, the atmospheric model used here simulates aerosol microphysics
in a simplified manner and is driven by prescribed meteorology, such that the interaction
between clouds and aircraft exhaust (and the secondary pollutants formed from it) is not
considered, and the feedback mechanisms between meteorology and aerosol formation
are not captured.

6.5 Data availability
The data that support the findings of this study, such as atmospheric model output used
in the calculations, will become openly available accompanying the publication of the
manuscript in preparation on which this chapter is based (item 6 in the list of peer-
reviewed journal articles at the end of this thesis).
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7
Nitrogen deposition from aircraft

emissions

Canada, the most affluent of countries, operates on a depletion economy which leaves
destruction in its wake. Your people are driven by a terrible sense of deficiency. When the

last tree is cut, the last fish is caught, and the last river is polluted; when to breathe the air is
sickening, you will realize, too late, that wealth is not in bank accounts and that you can’t

eat money.

Alanis Obomsawin¹

Excess nitrogen deposition from anthropogenic sources of atmospheric emissions has negative
effects on natural environments, and designing effective conservation efforts requires knowl-
edge of the contribution of individual sectors. In this chapter, a global atmospheric chemical
transport model is used to quantify, for the first time, the contribution of global aviation NOx
emissions to nitrogen deposition for 2005 and 2019. It is found that aviation led to an ad-
ditional 1.39 Tg of nitrogen deposited globally in 2019, up 72% from 2005, with 67% of each
year’s total occurring through wet deposition. In 2019, aviation was responsible for an av-
erage of 0.66%, 1.13%, and 1.61% of modeled nitrogen deposition from all sources over Asia,
Europe, and North America, respectively. These impacts are spatially widespread, with 56% of
deposition occurring over water. Emissions during the landing, taxi and takeoff (LTO) phases
of flight are responsible for 8% of aviation’s nitrogen deposition globally, and between 16–32%
over most land in regions with high aviation activity. Despite currently representing less than
1.2% of global nitrogen deposition, the anticipated growth of aviation emissions will result in
an increase in aviation’s contribution and the associated exceedance of critical loads.

 This chapter was originally published in the journal Science of The Total Environment. Please cite as shown
in the list of peer-reviewed journal articles, item 4.
¹Quoted in Conversations with North American Indians by Ted Poole, in Who is the Chairman of this Meeting? A
Collection of Essays by Ralph Osborne.
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7.1 Introduction
Multiple sectors of human activity affect the Earth’s nitrogen cycle due to atmospheric re-
lease of reactive nitrogen (Nr) [13]. The increase in the use of fertilizers and dense livestock
farming since the early 1900s has been essential in supporting food supply for a growing
world population, but these activities also lead to the emission of reduced Nr compounds,
mainly NH3 [123]. At the same time, burning fuel for transportation, energy generation,
heating, and industrial processes leads to the emission of oxidized Nr compounds, such as
NO𝑥 (NO+NO2). In addition to impacting the climate and air quality while in the atmo-
sphere [362], the deposition of these species leads to degradation of water quality, causing
higher toxicity to humans and animals, loss of biodiversity, and soil acidification [13].

Conservation objectives for nitrogen-sensitive natural assets in nature reserves (e.g.
Natura 2000 in Europe) have set thresholds for the nitrogen load in such areas, but these
are frequently exceeded. In 2017, ∼64% of ecosystem areas in Europe exceeded the critical
loads for eutrophication [363]. In hotspots such as the Netherlands, where in 2019 the
specified critical loads were exceeded in 118 out of the 162 Natura 2000 sites [15], the
resulting nitrogen problem is having increasing socioeconomic and political ramifications
[16].

Current aircraft emissions, as calculated in Chapter 3, account for ∼4.1% of anthro-
pogenic NO𝑥 [356]. However, due to the growth rate of aviation forecast at ∼3–4% annu-
ally and to the lack of presently available NO𝑥 reducing technologies for aircraft, aviation
NO𝑥 emissions are estimated to continue increasing in the coming decades, as discussed
in Chapter 4. Part of the difficulty in reducing NO𝑥 emissions are the decades-long trend
in aircraft engine design of increasing gas temperature and pressure, which are beneficial
for lowering fuel consumption but that promote NO𝑥 formation, leading to tradeoffs that
involve both climate and air quality impacts [11, 295]. Aviation is also unique in terms of
the altitude at which the emissions are released; the average cruise altitude of present-day
civil aircraft is around 11 km. Out of the total of ∼1.4TgN that was emitted by aircraft in
2019, ∼1.3TgNwere emitted at an altitude higher than 3000 ft above ground, and primarily
in the northern midlatitudes (Figure 3.2). The other Nr source at high altitudes is lightning,
which has been estimated to release 2–8TgN per year [364], with more recent estimates
at ∼9TgN per year [365]. The portion of flights below 3000 ft is defined as the landing and
takeoff (LTO) phases. While only approximately a tenth of all aircraft’s NO𝑥 is emitted
in LTO, these emissions are largely within the Earth’s planetary boundary layer, having
a more localized effect and a larger air quality impact per mass than cruise emissions, as
discussed in Chapter 6 and by Ref. [1]. These LTO emissions also constitute the focus of
present environmental regulations for the aviation sector (Section 2.2.4).

Recent research efforts have aimed to improve estimates of the climate and air quality
impacts associated from these aviation emissions [1, 5, 11, 295]. However, as societymoves
towards setting sectoral budgets for controlling nitrogen emissions and associated loads
in areas of ecological interest, there is also a need to extend this body of research by quan-
tifying aviation emissions’ contribution to nitrogen deposition. This chapter presents the
first comprehensive quantification of aviation’s global nitrogen deposition impacts. A 3-D
atmospheric chemical transport model and up-to-date aircraft emissions inventories are
used to quantify the aviation-attributable nitrogen deposition globally and over different
land cover classes, both for LTO emissions and high altitude (cruise) emissions.
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7.2 Materials and methods
7.2.1 Methods overview
The GEOS-Chem chemical transport model is used to estimate the amount and location
of wet and dry nitrogen deposition due to aircraft emissions. The model is run with and
without aircraft emissions, with the difference in output being attributed to them. Aircraft
emissions in this study consist of a nominal estimate of main engine and auxiliary power
unit emissions of NO𝑥 , SO𝑥 (SO2 +SO2−

4 ), CO, hydrocarbons, and black carbon. The anal-
ysis is performed for the years 2005 and 2019, with simulations using meteorology and
both aviation and non-aviation emissions estimates specific to each year. Two additional
scenarios are also simulated: 2019 with only the LTO portion of aircraft emissions, and
2019 but with aircraft emissions as they were in 2005, as listed in Table 7.1.

Table 7.1: Summary of scenarios tested.

Year of non-
aviation emissions
and meteorology

Aviation
emissions

Model grid resolution

Global
2° × 2.5°

Nested
0.5° × 0.625°

2005 2005 full-flight ✔ ✘
2019 2005 full-flight ✔ ✘
2019 2019 LTO ✔ ✔
2019 2019 full-flight ✔ ✔

7.2.2 Aviation emissions
Monthly-average civil aircraft emission rates in 2005 and 2019 are prepared from invento-
ries produced using themethods and data published by Simone et al. [41], and in Chapter 3,
respectively. Only emissions from aircraft main engine and auxiliary power unit are con-
sidered in this study, so the terms “aviation emissions” and “aircraft emissions” are used
interchangeably. The emissions are allocated into a 3-D grid at the resolution of the at-
mospheric simulation. The 2005 inventory is created from a worldwide database of flight
schedules produced by the company OAG, and the 2019 inventory uses a dataset provided
by the company Flightradar24 listing all flights recorded by their network of telemetry
receivers. Within those models, NO𝑥 , CO, and hydrocarbon emissions throughout each
flight are calculated from fuel burn and engine thrust setting using the Boeing Fuel Flow
Method 2 [246], and engine data from the ICAO Engine Emissions Databank [169]. Black
carbon emissions use the same engine data source and the FOA 4.0 method [21]. SO𝑥 emis-
sions are calculated with a constant emission index equivalent to a sulfur fuel content of
600 ppm. The annual sums of nitrogen in aircraft NO𝑥 emissions is 0.82TgN (2005) and
1.41TgN (2019).

7.2.3 Atmospheric modeling
Global atmospheric photochemistry and transport are simulated with the GEOS-Chem
13.3.3 model [350], using the stratospheric chemistry model developed by Eastham et al.
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[315], and driven by meteorology from the MERRA-2 reanalysis product [268]. Transport
and convection are simulated at 10-min time steps, and chemistry and emissions at 20-min
steps. Global simulations are performed at 2° latitude and 2.5° longitude resolution. For
the 2019 scenarios, simulations are also performed using three 0.5° × 0.625° nested grids
over Asia, Europe, and North America. Results from the nested grids are overlaid over the
output from the coarser global simulation which provides boundary conditions for the
regional simulations, improving the allocation of deposition into the different land cover
types in the regions with highest airport activity. The boundaries of these nested domains
are the same as those used in Chapters 5 and 6, shown again in Figure 7.1 along with
the aircraft NO𝑥 emissions used for 2019. The model is initialized by a 21-month spin-up
run at 4° × 5° resolution followed by 3 months of spin-up at the final global resolution of
2° × 2.5°.

Figure 7.1: Vertically summed full-flight aircraft NO𝑥 emission rates in 2019, and the boundaries of the three
nested domains that are simulated in GEOS-Chem at higher resolution.

GEOS-Chem models sulfate-nitrate-ammonium aerosol coupled with gaseous chem-
istry as described by Park et al. [355], using the ISORROPIA thermodynamic module
[191]. Heterogeneous chemistry of reactive nitrogen is modeled as described by Holmes
et al. [366], and uses coefficients from McDuffie et al. [367, 368]. Aerosol hygroscopicity
is based on Latimer and Martin [369], and cloud acidity on Shah et al. [370]. In-cloud
aqueous-phase chemistry is modeled as described by Chin et al. [371], with wet depo-
sition through rainout and washout of water-soluble aerosol [372] and gases [373]. The
constants used for Henry’s law are from Sander [374]. Modeling of aerosol scavenging by
snow and cold clouds is described by Wang et al. [375, 376]. Dry deposition is modeled
as a resistance-in-series scheme [377, 378], with parametrizations for aerosol deposition
[379–381]. Low temperature dry deposition of HNO3 is modeled according to Jaeglé et al.
[382].

Nitrogen deposition is considered in the form of the following simulated species: NO𝑥 ,
HNO3, inorganic nitrates (NO−

3 ), inorganic nitrates on sea salt aerosol, NH+
4 , NH3, N2O5,

and peroxyacetyl nitrate. Non-aviation anthropogenic emissions are from the CEDS v2 in-
ventory, which includes the agriculture, energy, industry, surface transportation, residen-



7.2 Materials and methods

7

117

tial, shipping, and waste sectors [356]. Soil NO𝑥 , sea salt aerosols, and biogenic volatile
organic compounds are calculated according to meteorological conditions [383]. Light-
ning emissions are parametrized from modeled convection and corrected using satellite
flash rate data [384].

Because the results obtained are inherently limited by GEOS-Chem’s ability to repro-
duce observed nitrogen deposition values, an evaluation is performed of GEOS-Chem
against available wet and dry deposition measurements for 2005 and 2019 from North
America, Europe, and Asia. Modeled annual nitrogen deposition rates, resulting from
emissions from all sources, are compared to observations from the networks of ground-
level measurement stations listed ahead.

• Wet deposition:

– National Trends Network by the National Atmospheric Deposition Program (NADP)
covering the United States plus a few stations in Canada [385].

– European Monitoring and Evaluation Program (EMEP) covering Europe [386, 387].
– Acid Deposition Monitoring Network in East Asia (EANET) covering (mostly East) Asia

[388, 389].

• Dry and total deposition:

– Clean Air Status and Trends Network (CASTNET) covering the United States [390].
– Acid Deposition Monitoring Network in East Asia (EANET) covering Japan, only for

2019 [389].

The location of the stations is shown in Appendix D.3. EMEP stations reporting less
than 80% data availability are discarded from analysis (6 out of 85 stations in 2019, and none
in 2005), and all stations from the other datasets that report annual average deposition
rates are included. Each station is compared to the simulation values of the grid vertical
column on which the station is located, with no interpolation of neighboring cells.

7.2.4 Land cover and conservation areas
Average deposition fluxes are calculated for different land cover classes, according to the
Copernicus global land cover product for 2019 [391]. Areas not covered by the Copernicus
dataset are disregarded in the analysis; this consists mainly of all the areas north of 80 °N
and south of 60 °S. From this 100m resolution land cover data, the fraction of each grid
cell that contains each class of land cover is calculated. Likewise, the percentage of each
grid’s area that lies in Natura 2000 sites, protected either through the Birds Directive or
the Habitats Directive, is calculated from the 2019 definitions of the protected areas, as
shown in Figure 7.2 [392]. The analysis considering Natura 2000 sites is only performed
for the scenarios that include the 0.5° × 0.625° resolution simulation over Europe.
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Figure 7.2: Fraction of grid cell area that lies within protected Natura 2000 sites [392]. Red grid cells are counted
as (populated) land within EU countries.

7.3 Results and discussion
7.3.1 Comparison to nitrogen deposition measurement networks
Individual station results for wet deposition are shown in Figure 7.3 (2005) and Figure 7.4
(2019), and for dry deposition in Figure 7.5. Statistical summaries of comparisons of each
measurement dataset with modeled results are given in Appendix D.3, and Table 7.2 gives
comparisons combining all stations from different regions.

For most species and regions, the simulations show a bias toward more central val-
ues, which is expected to some extent when comparing a point measurement with a grid
cell that serves as an average over a large area. The GEOS-Chem results match the obser-
vations more closely in North America, which is consistent with findings from previous
studies [46, 393, 394]. The correlation between modeled and observed dry deposition rates
is lower than for wet deposition, consistent with previous results [393]. There are addi-
tional challenges associated with the measurement and modeling of dry deposition which
might lead to worse model performance [140]. The “observed” dry deposition values in
this analysis are actually obtained by an inferential method, that considers deposition as
the product of measured concentrations in the air with dry deposition velocities modeled
using parametrizations based on the station’s surroundings and measured local meteoro-
logical conditions. There are also fewer measured data points for the comparisons of dry
deposition in this study, with only 8 stations in Japan reporting data outside of the United
States.

The resulting model biases are between −20% and +29% for wet deposition (Table 7.2).
For the three datasets that also included dry deposition estimates, dry deposition has bi-
ases of +7%, 0%, and +104%, and total (wet + dry) deposition biases of +4%, 0%, and +51%.
Combining all measurements for 2019, the model shows a +2.5% bias in total deposition.
The inclusion of higher resolution nested simulations did not reduce this bias compared
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to measurements (the bias of just the coarse resolution global simulation is +2.2%). While
it is chosen not to incorporate these biases in the results presented in this chapter, in
line with other work [46], note that there might nitrogen deposition might be overesti-
mated or underestimated in different regions. These biases could be carried over in the
aviation-attributable nitrogen deposition estimates, for which there are no measurements
to validate against. However, this is not expected to influence the relative results on the
contribution of high-altitude emissions to nitrogen deposition.

Figure 7.3: Modeled and observed average wet nitrogen deposition rates in 2005, in kgN⋅km−2⋅yr−1, per region
(columns) and species (rows).
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Figure 7.4: Modeled and observed average wet nitrogen deposition rates in 2019, in kgN⋅km−2⋅yr−1, per region
(columns) and species (rows).
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7.3.2 Quantification of aviation-attributable nitrogen deposition
Throughout 2019, aircraft emissions led to additional 1.39TgN of nitrogen wet + dry de-
position globally, which is 1.13% of total modeled deposition. While certain areas might
be net importers or exporters of Nr due to transport [43, 395, 396], the increase in global
deposition is equal to 99.0% of the amount of Nr mass released by aviation that year. In
both 2005 and 2019, wet deposition accounts for approximately 67% of total nitrogen depo-
sition from aviation. Total aviation-attributable nitrogen deposition in 2019 is 72% larger
than in 2005 (0.81TgN), in the same proportion as aircraft emissions, which increased an
average of 4% per year in this period. By contrast, global anthropogenic NO𝑥 emissions in
2019, other than aviation, were only 7.5% higher than in 2005. Given the long useful life
remaining in the present fleet of conventionally powered aircraft, aviation emissions will
likely continue to increase for decades if air traffic grows as projected in Chapter 4, with
the sector being responsible for a growing share of anthropogenic nitrogen deposition
worldwide. The potential adoption of sustainable aviation fuels, currently being pursued
to reduce net carbon emissions, is unlikely to lead to changes in aviation NO𝑥 emissions
[306].

This deposition, however, does not occur uniformly over the globe’s surface, nor does
it match the spatial or speciated distribution of emissions. The highest fluxes of aviation-
attributable nitrogen deposition are close to the regions of highest aviation activity (the
coasts of North America, Europe, and Eastern Asia), but the high values extend out follow-
ing the prevailing winds and in regions of heavy precipitation, as seen in the Atlantic off
the coast of North America, and in waters west of China and Japan (Figure 7.6a). Although
the absolute amount of aviation-attributable deposition is lower over the oceans than in
the continents, the share of modeled nitrogen deposition that is due to aviation is higher
there, where there are fewer other sources of emission besides aircraft (Figure 7.6b). It is
expected that the further away from continents, the larger is the percentage of nitrogen
deposition that is due to non-land emissions, which also include oceanic NH3 and shipping
NO𝑥 [397, 398]. Considering only populated grid cells (i.e. including only land, Figure D.1)
[357], aviation is responsible for 0.66%, 1.13%, and 1.61% of all modeled nitrogen deposition
averaged over Asia, Europe, and North America, respectively. Locally, this contribution
can be up to 10%, in Greenland, where other sources of nitrogen are less significant.

Over land with high aviation activity, LTO emissions account for more than 16% of
total nitrogen deposition from aviation, even though globally LTO contributes to 7.8% of
aviation’s nitrogen deposition impacts (Figure 7.6c). Compared to full-flight emissions,
a larger fraction of deposition due to LTO emissions occurs as dry deposition, 50% (Fig-
ure 7.7). This is expected due to the closer proximity of emissions to the ground, leading
to more of the nitrogen to deposit through dry processes before water precipitation takes
place.

The three simulations with full-flight emissions (2005, 2019, and 2005 aviation with
2019 background), in addition to having similar ratios of wet and dry deposition, also
show similar distributions of (aviation-attributable) species deposited, once normalized
by the extra amount of Nr emitted (Figure 2). The proportionality of aviation-attributable
total Nr mass deposited to NO𝑥 emissions is a consequence of this species being the main
responsible for the deposition and the linearity of their relationship, with the response to
non-Nr emissions expected to be more nonlinear [397]. In all scenarios, most of the ni-
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Figure 7.6: Aviation-attributable total (wet + dry) nitrogen deposition in 2019: flux (a), relative to deposition
from all sources (b), LTO-attributable relative to deposition from full-flight emissions (c).

trogen is deposited as HNO3. A smaller fraction is deposited as inorganic nitrates, either
aggregated on sea salt or dissolved in water precipitation. The aviation-induced increase
in NH+

4+ deposition is matched by a decrease in NH3 deposition, as the HNO3 formed from
NO𝑥 released by aircraft reacts with NH3 already present in the atmosphere, released by
other sources, to form ammonium nitrate. This also drives the difference in the speciated
distribution of the nitrogen deposition of 2005 full-flight emissions in a 2005 and a 2019
atmosphere (two bottom rows in Figure 2). Primarily driven by non-aviation emissions
changes, the “potential” of NO𝑥 emissions to form fine particulate matter (PM2.5) increases
from 2005 to 2019, as discussed in Chapters 3 and 5 and by Refs. [231, 332]. Increases in
the background concentration of NH3 and lower emissions of NO𝑥 from other sources can
increase the sensitivity of ground-level particulate matter to aviation emissions, affecting
the form in which reactive nitrogen from aviation will deposit [313]. Attribution to spe-
cific aircraft emissions species was not evaluated in this study, but the speciation of nitro-
gen deposition obtained is consistent with NO𝑥 being the main driver of these impacts,
as is also suggested by previous findings that most of aviation-attributable ground-level
particulate matter is due to its NO𝑥 emissions [187, 211].

7.3.3 Aviation-attributable nitrogen deposition per land cover type
and on Natura 2000 areas

Environmental policies aim to reduce excessive nitrogen deposition over areas with
ecosystems sensitive to it, such as Natura 2000 sites, and therefore a quantification of
aviation’s impacts also requires an estimate of how much nitrogen is deposited on vul-
nerable areas. Due to the extensive area covered by flights and their altitude, with most
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Figure 7.7: Mass of aviation-attributable nitrogen deposited globally, per species, relative to the nitrogen mass
emitted by aviation as NO𝑥 , which is indicated by the quantities on the right.

emissions released above the planetary boundary layer, NO𝑥 emitted by aircraft tends to
have more widespread impacts than that emitted by sources closer to the ground. In the
2019 simulation, 38% of nitrogen from all sources is deposited over water, while 43% and
56% of nitrogen attributable to LTO and full-flight emissions, respectively, do so (Table 7.3).
Within land areas, LTO impacts are more concentrated on urban areas (2.1% of global de-
position due to LTO emissions) than impacts from full-flight emissions (0.8%) and from all
sources (1.4%). The global average of aviation-attributable nitrogen deposition flux over
land are 0.46% (2005) and 0.80% (2019) of the fluxes from all sources in those areas. These
global values are lower than the averages for regions with higher aviation activity, such
as 1.61% over populated grid cells in North America in 2019. Despite the global sum of
aviation-attributable nitrogen deposition increasing by 72% between 2005 and 2019, and
despite different growth rates of aircraft emissions per region, the fraction of deposition
over each land cover class remained similar. The use of nested simulations to increase
resolution over North America, Europe, and Asia had some effect on the distribution of
aviation-attributable nitrogen deposition per land cover class, most notably increasing de-
position on urban areas due to LTO emissions by 13% (Appendix D.5), as the concentrated
effects around airports from those emissions are better resolved.

Throughout 2019, aviation led to an average increase of 7.40 kgN⋅km2 in nitrogen depo-
sition on Natura 2000 conservation sites, with 1.38 kgN⋅km2 being due to LTO emissions
(Table 7.4). Aviation is responsible for an average of 1.0% of nitrogen deposition from all
sources in those areas. The ratios between the average aviation-attributable nitrogen de-
position fluxes over Natura 2000 sites on land with the averages over all European land
of members of the European Union are 0.977 for full-flight emissions and 0.946 for LTO
emissions², meaning that the impacts are only marginally smaller in Natura 2000 regions

²Correction of values published in the paper (0.973 and 0.941)
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than in other areas of the EU. Besides the spatially widespread nature of nitrogen deposi-
tion caused by aviation, this may also be partially attributed to the spatial coarseness of
the model used (with grid cells in the region having sides of roughly between 25–55 km),
which does not resolve small features such as the borders of these conservation areas. This
analysis is made considering global aircraft emissions, but future work could highlight
emissions from specific sources or locations that have the highest impact on ecologically
vulnerable areas [397].

7.3.4 Limitations
This study focuses on the impacts associated with inorganic nitrogen deposition, as this
has been shown to be responsible for over 85% of anthropogenic nitrogen deposition im-
pacts [45], although organic nitrogen deposition may be growing [399]. Only impacts
associated with aircraft activity are evaluated, including the use of the auxiliary power
units at the airports, and the use of ground support equipment and other airport-related
operations are not accounted for. As the amount of aviation-attributable nitrogen depo-
sition is directly proportional to NO𝑥 emissions, the magnitude of this impact depends
on the accuracy of emission estimation. The 12% higher top-down estimate of global fuel
burn based on jet fuel sale data, which also include military uses, compared to the bottom-
up estimate used here is indicative of the combined uncertainty in fuel burn estimation
(Section 3.3). The accuracy in the fleet-average NO𝑥 emission index is dependent on the
uncertainty in assigning the correct engine model to each aircraft, and in the uncertainty
in the emission measurements for each engine and the difference between them and per-
formance in operation, including inaccuracies in the correction for atmospheric conditions.
Finally, future work could address the ecosystem implications of the aviation-attributable
nitrogen deposition, given that the different nitrogen forms deposited will be affecting
ecosystems in different ways and magnitudes [46, 400, 401].
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7.3.5 Conclusions
Overall, it is found that aviation NO𝑥 emissions contribute 1.39TgN (or 1.13%) of global
nitrogen deposition. LTO emissions are responsible for 8.0% of those global impacts, but
regionally this can be up to 30% for areas with dense air traffic (specifically landing and
takeoff operations), such as Europe and North America. The majority (73–75%) of de-
posited nitrogen mass associated with aircraft emissions is in the form of HNO3, with
aircraft emissions resulting in a reduction in the mass of NH3 deposition, and an increase
in the mass of deposited NH+

4 . A larger portion of deposition from full-flight (55%) and
LTO (42%) occur over open seas, which are largely not targeted by current environmental
protection policies, then the all-source average in the model (37%), suggesting a relatively
lower impact intensity of emissions from aviation due to their spatial distribution. The
non-local reach of aviation’s nitrogen deposition impacts observed in the results, exempli-
fied by similar deposition rates in Natura 2000 sites compared to adjacent areas, as well as
the transnational nature of air travel, pose challenges in the implementation of local poli-
cies aiming to protect vulnerable areas. Present aviation NO𝑥 emissions controls, such as
those by ICAO CAEP, focus on the LTO phase and are primarily motivated by controlling
local air quality around airports. Multiple modeling studies indicate that high altitude
emissions, relative to LTO emissions, contribute to 3–9 times more to aviation’s impacts
on global air quality and human health, much in line with what is also found for nitrogen
deposition in this work. Efforts to control nitrogen deposition on a global scale would
benefit from addressing full-flight aviation emissions. However, it should be noted that
similarly with air quality impacts, the nitrogen deposition improvements will not neces-
sarily be close to airports. Even surface level emissions result in impacts far from their
emission location [201, 332]. This is already acknowledged in a policy context, as signifi-
cant nitrogen is imported from country to country.

7.4 Data availability
The nitrogen deposition rate data resulting from the simulations are available under the
following data repository DOI: 10.4121/20359683.
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8
Conclusions and outlook

Whereas there are growing concerns about the impact of aviation on the atmosphere with
respect to local air quality and the associated human health and welfare impacts;

Whereas the evidence of this impact from emissions of 𝑁𝑂𝑥 and particulate matter (PM)
from aircraft engines on local surface and regional air quality is now more compelling;

ICAO Assembly¹

8.1 Conclusions
Conclusions obtained from the studies described in Chapters 3 to 7 are summarized here,
organized by the research objectives of the thesis, which are also listed in Section 1.2.

Quantify present-day global civil aircraft emissions, with three-dimensional spa-
tial resolution.

Commercial aircraft telemetry receiver networks, such as Flightradar24, are already
widespread enough that global bottom-up emissions inventories produced from this data
source can be more comprehensive than inventories produced from (commercially ac-
quired) flight schedule data, as was done previously. This allowed a more up-to-date
quantification of civil aircraft emissions (Chapter 3), including the first quantification of
then recent impacts on emissions due to the COVID-19 pandemic, in the year 2020. This
improved readiness of data can be useful in future efforts to continuously monitor the avi-
ation sector’s progress in limiting its emissions. The non-commercial OpenSky network
yielded adequate results in specific regions, but its use for comprehensive global invento-
ries is precluded by limited coverage in some areas of the world, although coverage has

¹Resolution A41-20: Consolidated statement of continuing ICAO policies and practices related to environmental
protection — General provisions, noise and local air quality. Appendix H: Aviation impact on local air quality.
41st Session of the ICAO Assembly, (2022).
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increased over the years, and limited by an incomplete database listing aircraft type for
each unique transponder identification code.

Results showed that aircraft fuel burn increased globally by 55% between 2005 and
2018, and that the average emission index of NO𝑥 increased over time, by 3.3% from 2015
to 2019. Relative fuel burn increases across the years varied significantly between differ-
ent regions, with rapid growth in Asia compared to slower growth in Europe and North
America. This scenario changed abruptly in February of 2020, when restrictions associated
with the COVID-19 pandemic reduced fuel burn from flights departing China to less than
40% of what they were a year prior. Reductions down to less than 20% in other regions
followed towards April 2020, with recovery through the rest of the year also varying on
a regional basis. Emissions quantification showed that reductions in emissions associated
with the pandemic were not uniform not only spatially, with relatively higher usage of
widebody aircraft and a larger percentage of fuel burn occurring during landing and take-
off operations (LTO). Overall, it was estimated that global aircraft fuel consumption over
the year of 2020 was 48% lower than what would be expected had growth trends not been
affected by the pandemic.

Sensitivity analysis revealed that there is a large uncertainty in emissions quantifica-
tion associated with the specific engine model used for each aircraft, as different models
available for the same aircraft type can have emission rates of different orders of magni-
tude, and this uncertainty has not been discussed in previous studies. An additional con-
clusion is that although aircraft auxiliary power units (APU) burn 7% of fuel from LTO,
they were estimated to account for 34% (mass) and 25% (number) of nonvolatile particu-
late matter in those phases of flight, being potentially attractive targets for measures to
improve air quality within and surrounding airports. However, data availability on APU
running times and emission indices is worse than for aircraft main engines.

Project global civil aircraft emissions to the year 2040, maintaining spatial reso-
lution.

By modeling multiple parameters affecting the evolution of global aircraft NO𝑥 emis-
sions up to the year 2050, it was found that even in a “low” aircraft emissions scenario
global fuel burn and NO𝑥 emissions are expected to continue to increase (Chapter 4). The
combination of air traffic growth and increasing engine overall pressure ratio of new air-
craft dominate over reductions expected due to technological and operational improve-
ments, with a net effect of NO𝑥 emissions more than doubling between 2018 and 2050
in the baseline scenario. Besides the large traffic growth expected, the total amount of
NO𝑥 emitted during the 2027–2050 period was also found to be sensitive to the expected
reductions in EI (NO𝑥) due to technological improvements, with the emissions amount
being 48% higher if no such reductions were considered. Additionally, NO𝑥 emitted over
the 2027–2050 period was sensitive to the projection of engine pressure ratio, being 23%
lower if no increases relative to present ratios were considered.

These results highlight the importance of the role of engine design in the evolution of
global aircraft NO𝑥 emissions over the next three decades. The current format of regula-
tory emissions requirements, in which limits increase with overall engine pressure ratio,
allows for emissions per aircraft to increase while still meeting the standard. This, com-
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bined with the tradeoff between NO𝑥 and CO2 emissions, poses a challenge to goals of
reduction in aircraft NO𝑥 emissions.

Estimate the differences in the sensitivity of air quality to aircraft emissions ac-
cording to the source and receptor world regions.

Atmospheric simulations were performed with perturbations in aircraft emissions sep-
arately over Asia, Europe, and North America, allowing for air quality and human health
impacts to be isolated per regional source-receptor pairs (Chapter 5). According to the re-
sults of these global simulations, most air quality and human health impacts from aircraft
operation are due to non-LTO emissions, which account for 83–89% of health impacts for
the same region as source-receptor, and 92–98% of global health impacts caused by emis-
sions over each region. 73% and 88% of premature mortality caused by aircraft emissions
over Europe and North America, respectively, occurs outside the region of emission, such
that most of the benefits from reductions in emissions in those regions would be felt else-
where. For all perturbation scenarios, the majority of health impacts took place in Asia,
primarily driven by its larger population count.

Higher sensitivity of PM2.5 to full-flight emissions was associated with availability of
ammonia to react with NO𝑥 , as evaluated by the gas ratio metric. Higher ozone sensitivity
to LTO emissions was associated with higher ratios of formaldehyde to NOy. The sensi-
tivity of global health impacts to full-flight emissions was found to be 45–50% higher for
emissions released over Europe compared to over Asia and North America, highlighting
that the same amount of emissions can have impacts of significantly different magnitudes
depending on where they are released. The higher sensitivity of impacts to emissions over
Europe is consistent with the “favorable” conditions of westerly prevailing winds trans-
porting cruise emissions from Europe to Asia, and higher ammonia availability in Europe
compared to the other regions. The overall conclusion from this study is that the spa-
tial distribution of aircraft emissions and population, emissions from other sectors, and
atmospheric transport patterns need to be carefully considered in order to evaluate the
environmental cost of aviation activities, or the benefits of potential mitigating actions,
particularly in the context of spatially heterogeneous scenarios.

Quantify the present-day global air quality and associated human health impact
of aircraft emissions.

Previous studies in the literature had made estimates of the global air quality and hu-
man health impacts from aviation in the past, when both aviation and non-aviation emis-
sions were significantly different. Combining an atmospheric chemical transport model
with the up-to-date aircraft emissions inventory developed in Chapter 3, those impacts
were quantified for the year 2019 in Chapter 6. Aircraft emissions were found to be respon-
sible for 0.3%, 1.8%, and 0.3% of global population exposure to PM2.5, (peak-season) ozone,
and NO2 from all sources. For the concentration-response functions (CRF) adopted, this
exposure to pollution is estimated to lead to 116100 additional annual deaths. The magni-
tude of health impacts are sensitive to the choice of CRF, such that the relative importance
of the three pollutants to the total health impacts is also sensitive to that choice, with this



8

134 8 Conclusions and outlook

study finding that two thirds of impacts come from ozone exposure, compared to previ-
ous studies that estimated that most aviation-attributable health impacts are due to PM2.5.
This uncertainty also carries over to the relative importance of phases of flight to health
impacts, as LTO disproportionately impacts PM2.5 more, while non-LTO impacts ozone
more. Health impacts of aircraft-attributable NO2, which were not considered in previous
global studies, was estimated to be of similar magnitude to impacts from the other two
pollutants when considering only LTO emissions. While low-altitude emissions near air-
ports increase NO2 locally, high-altitude emissions cause a spatially widespread decrease
in ground-level NO2 concentrations. The higher resolution simulations suggest that the
effect of full-flight emissions is a net global increase in NO2 exposure, in contrary to the
coarser resolution results, but further work could provide a more robust conclusion in that
regard.

Regardless of systematic biases in health impact estimation, air quality impacts at-
tributed to air travel have increased over time (compared to 2005), consistent with the
increase in the amount of aircraft emissions. Between the two years, it was also found
that sensitivity of ground-level PM2.5 and NO2 to aircraft emissions increased, while sen-
sitivity of ground-level ozone decreased. The changing (2005 to 2019) spatial distribution
of aircraft emissions has a net negative impact on the sensitivity of exposure to the amount
of NO𝑥 emitted, as proportionately less emissions are released over Europe, where their
global effects would have higher intensity. The results obtained suggest that a potential
large scale worldwide deployment of sustainable aviation fuels would have only limited
effect on global health impacts from full-flight emissions, as 86% of mortalities due to
PM2.5 and 98–100% due to ozone and NO2 are attributed to NO𝑥 emissions, which are not
expected to change significantly with this change of fuel.

Compare how different future atmospheric scenarios can be expected to change
the global air quality impacts from aircraft emissions.

Atmospheric simulations were performed to evaluate air quality impacts from avia-
tion under different scenarios for the year 2040 (Chapter 6). The sensitivity of air quality
to aircraft full-flight emissions changes across different future scenarios of non-aviation
atmospheric emissions, with larger changes occurring in impacts on PM2.5 and NO2 com-
pared to ozone. Depending on the future scenario and pollutant considered, global pop-
ulation exposure sensitivity to aircraft emissions may either increase or decrease relative
to the present day. Changes in air quality sensitivity between different future scenarios
are also not uniform spatially, without a consistent pattern of less/more polluted scenar-
ios being more/less sensitive. Changing non-aviation emissions was found to affect LTO-
attributable global exposure to PM2.5 and ozone more than exposure to NO2. These results
are consistent with the hypothesis that impacts that depend more on nonlinear chemistry
in the near-surface atmosphere are more affected by changes in non-aviation emissions,
which are almost exclusively released at ground-level.

Overall, different non-aviation emissions led to total global health impacts due to
PM2.5, ozone, and NO2 attributed to full-flight emissions varying from −1% to +5% rel-
ative to a baseline case. These values would be higher if a different choice of CRF reduced
the share of mortality attributed to ozone exposure. Across the various scenarios evalu-
ated, impacts increased with the amount of aircraft NO𝑥 released. Compared to changing
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scenarios of non-aviation emissions, a larger range of total aircraft-attributable mortality
was observed across the different future aircraft emissions scenarios considered: −27% to
+23% relative to the baseline. The effect on aviation’s global air quality impacts of different
meteorological fields, generated under different climate change scenarios, was found to be
smaller than the effect of different non-aviation emissions. Although aircraft-attributable
exposure was affected more than exposure to background pollution, which is consistent
with the hypothesis that air quality impacts from aviation are more sensitive to weather
conditions due to their higher altitude.

Estimate the spatial distribution of present-day global nitrogen deposition at-
tributable to aircraft emissions.

From the atmospheric simulations performed, it was estimated that aircraft NO𝑥 emis-
sions are responsible for 1.1% of global nitrogen deposition, including both natural and
anthropogenic sources of emission (Chapter 7). The inclusion of aircraft emissions in
the model results in an additional amount of deposition of reactive nitrogen that is 99%
of the mass of emissions, as the only significant atmospheric sinks for it (as modeled)
are through deposition. Therefore, non-LTO phases of flight account for the majority of
aircraft-attributable nitrogen deposition, estimated here at ∼92%, matching the percentage
of full-flight NO𝑥 emissions in non-LTO. Because of the high altitude and wide geographi-
cal span of release, these emissions cause spatially widespread deposition, making aviation
a more significant contributor to deposition in remote regions such as over the oceans and
over large deserts. This is exemplified by the finding that 55% of deposition attributed to
full-flight emissions occur on open seas, which, even if not targeted by environmental pro-
tection policies, are still affected by eutrophication, acidification, and deoxygenation; all
of which are problems driven in part by nitrogen deposition from combustion emissions.
Most benefits (with regard to nitrogen deposition) from potential reductions in aviation
emissions are not going to occur close to airports, and not even necessarily within the
countries of flight origin and destination. Accurate evaluation of aviation-attributable
over vulnerable natural areas requires higher resolution (more local) atmospheric and
emissions modeling, such that for example the contribution of LTO emissions to nitrogen
deposition within specific Natura 2000 areas in Europe cannot be accurately quantified
with the global modeling performed. Because the amount of deposition is proportional to
NO𝑥 emissions, aviation is contribution to this issue is expected to continue to increase
for at least the next few decades.

8.2 Outlook
The civil aviation industry has grown continuously since the beginning of the jet age, and
this is reflected on the amount of atmospheric emissions it releases. At the same time,
scientific knowledge on the various environmental impacts these emissions have has ex-
panded. In addition to climate forcing, these impacts also include air quality degradation
and excessive nitrogen deposition, as studied in this thesis. Especially as air traffic and its
associated emissions are expected to continue to increase in the foreseeable future, moti-
vation for research on the environmental footprint of aviation should increase accordingly.
This thesis contributed to this by both providing an up-to-date picture of air quality and
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nitrogen deposition impacts from aviation and by modeling a wide range of future scenar-
ios using consistent methods, which enables the estimation of the uncertainty associated
with different factors involved in projecting aviation’s impacts.

Historically, air quality has been treated as a local issue. Despite the global nature
of air transport, the sector still treats air quality as local, as evidenced by the stated three
cores areas of the International Civil AviationOrganization (ICAO)Committee onAviation
Environmental Protection (CAEP): climate change and aviation emissions, aircraft noise,
local air quality (emphasis added). It should also be noted that ICAO is a specialized agency
of the United Nations that, under the Chicago Convention, is responsible for regulating
international flights. The principle that emissions above themixing height can be excluded
from air quality analysis has been challenged by a growing body of evidence suggesting
that high-altitude aircraft emissions cause higher concentrations of ground-level PM2.5
and ozone. A major contribution of this thesis is providing further evidence that aircraft
emissions affect air quality at a global scale, and that while impacts at a specific area might
not be large, the global sum of these widespread impacts is significant.

A crucial limitation of the work presented here is that the estimates of air quality
degradation and related health impacts are completely dependent on the ability of the at-
mosphericmodel in accurately simulating the processes involved in the pathways between
emissions and ground-level pollution. The model used, GEOS-Chem, is itself a collection
of multiple sub-models and input datasets. These undergo continuous development by the
approximately 150 research groups worldwide that use GEOS-Chem, so as to reflect the
latest field measurements and the scientific state of the art as best as possible. Still, this is
only one of multiple atmospheric chemical transport models available, in addition to other
kinds of modeling tools that can be used to study air quality. More research on aviation’s
air quality impacts with other models is needed, allowing for model intercomparisons to
increase the confidence that modeled results are not merely artifacts of a specific modeling
approach. There is also a lack of results on how online modeling of aerosol microphysics
and dynamic interactions with clouds and solar radiation incidence might affect impacts
from aircraft emissions. It has been shown, by this and earlier studies, that model reso-
lution can have a significant effect on its sensitivity to aircraft emissions; so it would be
interesting to extend this and evaluate the effects of modeling the atmosphere at grid res-
olutions on the order of tens of kilometers versus a higher resolution grid that can allow
for the dispersion of individual jet plumes to be modeled. More clarity is needed on the
implications of treating aircraft emissions as instantly mixed into a much larger box of air,
instead of modeling chemical reactions (and aerosol microphysics) within the plume as it
leaves the engine and is gradually mixed with the surrounding atmosphere.

Validation of modeled air quality impacts of non-LTO emissions by measurements re-
mains challenging. The output of atmospheric models are routinely compared to ground-
based, sonde, and space-based measurements, but isolating the contributions from differ-
ent emission sources to the observed concentrations is difficult. Aircraft emissions affect
air quality mostly by increased formation of secondary pollutants, often involving inter-
mediate species and long-range transport, for which case connections cannot be directly
observed between pollution levels and emissions. Nevertheless, increased availability of
aircraft tracking data and satellite measurements of the atmosphere might provide more
opportunities for the identification of large scale patterns relating non-LTO emissionswith
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air quality.
The scientific understanding of the association between with air pollution and human

health is constantly improving, and this should be reflected when evaluating impacts from
aviation. In particular, there is a growing concern about the deleterious health effects of
ultrafine particles, such that the number of particles in the air is increasing being used as
an air quality metric. Aviation is already known to be a significant contributor to this type
of pollution, at least within airports, but the extent of the impacts associated with these
emissions is yet to be determined in detail. Additionally, higher certainty of evidence in
the association between premature mortality and long-term exposure to ozone would be
beneficial in assessing impacts from non-LTO emissions, especially in light of the results
presented here.

Like air quality, excessive nitrogen deposition is often treated as a local problem, as
the magnitude of impacts can vary significantly by location. But impacts at a specific
point are the combined effect of emissions from local and faraway sources, and from all
sorts of emitters. Until now, barely any research has focused on the contribution of avi-
ation to this problem. In addition to more modeling efforts, including global scale ones
like presented here, ground measurement campaigns could attempt to trace deposition of
nitrogen species from aircraft in the scope of vulnerable areas near large aviation sources.
More detailed analyses in such areas could provide new insights that would be useful in
mitigating impacts from aviation.

The quantification of aircraft emissions, in turn, is usually limited by data availability.
This was partially overcome by the use of ADS-B telemetry, which provides a faster, more
comprehensive, and more open source of flight movements. Greater privacy conscious-
ness, particularly by private aircraft operators, and security concerns might eventually
limit this data stream however. Additionally, instead of simulating flights as great-circle
trajectories and scaling to account for lateral inefficiency, telemetry data can be leveraged
further by incorporating actually recorded trajectories in the emissions modeling, which
is an improvement that has been pursued by other researchers since the publication of the
work described in Chapter 3.

However, several limitations regarding data availability still remain, including some
that were identified in this thesis. Data transmitted by aircraft do not include identifi-
cation of the aircraft type, which is required to model emissions, so databases linking
unique identifier code of transponders to aircraft types are required, which typically rely
on a combination of official government aircraft registries, crowdsourced data, and com-
mercially aggregated data. A more critical limitation for emissions estimation is that the
specific engine model used in each aircraft is unknown, and this can contribute to a large
degree of uncertainty as different versions of the same engine can have vastly different
emissions performance. Beyond the findings presented, there is currently no publicly
available study that has quantified the errors in emissions inventories due to the simplifi-
cation of adopting only one specific engine version for each aircraft type. Inventories are
also wholly dependent on public emissions data from engine certification, which are only
available for turbofans with a nominal thrust >26.7 kN, and therefore missing for piston,
turboprop, and small jet aircraft. Acquisition of more emissions data during actual opera-
tions would be beneficial in increasing confidence on estimates based on certification data,
and it could also enable further studies on the effect of engine wear on emissions, which
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has not been investigated publicly for modern aircraft. Data on usage and emissions per-
formance of auxiliary power units are even more lacking, and the results obtained here
suggest that APUs can be significant contributors to nonvolatile particulate matter near
airports. Lastly, engine emissions performance measured in the ground must be adjusted
for operating conditions at altitude, which carries additional uncertainty. This last point
is being addressed by flight measurement campaigns, although data are still limited by the
cost of such measurements.

Looking towards the future, as a particularly difficult sector in which to reduce emis-
sions, aviation should have its environmental impacts monitored more closely. As seen in
this thesis, their nonlinear dependency on weather and non-aviation emissions, as well as
the nonuniform growth in aircraft emissions, calls for continuous reevaluation of impacts.
Given the long timescales of aircraft development and the inertia to changes by the indus-
try and its regulators, timely assessments of aviation’s multiple environmental impacts
can provide valuable guidance to policy and technology decisions.
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A
Additional details on the estimation

of aircraft emissions

This appendix contains additional details relevant to Chapters 3 and 4. It includes
OpenSky origin-destination-typecode assignments (A.1), ICAO-IATA typecode conver-
sion table (A.2), list of military typecodes excluded from analysis (A.3), aircraft engine
and APU allocation (A.4), sensitivity analysis of emissions model (A.5), spatial distribu-
tion of aircraft emissions (A.6), proportion of LTO to full-flight emissions (A.7), changes
in emission indices between 2017–2020 (A.8), ratio between emissions of domestic and in-
ternational flights (A.9), emissions from cargo flights (A.10), and ratio between emissions
calculated from OpenSky and Flightradar24 (A.11).

 This appendix was originally published as Supplemental Materials to an article in the Journal of Aircraft.
Please cite as shown in the list of peer-reviewed journal articles, item 3.
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A.1 OpenSky origin, destination, and type code assign-
ment

Automatic Dependent Surveillance-Broadcast (ADS-B) messages do not include aircraft
type, origin or intended destination of a flight, therefore this information needs to be
somehow inferred. Individual aircraft can still be identified by a unique number (“ICAO
24-bit code”) assigned to its transponder. The availability of these fields in the OpenSky
dataset, extended to include the year 2016 is shown in Figure A.1.
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Figure A.1: Percentage of monthly flights in the OpenSky dataset that contain information on aircraft type (Type)
and both origin and destination (OD).

OpenSky assigns aircraft types to ICAO 24-bit codes using a database that relies on
the aircraft registries of a handful of countries (United States, United Kingdom, Ireland,
and Switzerland) as well as crowd-sourced data. The fraction of flights in the dataset that
contain type codes is 83% (2018), 75% (2019), 68% (2020).

Route identification can be achieved by observing the initial and final ends of trajecto-
ries or by correlating a specific aircraft ICAO 24-bit code and callsign with known routes.
The original processing of the dataset by Strohmeier et al. used in this study consisted
of extrapolating both ends of a flight trajectory and selecting the nearest airports [259].
However, airports are only assigned if the last position tracked is at or below 2500m in
altitude and if an airport is found within a 10 km radius of the extrapolated landing (or
takeoff) position. These limits provide a certain degree of confidence in the airport estima-
tion but, given the incomplete coverage of the OpenSky monitoring network, a significant
portion of flights do not have their beginning or end recorded in the data: 48% (2018), 54%
(2019), and 62% (2020) of total annual flights in the dataset have either origin or destination
airport not assigned.

Since this study aims to estimate global sums of emissions, flights partially captured
in the data are included by estimating the closest airport even when the first seen or last
seen position is above 2500m. For each flight, the following method is applied to assign
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airports:

• Draw a geodesic from the first to the last recorded position and extrapolate it by
the distance required to descend from current altitude to ground level at a constant
angle of 3°.

• Consider all airports within 500 km of the extrapolated ground position and make
new extrapolations by descending only to the elevation of each of those airports.

• Calculate the distance between each extrapolated landing (or takeoff) point and the
corresponding airport at that elevation.

• Select the airport with the shortest distance or do not make an assignment if no
airport is within 500 km.

Figure A.2 shows the ratio between the monthly global fuel burn calculated from the
list of flights with airports assigned in the original dataset and with the expanded list of
flights. Data for 2016 are also included, showing that the smaller network coverage in the
past leads to a larger effect of considering partially recorded flights.
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Figure A.2: Ratio of monthly global fuel burn calculated with only flights with airports identified by Strohmeier
et al. [259] to that calculated with the extended list of flights with additional airport assignments.
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A.2 Aircraft type code conversion
Table A.1: Map of IATA to ICAO aircraft type codes.

IATA ICAO IATA ICAO IATA ICAO IATA ICAO
100 F100 722 B722 757 B752 ABX A30B
141 B461 727 B722 75F B752 ABY A306
142 B462 72F B722 75T B753 AGH A109
143 B463 72Y B722 75V B752 AN4 AN24
146 B462 731 B731 75W B752 AN6 AN26
14F B462 732 B732 762 B762 ANF AN12
14Y B462 733 B733 763 B763 AR1 RJ1H
290 E290 734 B734 764 B764 AR8 RJ85
310 A310 735 B735 767 B763 ARJ RJ85
313 A310 736 B736 76F B763 AT4 AT43
318 A318 737 B737 76V B763 AT7 AT72
319 A319 738 B738 76W B763 ATF AT75
31B A319 739 B739 76X B762 ATP ATP
31F A310 73C B733 76Y B763 ATR AT76
31Y A310 73E B735 772 B772 ATZ AT43
320 A320 73F B737 773 B773 AWH A109
321 A321 73G B737 777 B773 BE1 B190
32A A320 73H B738 77F B77L BE2 BE65
32B A321 73J B739 77L B77L BE4 BE40
32N A20N 73L B738 77W B77W BE9 BE20
32Q A21N 73M B732 77X B77L BEC BE20
32S A320 73N B738 781 B78X BEH B190
330 A332 73P B737 787 B788 BES B190
332 A332 73Q B738 788 B788 BET B190
333 A333 73R B738 789 B789 BH2 HELI
339 A339 73S B732 7M8 B38M BNI BN2P
33F A332 73W B737 7M9 B39M BNT TRIS
33X A332 73X B732 7S8 B738 BUS GRND
340 A343 73Y B733 A26 AN26 C27 AJ27
342 A342 744 B744 A32 AN32 CJ8 C68A
343 A343 747 B744 A38 AN38 CN1 C182
345 A345 74E B744 A40 A140 CN2 C402
346 A346 74F B744 A4F A124 CNA C172
350 A359 74H B748 A58 A158 CNC C208
351 A35K 74N B748 A81 A148 CNF C208
359 A359 74X B742 AB3 A30B CNJ C56X
380 A388 74Y B744 AB4 A30B CNT F406
388 A388 752 B752 AB6 A306 CR1 CRJ1
717 B712 753 B753 ABF A30B CR2 CRJ2
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Table A.1 continued from previous page

IATA ICAO IATA ICAO IATA ICAO IATA ICAO
CR7 CRJ7 DHD DOVE FRJ J328 PA1 P28R
CR9 CRJ9 DHL DHC3 GJ5 GLF5 PA2 PA31
CRA CRJ7 DHP DHC2 GRJ GLF4 PAG PA46
CRF CRJ2 DHS C208 I14 SB20 PL2 PC12
CRJ CRJ7 DHT DHC6 IL7 IL76 RFS GRND
CRK CRJX E70 E170 IL9 IL96 S20 SB20
CS1 BCS1 E75 E75S J31 JS31 S76 S76
CS2 C212 E7W E75L J32 JS32 SF3 SF34
CS3 BCS3 E90 E190 J41 JS41 SFB SF34
CV5 CVLT E95 E195 L4T L410 SH3 SH33
CVF DC3 EC3 EC30 LCH GRND SH6 SH36
CVY CVLT EM2 E120 LMO GRND SU9 SU95
D28 D228 EMB E110 LOH C130 SWM SW4
D38 D328 EMJ E190 M11 MD11 T20 T204
D6F DC3 EP1 E50P M1F MD11 TGV GRND
D9F DC94 EP3 E55P M80 MD82 TRN GRND
DC9 DC94 EQV HELI M81 MD81 TRS GRND
DH1 DH8A ER3 E135 M82 MD82 TU3 T134
DH2 DH8B ER4 E145 M83 MD83 TU5 T154
DH3 DH8C ERD E135 M87 MD87 YK2 YK42
DH4 DH8D ERJ E135 M88 MD88 YK4 YK40
DH7 DHC7 F28 F28 M90 MD90 YN2 Y12
DH8 DH8D F50 F50 MA6 MA60 YN7 AN24
DHC DHC4 F70 F70 NDE HELI
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A.3 Military aircraft
Military aviation emissions are outside the scope of this study, but both the ADS-B datasets
from OpenSky and Flightradar24 contained some military flights. Military aircraft have
the ability to turn ADS-B transmitters off, and their operators can request online ADS-B
trackers that these flights be unlisted, but that does not necessarily occur. For this study,
ICAO type codes of military aircraft are filtered out of the flight movement data. The
filter includes some aircraft partially retired from service and aircraft that are judged as
beingmostly used inmilitary activities despite some smaller amount of civilian service (Ta-
ble A.2), as well as types identified asmilitary aircraft still in service (Table A.3). Figure A.3
shows the monthly fuel burn that is added if military aircraft types are not excluded.

Table A.2: Aircraft type codes of partially military aircraft excluded from ADS-B datasets.

A178 C160 ETAR F260 HAR M55 S208 SB7
A748 CJ6 F1 F8 IL86 MIR4 S211 SB91
AN22 DHC4 F106 G115 JAGR PC7 SB32 SSAB
AN26 DHC5 F111 G120 KC39 S05F SB35 WB57
AN32 E121 F14 G12T M17 S05R SB37 YK52

Table A.3: Active military aircraft type codes excluded from ADS-B datasets.

A10 BE12 E6 FLCO L39 P1 SB05 TEX2
A3 BTX1 E737 G222 L59 P1HH SB39 TOR
A37 C1 E767 G4SG L70 P2 SBR2 TS11
A4 C101 EUFI HAWK L90 P3 SR71 TU22

A400 C135 F104 HURK LH10 P38 STRK TU95
A50 C141 F117 IA63 M339 P8 SU17 TUCA
A6 C17 F15 IL38 M345 PC21 SU24 U2
A7 C2 F16 IR99 M346 PC9 SU25 UT75

AJET C27J F16X J10 MF17 PZ3T SU27 V22
AMX C295 F18H J20 MG15 Q01 SU7 V280
AN30 C30J F18S K35A MG21 Q1 T160 VF35
AN70 C5 F2 K35E MG23 Q2 T2 X47B
ANKA C5M F22 K35R MG25 Q4 T22M Y130
ARVA CL41 F26T KC2 MG29 Q9 T37 YAK3
AT3 DHC1 F35 KE3 MG31 R135 T38 YAK9
ATLA E2 F4 KFIR MIR2 RFAL T4 YK11
B1 E314 F5 KT1 MIRA S15U T50S YK18
B17 E3CF F5SA L159 MRF1 S2P TB30 YK28
B2 E3TF FGTH L29 MS30 S2T TB31 YURO
B52 E530 FGTL L37 NIM
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Figure A.3: Increase in monthly fuel burn estimate resulting from including military aircraft types in each flight
movement data source relative to fuel burn calculated for that source excluding military aircraft.
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A.4 Aircraft engine and APU allocations
Each aircraft type is assigned representative engine models and at most one auxiliary
power unit (APU) to be used for all its flights, based on data from Jane’s All the World’s
Aircraft and Jane’s Aero Engines¹. Airliners that have engines available from multiple
manufacturers are assigned a specific engine version for each manufacturer, and emis-
sions taken as the weighted average according to each engine family’s market share (Ta-
ble A.4). This distribution for each type’s fleet is estimated by the reported number of
units delivered [402–404], crowdsourced fleet databases [405], and a market analysis re-
port [406]. Emissions data are not available for some turboprop, piston, and low thrust
turbojets (< 27 kN), requiring substitution to similar engines. Substitutions are selected
based on engine power or thrust, family, and date of development. Every type with an
APU is assigned a generic “APU fuel group” determining which averaged EIs would be
applicable according to the “Advanced approach” of APU emission estimation described
in ICAO’s Airport Air Quality Manual [21]. All engine and APU allocations other than
those in Table A.4 are listed in the file engines/eng_allocations.csv of the model [266].

Table A.4: Engine name and ICAO’s EEDB unique identifier (UID) assigned to aircraft with engine options from
multiple manufacturers, and aircraft class definition used (W = widebody, N = narrowbody).

Type
code

EEDB’s unique
identifier (UID) Engine

Market
share

Share
source Class

A19N 01P20CM127 CFM LEAP-1A24 53% [403,
404] N01P22PW160 PW1124G-JM (Block D) 47%

A20N 01P20CM128 CFM LEAP-1A26 53% [403,
404] N01P22PW163 PW1127G-JM (Block D) 47%

A21N 01P20CM132 CFM LEAP-1A30/32/33 53% [403,
404] N01P22PW167 PW1133G-JM (Block D) 47%

A306 3GE056 CF6-80C2A5F 56% [405] W1PW048 PW4158 44%

A310 2GE037 CF6-80C2-A2 (1862M39) 90% [405] W1PW047 PW4156A (reduced smoke) 10%

A318 01P08CM109 CFM56-5B8/3 58% [403,
404] N7PW083 PW6122A 42%

A319 01P08CM106 CFM56-5B5/3 58% [403,
404] N01P10IA020 V2524-A5 (SelectOne) 42%

A320 01P08CM105 CFM56-5B4/3 58% [403,
404] N01P10IA021 V2527-A5 (SelectOne) 42%

A321 01P08CM104 CFM56-5B3/3 58% [403,
404] N01P10IA025 V2533-A5 (SelectOne) 42%

¹https://www.janes.com, accessed between 2020-08-28 and 2021-02-01.

https://www.janes.com
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Table A.4 continued from previous page

Type
code

EEDB’s unique
identifier (UID) Engine

Market
share

Share
source Class

A332
01P14RR102 Trent 772 (Phase 5) 68%

[406] W4GE081 CF6-80E1A4 (low emissions) 17%
9PW094 PW4168A-1D 15%

A333
01P14RR102 Trent 772 (Phase 5) 58%

[406] W4GE081 CF6-80E1A4 (low emissions) 28%
7PW082 PW4168A (Talon II) 14%

A388 9EA001 GP7270 52% [405] W01P18RR105 Trent 972E-84 48%

B744
1GE024 CF6-80C2B1F 48%

[402] W4RR037 RB211-524H-T 34%
12PW102 PW4062A 18%

B752 5RR039 RB211-535-E4-B-37 (Phase 5) 58% [402] N4PW072 PW2037 42%

B753 5RR039 RB211-535-E4-B-37 (Phase 5) 71% [402] N4PW073 PW2040 29%

B762 1GE012 CF6-80A2 50% [402] W12PW101 PW4060 (Phase III) 50%

B763
2GE055 CF6-80C2-B7F (1862M39) 72%

[402] W1PW043 PW4060 25%
4RR037 RB211-524H-T 3%

B772
5RR040 Trent 895 36%

[402] W6GE090 GE90-90B (DAC III) 33%
10PW099 PW4090 31%

B773 2RR027 Trent 892 70% [402] W5PW076 PW4098 30%

B788 01P17GE209 GEnx-1B70/75/P2 65% [402] W02P23RR130 Trent 1000-H3 35%

B789 01P17GE211 GEnx-1B74/75/P2 63% [402] W02P23RR132 Trent 1000-K3 37%

B78X 01P17GE214 GEnx-1B76A/P2 69% [402] W02P23RR132 Trent 1000-K3 31%

DC10 3GE074 CF6-50C1/2 (low emissions) 91% [402] W1PW033 JT9D-59A 9%

MD11 2GE049 CF6-80C2D1F (1862M39) 59% [402] W1PW052 PW4460 41%
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A.5 Sensitivity of total emissions to model parameters
The sensitivity of the global sum of emissions to various model parameters is evaluated
by a series of tests varying one parameter at a time. Some of these tests are performed
only for a sample of 10 combinations of month and flight movement source (Table A.5)
representative of the full dataset, while others are performed on the entire 102 months
of flight movement data (across OpenSky, OAG, and Flightradar24). Each sensitivity test,
listed in Table A.6, is discussed in this section.

Table A.5: Sample of 10 test months of flight movement data (across multiple sources) used in the evaluation of
sensitivity of model results to various parameters.

Year/Month Source(s)
2018/01 OpenSky, OAG, Flightradar24
2018/07 OAG
2019/07 OpenSky, Flightradar24
2020/01 OpenSky, Flightradar24
2020/04 OpenSky, Flightradar24

Table A.6: Parameters tested in the sensitivity analysis.

Section Parameter altered Months tested

A.5.1 Wind

All 102 months availableA.5.2 LTO cycle
A.5.3 APU methods
A.5.4 nvPM LTO method
A.5.4 nvPM non-LTO method

10 test months
A.5.5 Mass load factor
A.5.6 Cruise altitude
A.5.7 Simulation step size
A.5.8 Lateral inefficiency

A.5.1 Wind
The simulations in the main study apply monthly average wind speed vectors to flying air-
craft, with wind values taken from the nearest grid cell in the MERRA-2 native resolution
of 0.5° × 0.625° (latitude × longitude) with 72 hybrid-eta vertical levels [268]. Compared
to simulating flights without wind, monthly global fuel burn is between 0.23% to 1.35%
higher (Table A.7), with differences being larger during northern winter (Figure A.4). Sim-
ulated trajectories are geodesics, while actual flights take weather conditions in planning
and execution, which may reduce actual fuel consumption, and which is not accounted
for here.
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Table A.7: Changes in emissions resulting from including wind in the simulation. The average of 102 monthly
differences is given, with minimum and maximum in parentheses.

Fuel burn +0.68% (+0.23%, +1.35%)
EI (NO𝑥) –0.07% (–0.15%, +0.00%)
EI (HC) –0.38% (–0.76%, –0.12%)
EI (CO) –0.27% (–0.56%, –0.06%)
EI (nvPMm) –0.20% (–0.38%, –0.07%)
EI (nvPMN) +0.04% (–0.04%, +0.17%)
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Figure A.4: Relative increase in fuel burn resulting from including wind in the simulations.

A.5.2 LTO cycle
Airport size and traffic volume are influential to taxiing times. Because airports of a wide
range of sizes are considered in this study, the LTO cycle is modeled according to the
time-in-mode values suggested by Stettler et al. [265], since it assigns taxiing times as a
function of runway length and hold time as a function of yearly airport movements per
number of runways. The use of such model instead of adopting the LTO cycle defined
in ICAO’s Annex 16 [7], leads to a decrease of monthly LTO fuel burn between 27–30%
(Table A.8).

Table A.8: Changes in LTO emissions resulting from modeling the cycle according to Stettler et al. [265] instead
of using the ICAO standard cycle [7]. The average of 102 monthly differences is given, with minimum and
maximum in parentheses.

Fuel burn −29% (–30%, –27%)
EI (NO𝑥) +14% (+12%, +16%)
EI (HC) −36% (–41%, –33%)
EI (CO) −28% (–34%, –20%)
EI (nvPMm) +17% (+16%, +18%)
EI (nvPMN) +3% (+1%, +4%)
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A.5.3 APU emissions estimation method
Auxiliary power unit (APU) emissions are modeled by assigning a specific model or a
generic class of unit to each aircraft type and by considering a fixed amount of time spent
at each given power mode for every flight cycle. For the main study, the time-in-mode and
generic class emission indices are taken from the “advanced approach” in ICAO’s Airport
Air QualityManual [21], with specific APUmodel data from a study by the Airport Author-
ity Hong Kong used where available [173]. There is a large difference in APU operating
times depending on whether the airport has ground equipment providing power, cooling,
and heating, and this is reflected in the wide range of time-in-mode models. Adopting
different times presented by the same ICAO manual (the values suggested by ATA) leads
to APU fuel burn increases of 143% to 152% (Table A.9).

Table A.9: Changes in global monthly APU emissions resulting from adopting alternative time-in-modes. The
average of 102 monthly differences is given, with minimum and maximum in parentheses.

APU time-in-mode (baseline = ICAO Advanced [21])
AEDT [407] AEIC [265] ATA [21]

Fuel burn +16% (+15%, +17%) +113% (+111%, +113%) +145% (+143%, +152%)
EI (NO𝑥) +0% (+0%, +0%) +0% (+0%, +0%) +1% (+1%, +2%)
EI (HC) −1% (–2%, –1%) −1% (–2%, –1%) +0% (–1%, +1%)
EI (CO) −1% (–2%, –1%) −1% (–2%, –1%) 0% (–1%, +1%)
EI (nvPMm) +8% (+6%, +10%) +8% (+6%, +10%) +8% (+6%, +11%)
EI (nvPMN) +8% (+7%, +10%) +8% (+7%, +10%) +6% (+5%, +6%)

Using a different scheme of generic APU classes and their emission indices, as well
as not using specific model EIs where available, leads to changes in monthly global APU
fuel burn between –13% and +3% (Table A.10). The prevalence of APUs in business jets
is not readily known, and the main study considers all such aircraft have a class average
APU. Disregarding all APU emissions from business jets leads to a decrease in APU fuel
burn between 0% (in the case of OAG data, where business jets are not included) to 13%
(Table A.11).

A.5.4 nvPM estimation methods
LTO nonvolatile particulate matter (nvPM) emission indices at certification thrust levels
are preferentially taken from directly measured values or estimated from smoke number
measurements using the FOA 4.0 method, when measured values are not available. If the
measured emission indices are disregarded and only smoke number measurements are
used with the FOA 4.0 method, monthly LTO mass emissions are 2% to 5% higher and
particle number emissions are 1% to 5% lower. Disregarding direct measurements and us-
ing the older correlation method FOA 3, described by Wayson et al. [409], gives monthly
LTO mass emissions between 20% and 23% lower than the main study results, with no
provision in FOA 3 to estimate number of particles. The alternative FOX method, which
estimates particulate matter mass emissions from a thermodynamic model independent
of the smoke number data [251], results in 94% to 163% higher monthly LTO emissions
relative to our main study. Adopting the SCOPE11 method to estimate nvPM number
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Table A.10: Changes in global monthly APU emissions resulting from adopting alternative emission indices for
generic classes and from considering emission indices of specific APU models. The average of 102 monthly
differences is given, with minimum and maximum in parentheses.

APU emission indices
(baseline = ICAO Advanced [21] with specific APUs [173])

Generic APU
ACRP
[408]

ACRP
[408]

ICAO
Simple
[21]

ICAO
Simple
[21]

ICAO
Advanced

[21]
Specific APU No Yes No Yes No

Fuel burn –13% –3% –3% 1% –6%
(–13%, –11%) (–6%, –2%) (–5%, +3%) (+1%, +2%) (–8%, –4%)

EI (NO𝑥) 9% –2% 28% 4% 2%
(+7%, +11%) (–3%, –1%) (+20%, +33%) (+2%, +6%) (+1%, +5%)

EI (HC) 32% –20% –29% –23% 15%
(–15%, +48%) (–28%, –12%) (–42%, –19%) (–33%, –14%) (–3%, +24%)

EI (CO) 4% –6% –50% –11% 21%
(–26%, +8%) (–10%, –4%) (–63%, –48%) (–17%, –6%) (–6%, +26%)

EI (nvPMm) 14% 4% 5% 1% 6%
(+13%, +16%) (+2%, +6%) (–4%, +9%) (–4%, +6%) (+4%, +9%)

EI (nvPMN) 14% 4% –0% –4% 6%
(+13%, +16%) (+2%, +6%) (–11%, +13%) (–16%, +11%) (+4%, +9%)

Table A.11: Changes in global monthly APU emissions resulting from considering business jets without APUs.
The average of 102 monthly differences is given, with minimum and maximum in parentheses. Note that the 0%
are driven by the OAG simulations which do not capture business jets.

Fuel burn –5% (–13%, –0%)
EI (NO𝑥) +0% (–0%, +1%)
EI (HC) –9% (–19%, –0%)
EI (CO) –3% (–6%, –0%)
EI (nvPMm) –0% (–0%, +0%)
EI (nvPMN) +3% (+0%, +9%)

emissions, which is only different to FOA 4.0 by considering engine specific geometric
mean diameters [21, 270], yields between 9% to 21% higher monthly emissions. The re-
sulting changes from these alternative methods of estimating nvPM LTO emissions are
summarized in Table A.12.

Non-LTO nonvolatile particulate matter (nvPM) emissions are estimated using the
method adopted by the FAA’s emissions model, AEDT [271], which is based on the pro-
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Table A.12: Changes in LTO nvPM mass and number emissions resulting from adopting different calculation
methods relative to the method used in the main study. The average of 102 monthly differences is given, with
minimum and maximum in parentheses.

LTO nvPMm LTO nvPMN

FOA 3 [409] −22% (–23%, –20%) n/a
No direct measurements +3% (+2%, +5%) −3% (–5%, –1%)
FOX [251] +105% (+94%, +163%) n/a
SCOPE11 [270] n/a +10% (+9%, +21%)

cedure described by Peck et al. [272]. This method makes thermodynamic adjustments to
emission indices at ground-level reference conditions, obtained by interpolation of directly
measured values at engine certification thrust levels or of values calculated from smoke
number measurements using FOA 4.0. When neither kind of ground level measurements
is available, a constant emission index of 30mg/kg is used, and particle number (nvPMN) is
not counted. If this default constant EI is instead used for all engines, monthly global non-
LTO nvPMmass emissions (nvPMm) are 75% to 112% higher than in the main study results
(Table A.13). If nvPM emissions are instead disregarded for engines without measurement
data, global (fleet) emissions are between 0.8% and 2.6% lower (Table A.13).

An alternative method proposed for estimating in-flight nvPM, named FOX, consists
of also calculating both reference ground and cruise level emissions directly from a ther-
modynamic model of a (generic) engine [251]. Using the FOX method results in monthly
nvPMmasses that are between 4.5 and 6.4 times the results in the main study (Table A.13).
The tendency of the FOX method towards higher values and the overall wide range of
results has been observed in previous studies [232, 282], however there is a lack of high-
altitude measurements to assess the accuracy of all the available methods.

Table A.13: Changes in non-LTO nvPMm emissions resulting from adopting different calculation methods rela-
tive to the method used in the main study. The average of 10 monthly differences is given, with minimum and
maximum in parentheses.

Method
Non-LTO nvPMm

(baseline = AEDT [271])

Constant EI = 30mg/kg +11 % (–1%, +36%)
No constant EI backup −1.1% (–1.6%, –0.5%)
FOX [251] +184 % (+145%, +279%)

A.5.5 Mass load factor
Different mass load factors, ranging from 55.2% to 70.5%, are used for different years in the
takeoff mass estimation, as described in Section 3.2.4. The sensitivity of global aviation
emission totals to themass load factor is evaluated by running 10 test months (Table A.5) in
the model using three different values for the factor: 55.2%, 62.8%, and 70.5%. An increase
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or decrease relative to the intermediate value leads to changes of less than 1.1% in fuel
burn (Table A.14).

Table A.14: Changes in global fuel burn and emissions resulting from adopting different mass load factors relative
to emissions calculated using an intermediate baseline value for the factor. The average of 10 monthly differences
is given, with minimum and maximum in parentheses.

Mass load factor
(baseline = 62.8%)

55.2% 70.5%
Fuel burn –1.07% (–1.08%, –1.04%) +1.08% (+1.05%, +1.09%)
EI (NO𝑥) –0.69% (–0.73%, –0.67%) +0.69% (+0.67%, +0.73%)
EI (HC) +0.84% (+0.78%, +0.88%) –0.81% (–0.85%, –0.76%)
EI (CO) +1.51% (+1.34%, +1.59%) –1.48% (–1.56%, –1.30%)
EI (nvPMm) –0.32% (–0.36%, –0.29%) +0.34% (+0.31%, +0.37%)
EI (nvPMN) +0.20% (+0.16%, +0.31%) –0.22% (–0.31%, –0.19%)

A.5.6 Cruise altitude
Adopting aircraft type specific cruise flight levels determined from ADS-B data and limit-
ing cruise levels for short flights results in a –1.44% to +1.02% difference in global monthly
fuel burn relative to using the default type specific values from the BADA model (Ta-
ble A.15).

Table A.15: Changes in global fuel burn and emissions resulting from adopting different aircraft type specific
cruise flight levels relative to using default BADA values. The average of 10 monthly differences is given, with
minimum and maximum in parentheses.

Cruise flight level determination
(baseline = BADA)

BADA + short flight limits ADS-B + short flight limits
Fuel burn +0.02% (+0.01%, +0.02%) –0.76% (–1.44%, +1.02%)
EI (NO𝑥) –0.09% (–0.13%, –0.07%) +0.53% (+0.26%, +1.25%)
EI (HC) –0.45% (–0.68%, –0.32%) +0.28% (–1.90%, +1.26%)
EI (CO) –0.51% (–1.38%, –0.09%) +0.53% (–2.11%, +2.10%)
EI (nvPMm) –0.05% (–0.11%, –0.03%) –1.08% (–2.61%, +2.80%)
EI (nvPMN) –0.00% (–0.03%, +0.02%) –1.44% (–4.31%, –0.48%)

A.5.7 Simulation step size
The non-LTO portion of flights is simulated by calculating aircraft state and emission rates
at discrete points along the flight trajectory. Point separation is determined by a vertical
distance during climb and descent and by a horizontal distance during cruise. Increasing
horizontal frequency (i.e. decreasing step size) by a factor of 2.5 (to 20NM) leads to a
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decrease of 0.05% to 0.04% in monthly global fuel burn (Table A.16). Increasing vertical
frequency by a factor of 2.0 (to 500 ft step size) leads to a decrease of 0.04% to 0.03% in
monthly global fuel burn (Table A.17). The resolution of gridded emissions is independent
of the simulation step sizes and emissions are spread uniformly across grid cells along the
trajectory between simulated points, according to the length of trajectory that falls within
each cell.

Table A.16: Changes in emissions resulting from adopting different cruise simulation steps relative to the value
used in the main study. The average of 10 monthly differences is given, with minimum and maximum in paren-
theses.

Horizontal cruise simulation step
(baseline = 50NM)

125NM 20NM
Fuel burn +0.10% (+0.09%, +0.11%) –0.04% (–0.05%, –0.04%)
EI (NO𝑥) +0.06% (+0.06%, +0.06%) –0.02% (–0.02%, –0.02%)
EI (HC) –0.08% (–0.10%, –0.07%) +0.03% (+0.03%, +0.04%)
EI (CO) –0.15% (–0.16%, –0.14%) +0.06% (+0.06%, +0.06%)
EI (nvPMm) –0.01% (–0.02%, +0.00%) +0.01% (–0.00%, +0.01%)
EI (nvPMN) –0.02% (–0.03%, –0.02%) +0.01% (+0.01%, +0.01%)

Table A.17: Changes in emissions resulting from adopting different climb and descent simulation steps relative to
the value used in the main study. The average of 10 monthly differences is given, with minimum and maximum
in parentheses.

Vertical climb and descent simulation step
(baseline = 1000 ft)

2000 ft 500 ft
Fuel burn +0.09% (+0.08%, +0.10%) –0.04% (–0.04%, –0.03%)
EI (NO𝑥) +0.25% (+0.24%, +0.26%) –0.22% (–0.23%, –0.20%)
EI (HC) –0.96% (–1.05%, –0.73%) +0.51% (+0.41%, +0.56%)
EI (CO) –0.70% (–0.85%, –0.39%) +0.36% (+0.21%, +0.43%)
EI (nvPMm) +0.47% (+0.44%, +0.51%) –0.24% (–0.25%, –0.22%)
EI (nvPMN) –0.05% (–0.06%, –0.02%) +0.02% (+0.01%, +0.03%)

A.5.8 Lateral inefficiency
Emissions are scaled up to account for the longer distances actually flown relative to the
great circle distances in the simulated trajectories. In this study, the lateral inefficiency
factor is adopted as a function of great circle distance, as described by Seymour et al. [258]
for their emissions model named FEAT. Not applying this correction leads to monthly fuel
burn totals between 6.36% and 6.72% lower (Table A.18). Modeling lateral inefficiency
with the same method used by the model AEIC described by Simone et al. [41], which
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uses different factors for emissions inside the terminal control area and emissions en-route
based on results from Reynolds [410], yield monthly fuel burn totals between 0.12% lower
and 0.14% higher than obtained in our main study (using the method from FEAT).

Table A.18: Changes in global emissions resulting from adopting different methods of correcting for lateral
inefficiency. The average of 10 monthly differences is given, with minimum and maximum in parentheses.

Lateral inefficiency
(baseline = FEAT) [258]

No correction applied AEIC [41, 410]
Fuel burn –6.53% (–6.72%, –6.36%) +0.02% (–0.12%, +0.14%)
EI (NO𝑥) +0.18% (+0.09%, +0.22%) +0.04% (–0.01%, +0.08%)
EI (HC) +0.64% (–0.22%, +1.12%) +5.89% (+4.87%, +6.56%)
EI (CO) –0.99% (–4.19%, +0.22%) +4.22% (+1.62%, +5.41%)
EI (nvPMm) –0.15% (–0.36%, +0.03%) +0.37% (+0.13%, +0.48%)
EI (nvPMN) –0.19% (–0.32%, –0.10%) –0.13% (–0.15%, –0.09%)

A.6 Spatial distribution of emissions
The aviation emissions calculated are gridded at a resolution of 0.5° × 0.625° (lat × lon), and
each grid cell (except for unpopulated islands, water, and the Antarctica) is assigned to a
region according to the “Standard Country or Area Codes for Statistical Use (M49)” scheme
from the United Nations’ Statistics Division [411] (Figure A.5). These assignments are
made based largely on geocoding data from OpenStreetMap accessed via the Nominatim
search tool. The horizontal distributions of fuel burn in 2018 as calculated from OpenSky,
OAG, and Flightradar24 are presented in Figure A.6. Table A.19 lists the amount of fuel
burned over each region, regardless of origin and destination of the flights, for the year
2018 (OAG and Flightradar24 estimates) as well as for 2005 based on results from Simone
et al. [41].

Fuel burn rates and emission rates of NO𝑥 , HC, CO, nvPMm, and nvPMN for 2019,
calculated from Flightradar24 data, are presented in Figure A.7. For this same scenario,
the distribution of fuel burn per longitude, latitude, and altitude are given in Figure A.8,
along the distribution from the 2005 inventory from Simone et al. [41] for comparison.
The fuel burn in this scenario per region of departure and arrival is given in Figure A.9.
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Figure A.5: Region definitions applied to gridded emissions, based on the United Nations’ M49 standard [411].

Table A.19: Fuel burn mass over different regions in 2005, based on the AEIC inventory [41], and 2018, calculated
from OAG and Flightradar24 data. The relative difference to 2005 is shown in parentheses.

AEIC 2005
[Tg]

OAG 2018
[Tg]

FR24 2018
Region [Tg] [kg⋅km−2]

Northern Africa 1.71 2.85 (+67%) 2.88 (+69%) 359
Eastern Africa 0.98 2.13 (+118%) 1.76 (+80%) 235
Middle Africa 0.77 0.98 (+28%) 0.92 (+20%) 138
Southern Africa 0.84 1.09 (+30%) 0.80 (–5%) 283
Western Africa 0.81 1.23 (+52%) 1.11 (+37%) 178
Caribbean 0.92 1.03 (+12%) 1.06 (+14%) 1328
Central America 2.42 3.27 (+35%) 3.11 (+29%) 1056
South America 5.45 9.37 (+72%) 8.61 (+58%) 452
Northern America 52.15 53.13 (+2%) 59.89 (+15%) 2353
Central Asia 1.84 2.93 (+59%) 2.88 (+56%) 712
Eastern Asia 18.18 42.02 (+131%) 40.48 (+123%) 3227
South-eastern Asia 6.81 13.98 (+105%) 13.25 (+95%) 1483
Southern Asia 5.76 13.64 (+137%) 13.32 (+131%) 1894
Western Asia 4.59 12.71 (+177%) 13.37 (+191%) 2704
Eastern Europe 10.74 19.46 (+81%) 20.15 (+88%) 1011
Northern Europe 6.32 7.91 (+25%) 8.25 (+30%) 3246
Southern Europe 6.04 9.46 (+57%) 10.03 (+66%) 5275
Western Europe 10.26 13.93 (+36%) 14.71 (+43%) 12168
Australia and NZ 3.66 5.43 (+49%) 5.67 (+55%) 624
Melanesia 0.17 0.22 (+30%) 0.19 (+14%) 105
Micronesia 0.04 0.04 (–19%) 0.04 (–19%) 108
Polynesia 0.03 0.03 (+12%) 0.03 (+2%) 73
Other (oceans) 39.99 63.53 (+59%) 65.81 (+65%) 185
World 180 280 (+55%) 288 (+60%) 565
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Figure A.6: Horizontal maps of full-flight (left) and LTO (right) average fuel burn rates in the year 2018 for
OpenSky, OAG, and Flightradar24.
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Figure A.7: Horizontal maps of average fuel burn rate and mass emission rates of different species in the year
2019 for Flightradar24.
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Figure A.8: Fuel burn mass in 2019 by longitude, latitude, and altitude for Flightradar24 and in 2005 from the
AEIC inventory [41].
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Figure A.9: Fuel burn mass in 2019 calculated with data from Flightradar24 for domestic flights (first row) and
international flights per pair of regions of departure and arrival.
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A.7 Proportion of LTO emissions
The proportion over time of monthly fuel burn and NO𝑥 emissions that occur during land-
ing and takeoff (LTO) phases of flight is shown in Figure A.10. In 2018, the simulation of
OAG flights had a higher proportion of fuel burn in LTO (8.73%) compared to Flightradar24
(8.58%), which could suggest better capture of short flights by OAG. In 2020, the changes
in air traffic due to the COVID-19 pandemic caused a swing in the proportion of fuel burn
in LTO between 8.15% and 9.97% in the Flightradar24 results.

2017 2018 2019 2020
7.5%

8.0%

8.5%

9.0%

9.5%

10.0%

Fuel burn

NOx

OpenSky
OAG
Flightrdar24

Figure A.10: Fraction of full-flight fuel burn and NO𝑥 emissions that occur during LTO phases. The fraction for
fuel is always higher than for NO𝑥 .

A.8 Emission indices changes during 2017–2020
Changes in civil aviation activity in 2020 caused both an overall decrease in fuel burn and
changes in the average emission indices (EI). Appendix A.9 shows the monthly average
EIs in the period of 2017–2020 calculated using Flightradar24 flight movement data. The
increase in global fleet average EIs for HC and CO is consistent with a decrease in flight
length associated with relatively fewer international flights (discussed in Appendix A.9),
as the emission of these species is less intense during cruise than during the LTO phase
of flights. In June 2020, the average EIs for HC and CO were 46% and 68% higher than the
2019 annual averages, respectively.
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Figure A.11: Monthly global average emission indices normalized by 2019 annual average values.

A.9 Domestic and international flights
Flights are classified as domestic or international based on the ISO 3166-1 alpha-2 country
code assigned to each airport. For this purpose, each signatory of the Convention on Inter-
national Civil Aviation (Chicago Convention) is treated as a separate country². Aruba (AQ),
Bonaire, Sint Eustatius and Saba (BQ), Curacao (CW), Sint Maarten (SX), and the Nether-
lands (NL) are each counted separately. The following states not at least directly listed in
the Chicago Convention are considered as individual countries in the analysis: Western
Sahara (EH), Liechtenstein (LI), Niue (NU), Palestine (PS), Taiwan (TW), and Kosovo (XK).
Certain countries are considered to consist of multiple ISO two-letter codes, according to
Table A.20.

Table A.20: Groups of ISO 3166-1 alpha-2 codes defining regions of domestic flights.

Country Codes
Australia AU, CC, CX, NF, HM
China CN, HK, MO
Denmark DK, FO, GL
Finland FI, AX
France FR, BL, GF, MF, MQ, NC, PF, PM, RE, WF, YT, TF, GP
United Kingdom GB, AI, BM, FK, GG, GI, IM, IO, JE, KY, MS, SH, TC, VG, GS, PN
Norway NO, BV, SJ
New Zealand NZ, TK
United States US, AS, GU, MP, PR, UM, VI

The ratio of fuel burn from domestic to total flights is presented in Figure A.12 for
emissions calculated using data from OpenSky, OAG, and Flightradar24. While prior to

²ICAO, https://www.icao.int/secretariat/legal/List%20of%20Parties/Chicago_EN.pdf, accessed on 2021-04-15.

https://www.icao.int/secretariat/legal/List%20of%20Parties/Chicago_EN.pdf
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2020 domestic flights were on average responsible for ∼4% of fuel burn, this grew up to
∼49% in 2020 due to the COVID-19 related restrictions.
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Figure A.12: Percentage of fuel burn attributed to domestic flights.

A.10 Cargo flights
An estimate of global emissions from cargo flights in 2018 is made by combining flights
marked as cargo or mail services in the OAG data with flights from FedEx, UPS, and DHL
in the Flightradar24, which are absent in OAG. Total mass emitted and their spatial distri-
bution are shown in Figure A.13 and Table A.21, respectively.

Table A.21: Fuel burn and emissions from cargo flights in 2018 from a combination of OAG and Flightradar24
data. Their share of all flights that year (including non-cargo flights) is shown in parentheses.

Fuel burn, Tg 22.6 (8.1%)
NO𝑥 , Gg 355 (8.2%)
HC, Gg 3.91 (11.3%)
CO, Gg 40.9 (6.5%)
nvPMm, Mg 565 (5.8%)
nvPMN, 1025 1.54 (4.5%)
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Figure A.13: Average vertically summed fuel burn rates of cargo flights in 2018 from a combination of OAG and
Flightradar24 data.

A.11 OpenSky fuel burn relative to Flightradar24
Flight coverage during the 2017–2020 period is different between OpenSky and
Flightradar24 in several ways: a significant fraction of OpenSky flights have missing air-
craft type data (Appendix A.1), military aircraft appear more often in the OpenSky records
(Appendix A.3), OpenSky lacks tracking in certain regions (Appendix A.6), and the Open-
Sky network does not include data obtained by multilateration of non-ADS-B telemetry
signals. The lack of trackers in certain regions is illustrated by the ratio of fuel burn in
2019 between OpenSky and Flightradar24 for flights departing China being 24%, while the
ratio for flights departing Europe (minus Russia) is 70% and the ratio for all flights is 57%
(Figure A.14).

The ratio of emissions between OpenSky and Flightradar24 per aircraft type (Ta-
ble A.22), besides being affected by changing spatial differences in ADS-B coverage, is
also affected by the lack of multilateration in OpenSky (leading to underrepresentation of
older aircraft) and bymissing data associating the unique identifiers of ADS-B transmitters
to aircraft type codes (leading to underrepresentation of newer aircraft).
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Figure A.14: Ratio of fuel burn from flights departing in specific regions estimated using flight movement data
from OpenSky and from Flightradar24. “L America” represents Latin America and the Caribbean. Asia does not
include China and Europe does not include Russia.

Table A.22: Ratio of global fuel burn in 2019 per aircraft type calculated using OpenSky (OS) and Flightradar24
(FR24) for the 30 types with the most fuel burn in the Flightradar24 results.

Type code OS
FR24

Share of
total FR24 Type code OS

FR24

Share of
total FR24

B738 53% 13.4% B788 58% 2.2%
B77W 67% 10.7% B748 74% 2.0%
A320 51% 10.7% B739 63% 1.8%
A321 55% 5.5% A20N 20% 1.7%
A333 61% 5.2% B752 74% 1.4%
A388 80% 4.3% E190 30% 0.7%
A332 53% 4.0% A343 55% 0.7%
B744 71% 3.7% E75L 68% 0.7%
B789 40% 3.7% MD11 84% 0.7%
B772 70% 3.5% CRJ9 56% 0.6%
B763 62% 3.0% A346 68% 0.6%
A319 63% 2.7% A21N 9% 0.5%
A359 41% 2.5% A306 76% 0.5%
B77L 61% 2.5% DH8D 22% 0.4%
B737 62% 2.4% CRJ7 53% 0.3%
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B
Additional details on health impact

regional sensitivity to aircraft
emissions

This appendix contains additional information relevant to Chapter 5, as listed below
along with section numbers:

• B.1 provides details on regional differences in aircraft emissions.

• B.2 provides details on the methods for atmospheric modeling.

• B.3 gives additional results from atmospheric modeling.

• B.4 gives health impacts estimated with alternative concentration-response func-
tions.

• B.5 describes how results from the separate regional perturbations were combined
to estimate global health impacts.

 This appendix was originally published as Supporting Information to an article in the Environmental Research
Letters. Please cite as shown in the list of peer-reviewed journal articles, item 2.
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B.1 Regional differences in aircraft emissions
B.1.1 Temporal variation
The AEIC aviation emissions inventory is based on a list of scheduled flights with depar-
ture times with a resolution of 1 hour [41]. The emissions corresponding to each flight
are allocated to a month, and all emissions during a month are averaged over time and
applied as a constant rate for the month. This captures a seasonal variation, with higher
emissions during summer, as shown in Figure B.1.

Figure B.1: Aviation fuel burn rate over time relative to the annual average; globally and within each region.

B.1.2 Spatial variation
For each scenario evaluated (one of the three regions perturbed), all emissions were multi-
plied by a constant number, with the multiplier being set at 1.10 for Europe and the others
calculated so that the increase in fuel burn per area was the same. This approach pre-
serves the spatial and temporal distribution of each emission species. The breakdown of
emission mass summed over the year by species, region, and altitude is given in Table B.1.
Landing and takeoff (LTO) emissions are defined as those up to 3000 ft above ground level.
Since SO𝑥 emissions are calculated using constant emission indices of 1.176 gSO2⋅kg−1
and 0.036 gSO2−

4 ⋅kg−1, their temporal and spatial distribution is equal to that of fuel burn.

Table B.1: Percentage of fuel and emissions mass during LTO (when compared to full flight). HC = hydrocarbons,
BC = black carbon.

Region Fuel, SO𝑥 NO𝑥 HC CO BC

World 9.1% 7.7% 28.8% 35.0% 16.7%
AS 9.4% 9.0% 34.2% 31.1% 15.5%
EU 9.8% 8.3% 21.6% 31.4% 20.1%
NA 10.6% 8.1% 50.1% 46.0% 17.4%
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Table B.2: Averaged regional and global emission indices over LTO and full-flight. HC = hydrocarbons, BC =
black carbon.

Full-flight [g/kg]
Region NO𝑥 HC CO BC
World 14.9 1.04 4.13 0.0328
AS 16.5 0.60 3.68 0.0322
EU 15.0 2.18 4.91 0.0339
NA 13.7 0.53 4.35 0.0325

LTO [g/kg]
World 12.7 3.29 16.0 0.0606
AS 15.9 2.20 12.2 0.0532
EU 12.7 4.79 15.7 0.0693
NA 10.5 2.48 18.9 0.0533

B.1.3 Share of international flights
Atmospheric chemistry is indifferent to our legal definitions of statehood, but in the con-
text of discussing the transboundary nature of aviation’s air quality impacts, it is worth-
while to note the relative amount of emissions that come from international versus domes-
tic flights (Figure B.2), as they are regulated differently. In addition to that, the length of
flights are a significant driver of regional differences in emission indices and vertical distri-
bution of emissions. International flights tend to be longer, spending more time cruising
(higher EI (NO𝑥)), while emissions for shorter domestic flights are weightedmore towards
LTO (higher HC, CO, and BC), as shown in Table B.3.

Figure B.2: Percentage of annual full-flight fuel burn by domestic flights at every grid cell, downscaled to 2°×2.5°
to improve visibility.
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Table B.3: Averaged global full-flight emission indices and fraction of total emissions from domestic and inter-
national flights. HC = hydrocarbons, BC = black carbon.

Fuel burn
[Tg]

Full-flight EI [g/kg]
NO𝑥 HC CO BC

Domestic n/a 13.6 1.63 5.88 0.0341
International n/a 15.8 0.59 2.84 0.0318
Dom:Int mass 43:57 39:61 67:33 61:39 44:56

B.2 Atmospheric modeling
B.2.1 Non-aviation emissions
The default non-aviation emissions inventories of GEOS-Chem v12.6.1 are used in the
simulations of Chapter 5. Inventories of anthropogenic emissions and the regions they
are applied:

• CEDS: global.

• NEI2005: U.S. (2005 only).

• NEI2011: U.S. (2013 only).

• APEI: Canada.

• DICE-Africa: Africa.

• MIX-Asia: Asia.

• EDGAR v4.3: sectors not included in DICE-Africa.

Other inventories or modules, and the type of emissions:

• GFED4: biomass burning.

• PARANOX: ship plume model.

• Lightning NO𝑥 (nameless).

• DEAD: mineral dust.

• Sea salt (nameless).

• MEGAN: biogenic.

• AeroCom: volcanic.
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Figure B.3: Region definitions and grid cells with a population greater than zero.

B.2.2 Grid definitions and populated areas
The perturbations to aircraft emissions are applied with a 12-cell linear taper to zero at
the edges of each region. To avoid numerical noise effects of the interface between grids,
a border 3 grid cells wide (shown in Figure B.3) is discarded from each regional grid for
analysis, with the global coarser resolution data used elsewhere.

The areas where the global LandScan 2005 population count, after being re-gridded to
0.5°×0.625°, are greater than zero are presented in Figure B.3. Only these grid cells are used
when calculating “populated area” averages. Global coarse grid results are upsampled to
0.5°×0.625° before applying populationmaps or themapping of countries for health impact
calculations.

B.2.3 Aerosol modeling
GEOS-Chem simulates not just aerosol dispersion, but also its photochemistry. Photolysis
in the troposphere and stratosphere is calculated using the Fast-JX algorithm [315, 412,
413]. Aerosol effects on photolysis by radiative scattering are calculated at each grid cell,
using the parametrization (of aerosol optical and physical properties, size distribution,
hygroscopic growth factors, etc.) described by Latimer and Martin [369].

Sulfate-nitrate-ammonium thermodynamic equilibrium is calculated with the ISOR-
ROPIA II model [191] and is coupled to the gas-phase chemistry simulation [355]. Aerosol
water content used in heterogeneous chemistry is from the ISORROPIA II thermodynam-
ics. Surface and multiphase chemistry of nitrates in clouds is simulated by the model
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described by Holmes et al. [366]. The cloud properties are taken from the meteorological
data driving GEOS-Chem, i.e. the MERRA-2 reanalysis product in this case. This means
that the effect of aerosol on cloud formation is not fed back to the photochemistry calcu-
lations, therefore not capturing this second order effect. NO𝑥 emissions from lightning
are calculated from the meteorological data, so effects of induced (or altered) cloudiness
from perturbation of aircraft emissions on lightning occurrence and subsequent effects
on natural NO𝑥 emissions are also part of this second order impact mechanism that this
setup does not capture. Finally, black carbon and organic aerosol models in GEOS-Chem,
described by Wang et al. [376] and Pai et al. [414], also interact with local conditions and
with background emissions.

There are other configurations of GEOS-Chem that treat aerosol microphysics more ex-
plicitly, using either the TOMAS [415] or APM [416] modules. However, since the adopted
concentration-response functions relate health impacts to aerosol mass instead of particle
number, the atmospheric model used is considered appropriate.

The GEOS-Chem model uses a number of tracers to represent the various species that
form fine particulate matter (PM2.5). All PM2.5 concentrations used in Chapter 5 are calcu-
lated from these tracers according to the default diagnostic output of GEOS-Chem [314],
according to Equation (B.1). This definition is slightly different than that in a newer ver-
sion of GEOS-Chem used in Chapters 6 and 7, described in Equation (6.1). Note that
mineral dust and sea salt aerosol are not significantly affected by aircraft emissions.

PM2.5 =(NH+
4 +SO2−

4 +NO−
3) ⋅𝐺𝐹 𝑆𝐼𝐴

+BCPI+BCPO+OCPO+ (OCPI+SOAS) ⋅𝐺𝐹 𝑜𝑟𝑔
+ (SALA) ⋅𝐺𝐹 𝑆𝑆𝐴 +DST1+ (DST2) ⋅ 0.38

(B.1)

where:

• BCPI = hydrophilic black carbon aerosol

• BCPo = hydrophobic black carbon aerosol

• OCPI = hydrophilic (primary) organic aerosol

• OCPO = hydrophobic (primary) organic aerosol

• SALA = accumulation mode (fine) sea salt aerosol

• DST1 = mineral dust with radius between 0.1 µm–1.0 µm
• DST2 = mineral dust with radius between 1.0 µm–1.8 µm
• SOAS = simple parametrization of secondary organic aerosol

• 𝐺𝐹 𝑆𝐼𝐴 = 1.0 = particle size growth factor for secondary inorganic aerosols (NH+
4 ,

SO2−
4 , and NO−

3 )

• 𝐺𝐹 𝑜𝑟𝑔 = 1.0 = particle size growth factor for OCPI and SOAS (organic aerosols)

• 𝐺𝐹 𝑆𝑆𝐴 = 1.0 = particle size growth factor for SALA
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Growth factors are applied in Equation (B.1) in order to consider the water content of
aerosol particles. They represent the ratio between the size of wet and dry particles:

𝐺𝐹𝑘 = 1+((𝑟𝑤𝑒𝑡
𝑟𝑑𝑟𝑦

)
3
−1) ⋅ 𝜌𝑤𝑎𝑡𝑒𝑟

𝜌𝑘
(B.2)

where:

• 𝐺𝐹𝑘 = grwoth factor for species 𝑘
• 𝑟𝑤𝑒𝑡 = radius of wet particle

• 𝑟𝑑𝑟𝑦 = radius of dry particle

• 𝜌𝑘 = specific mass of species 𝑘
Constant growth factors representing a relative humidity of 35% are applied globally.

When individual PM2.5 components are discussed in Appendix B.3.5, the same growth
factors are also applied. The parameters used by GEOS-Chem to estimate the growth
factors are discussed by Latimer and Martin [369], and result in 𝐺𝐹𝑆𝐼𝐴 = 1.233, 𝐺𝐹𝑜𝑟𝑔 =
1.049, and 𝐺𝐹𝑆𝑆𝐴 = 1.856.

B.2.4 Linearity of atmospheric model response
Throughout Chapter 5, air quality and health impacts are discussed for each scenario nor-
malized by additional fuel burn mass. The nonlinear nature of the processes involved
means that large perturbations will deviate from a constant proportional response. The
sensitivities calculated are representative of marginal changes in emissions comparable
to the magnitude of perturbation in the experiment. These marginal changes in aircraft
emissions are on top of the baseline scenario, which includes global aircraft emissions
along with emission sources from all other sectors. Since the perturbation multipliers are
chosen to achieve the same average additional fuel burn mass per area, and the area of
each region is different, the total amount of additional fuel burn is different for each case.
A 10% increase in aircraft emissions is achieved in 3.6 years at 2.7% annual growth (repre-
sentative of Europe, according to Ref. [224]), while a 26.7% increase takes 3.6 years at 6.7%
growth (representative of Central Southwest Asia) and a 14.1% increase takes 5.1 years at
2.6% growth (representative of North America).

To evaluate how much the model response deviates from linearity with a threefold
increase in perturbation, an additional set of simulations are performed for the global
coarse grid and the EU nested grid, in which EU aircraft emissions are multiplied by 1.3
instead of 1.1. This leads to a total additional fuel burn mass of 11.2Tg, compared to the
amounts for the perturbations in the main study of 3.7Tg (EU), 8.8Tg (NA), and 10.4Tg
(AS). In this section, the increase in fine particulatematter (PM2.5) concentration and ozone
mixing ratio resulting from this 30% increase in EU emissions are compared relative to the
changes caused by the 10% increase in emissions.

The ratios between ground-level changes (from the baseline simulations) resulting
from the two levels of EU perturbation (30% and 10%) are listed in Table B.4 for three
different spatial averaging methods and for the global coarse grid and the EU nested fine
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Figure B.4: Ratio between results of 30% and 10% EU perturbation: increases in PM2.5 concentration and (MDA8)
ozone mixing ratio per additional mass of fuel burned, averaged horizontally over all areas over the year for each
vertical level, for the global (G) and EU simulations.

grid. The (three times) stronger perturbation resulted in 0.1% and 0.3% less PM2.5 increases
per additional fuel burnmass averaged over all areas in the global and regional simulations,
respectively. Ozone (maximum daily 8-hour averages, MDA8) changes per additional fuel
burn averaged over all areas were 1.1% smaller for the stronger perturbation, indicating a
negative second order sensitivity to the added emissions. While the effect of a 3-fold per-
turbation to have a ∼1% difference in the sensitivity, implying a relatively linear response
(for full-flight impacts), nonlinearity may be present in larger perturbation sizes or around
different baseline values (e.g. a more recent aircraft emissions scenario).

Table B.4: Ratio between results of 30% and 10% EU perturbation: increases in ground level PM2.5 concentration
and (MDA8) ozone mixing ratio per additional mass of fuel burned, averaged over the year.

Variable Simulation
All

areas
Populated

areas
Population-
weighted

PM2.5
Global (coarse) 0.999 1.001 1.017
EU (nested grid) 0.997 0.997 0.996

Ozone Global (coarse) 0.989 0.989 0.987
EU (nested grid) 0.989 0.990 0.989

The ratios in terms of concentration and mixing ratio changes averaged over all areas
for each vertical level are shown in Figure B.4. The PM2.5 ratios range from 0.94 to 1.10 up
to 13 km in altitude, while ozone ratios are consistently less than 1.00.

The horizontal distribution of the absolute differences between ground level PM2.5
and ozone changes per additional fuel burn mass are shown in Figure B.5. Ozone (normal-
ized) response from the larger perturbation is lower than from the smaller perturbation
throughout the Northern hemisphere, while PM2.5 has grid cells with higher and lower
responses. The largest PM2.5 and ozone differences occur in East China and the Tibetan
Plateau, respectively, which are also areas with high background concentrations (Figure
S-9 and Figure S-10 in section S3.1) and large perturbation induced increases (Figure S-15
in section S3.2).
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Figure B.5: Ground level PM2.5 concentration and (MDA8) ozone mixing ratio changes per amount of additional
fuel burn mass caused by 30% increase of EU aircraft emissions minus those caused by a 10% increase, averaged
over the year.

B.2.5 Effects of grid resolution
Previous studies have shown that estimates of air quality sensitivity to aircraft emissions
can vary with the horizontal resolution of the atmospheric model [322, 341]. Also, near
airport effects are only captured at higher resolutions compared to global effects [1]. This
section presents the difference between using only the global coarse resolution simula-
tions and using the coarse simulation combined with the fine resolution regional nested
simulations for the study in Chapter 5. Table B.5 compares PM2.5 concentration and ozone
mixing ratio changes, Table B.6 compares population-weighted changes, and Table B.7
compares health impacts. By all measures listed here, the aviation-attributable response
of the combined nested simulations is larger than the response from just the coarse simula-
tion across all three perturbation scenarios: 9–12% higher (area-weighted) global concen-
tration (and mixing ratio) increases, 37–42% higher PM2.5 population-weighted concen-
tration increases, 19–22% higher ozone population-weighted mixing ratio increase, and
25–28% higher increase in mortalities. The coarser resolution may not be able to properly
represent pollution gradients close to large cities, and since there is a correlation between
spots of high population density and aircraft emissions, the coarser grid can underrepre-
sent the exposure in those areas. This is consistent with larger differences observed in
PM2.5 compared to ozone, since its impacts are more localized.

The observed results with different resolutions indicate that, for the range of resolu-
tions considered, resolution choice affects the calculated air quality impacts, by around
10%. Since health impacts also depend on population spatial distribution, it is influenced
by resolution further: 19–40% higher impacts when incorporating the higher resolution
simulations. It should be noted that for the estimation of the magnitude of aviation’s
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Table B.5: Comparison of results between coarse resolution and nested simulations: sensitivity of global yearly
average ground level PM2.5 concentration and ozone mixing ratio to aircraft emissions per region of emission.

PM2.5
[ng⋅m−3⋅(Tg fuel)−1]

Ozone
[pptv⋅(Tg fuel)−1]

Perturbation: AS EU NA AS EU NA

Coarse 0.037 0.064 0.042 2.13 2.23 1.79
Nested 0.041 0.071 0.046 2.33 2.50 1.98
Difference +11% +11% +9% +9% +12% +11%

Table B.6: Comparison of results between coarse resolution and nested simulations: sensitivity of population-
weighted regional yearly average ground level PM2.5 concentration and ozone mixing ratio to aircraft emissions;
average of the three perturbation cases.

PM2.5
[ng⋅m−3⋅(Tg fuel)−1]

Ozone
[pptv⋅(Tg fuel)−1]

Perturbation: AS EU NA AS EU NA

Coarse 0.318 0.516 0.313 2.84 3.66 2.78
Nested 0.451 0.707 0.430 3.39 4.47 3.29
Difference +42% +37% +37% +19% +22% +19%

Table B.7: Comparison of results between coarse resolution and nested simulations: sensitivity of yearly excess
mortality to aircraft emissions per region of perturbation.

PM2.5
[deaths⋅(TgFuel)−1]

Ozone
[deaths⋅(TgFuel)−1]

Total
[deaths⋅(TgFuel)−1]

Perturbation: AS EU NA AS EU NA AS EU NA

Coarse 69 130 73 164 203 156 234 333 229
Nested 97 172 97 196 254 188 294 427 285
Difference +40% +32% +34% +19% +25% +20% +26% +28% +25%
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health impacts — as opposed to the goal of comparing regional sensitivities — even higher
resolution models could be incorporated close to airports to capture local air quality im-
pacts, like the approach taken by Yim et al. [1]. As a result, an estimate of total health
impacts from the sensitivities calculated here would likely be an underestimate due to the
model’s resolution.

B.3 Atmospheric modeling results
B.3.1 Baseline fine particulate matter and ozone
The yearly averages of ground-level fine particulate matter (PM2.5) concentrations and
ozone mixing ratios for the baseline simulation (those in which aircraft emissions are un-
perturbed) are presented in Figures B.6 and B.7. Increases attributable to the perturbation
in aircraft emissions are defined as the difference in the concentrations or mixing ratios
between the perturbed and baseline simulations.

Validation of the ability of GEOS-Chem to accurately represent the atmosphere is con-
tinuously performed by several studies, as improvements and new features are developed
and incorporated into the model. Every significant update to the model is accompanied
by a benchmark simulation to avoid regressions. Stratospheric chemistry results from the
unified chemistry extension (UCX)module were compared by Eastham et al. withmultiple
weather balloon and satellite measurements [315]. Aerosol measurements over the United
States from various surface, aircraft, and satellite observations were compared with GEOS-
Chem results by Kim et al. [316]. Modeled organic aerosol chemistry was compared by
Pai et al. with 15 globally distributed airborne measurement campaigns [414]. Latimer
and Martin compared modeled aerosol mass scattering with ground air quality station
measurements over the United States [369].

In this section, modeled surface concentrations of ozone and PM2.5 from the EU and
NA regional nested simulations are compared to ground stationmeasurements for the year
2005. For Europe, data from the European Environment Agency’s (EEA) AirBase version 8
are used for both PM2.5 and ozone (Figures B.8 and B.9). Only “background” type stations
were considered. For North America, data from the US EPA (Environmental Protection
Agency) are used: NCore for PM2.5 measurements (Figure B.10), and CASTNET (Clean
Air Status and Trends Network) measurements of ozone (Figure B.11). For both regions,
only stations with sufficient data representative of the whole year are used. Grid cells with
more than one ground station are compared with the average of the values reported there.
The results of the comparison are presented in Table B.8.

The ability of the model to accurately represent the sensitivity of air quality to avia-
tion emissions is harder to verify as there is no direct measurement that can be used for
comparison. This is why the uncertainty estimates described in Section 5.2.4 are based on
an inter-model comparison study looking specifically at impacts from aviation emissions
[33].
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Figure B.6: Yearly average background surface level concentration of PM2.5 for the baseline scenario, log-scale.

Figure B.7: Yearly average background surface level maximum daily 8-hour average (MDA8) mixing ratio of
ozone for the baseline scenario, linear scale.
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Figure B.8: Yearly average background surface level concentration of PM2.5 over the EU domain for the baseline
scenario, with EEA AirBase air quality monitors used for comparison marked by semi-transparent white dots.

Figure B.9: Yearly average background surface level concentration of ozone over the EU domain for the baseline
scenario, with EEA AirBase air quality monitors used for comparison marked by semi-transparent white dots.
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Figure B.10: Yearly average background surface level concentration of PM2.5 over the NA domain for the baseline
scenario and the location of CASTNET air quality monitors used for comparison.

Figure B.11: Yearly average background surface level maximum daily 8-hour average (MDA8) mixing ratio of
ozone over the NA domain for the baseline scenario and the location of NCore air quality monitors used for
comparison.
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Table B.8: Comparison of modeled (M) background surface level PM2.5 and ozone values against observed (O)
values at air quality monitoring stations in Europe and North America.

PM2.5 Ozone
EU NA EU NA

[µg⋅m−3] [µg⋅m−3] [µg⋅m−3] [MDA8 ppbv]
Measurement source AirBase NCore AirBase CASTNET
Number of stations 130 39 715 67
Mean (model) 16.2 14.2 60 46.3
Mean (observed) 15.2 13.2 54.1 48.5
Standard deviation (M) 6.5 4.6 10.2 5.25
Standard deviation (O) 7 3.7 12.4 5.38
Mean bias 1.03 1.07 5.9 -2.25
Mean error 4.84 2.76 10.8 4.66
Root mean square error 6.38 3.35 14 5.52
Normalized mean bias 6.8% 8.1% 10.9% -4.6%
Normalized mean error 31.9% 21.0% 20.0% 9.6%
Correlation coefficient 0.577 0.742 0.38 0.56
Index of agreement 0.755 0.819 0.602 0.718

B.3.2 Perturbation-induced fine particulate matter and ozone
changes

The yearly average changes in surface PM2.5 and ozone are shown for all three perturba-
tion cases in Figure B.12, with the nested simulation results overlaid on those from the
global (coarser resolution) simulation. These changes are averaged spatially (weighted by
area or population) to calculate the overall air quality impacts.
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Figure B.12: Yearly average increase of ground level PM2.5 (left) and ozoneMDA8 (right) for perturbed (increased)
full-flight emissions.
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B.3.3 Background gas ratio
The (background) gas ratios were calculated using Equation (2.14) with ground level con-
centrations from the baseline simulation. The average GR values for each grid cell in the
AS, EU and NA regions during the months of January and July are shown in Figure B.13.
GR values of less than one are found during winter (represented by January in Figure B.13)
in some of the areas of high aviation LTO emissions in AS and NA: part of East China,
South Korea, Japan, and the coasts of the United States. At the same time, average GR
values greater than one occur in most of Western Europe in January. In July, GR is higher
across the three regions, but a significant portion of NA remain with GR values less than
one. The lower GR values in NA compared to EU are in line with the maps presented in
the Supplementary Material of Ref. [417], and the low GR values along the coasts of the
Unites States are also in line with the results obtained by Woody et al. [313].

Table B.9 lists the percentage of aviation emissions and population within each region
that are over areas with high GR (greater than 1.0, 1.3, and 1.5). Compared to the other
regions the lower fraction of LTO emissions in NA over areas with high GR is reflected in
the lower PM2.5 sensitivity to aviation emissions and in the speciation of PM2.5 changes:
lower nitrate formation and a net increase in sulfates (Appendix B.3.5).

Table B.9: Percentage of regional NO𝑥 aircraft emissions and population over grid cells with a monthly average
GR greater than 1.0, 1.3, and 1.5.

January July
Variable GR > than AS EU NA AS EU NA

Full-flight NO𝑥
1.0 53 68 29 63 71 37
1.3 44 58 15 56 65 28
1.5 40 51 12 51 61 22

LTO NO𝑥
1.0 76 87 33 86 84 35
1.3 57 78 15 68 77 21
1.5 50 76 14 60 75 15

Population
1.0 87 78 55 94 83 58
1.3 82 62 39 90 76 45
1.5 79 52 36 87 71 37
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Figure B.13: Average ground level gas ratio (free ammonia to total nitrates) during January (left) and July (right).
Only populated grid cells are shown.
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B.3.4 Formaldehyde to NO𝑦 ratio and ozone sensitivity to LTO emis-
sions

In all full-flight perturbation cases simulated, cruise emissions cause widespread increases
in ozone mixing ratio, from cruise levels down to the surface (Figure B.12). However,
landing and takeoff (LTO)-only perturbations cause both local increases and decreases in
ground-level ozone. This is expected from the photochemistry of ozone formation, with
its sensitivity to additional NO𝑥 depending on the ratio of volatile organic compounds
(VOC) and NO𝑥 , the main precursors of lower tropospheric ozone formation [324]. The
formaldehyde (CHOH) to NO𝑦 or NO2 ratio (FNR) can be used as an indicator of the
relative levels of these ozone precursors, identifying whether ozone production in a given
area is NO𝑥 -limited or NO𝑥 -saturated [418].

FNR is calculated here using Equation (B.3) with average ground-level concentrations
during January and July from the baseline simulation. NO𝑦 is calculated as the sum of the
following GEOS-Chem tracers: NO, NO2, NO3, HNO2, HNO3, HNO4, N2O5, PAN (perox-
yacetyl nitrate), MONITS and MONITU (saturated/unsaturated first generation monoter-
pene organic nitrates), HOMIT (second generation monoterpene organic nitrates).

𝐹𝑁𝑅 = [CHOH]
[𝑁𝑂𝑦]

(B.3)

The ozone changes from increased LTO emissions are plotted in Figure B.14 along
with two FNR contour lines (0.25 and 0.3). Ozone decreases associated with LTO emis-
sions occur mostly in areas with FNR less than 0.25, consistent with the NO𝑥 -VOC regime
change point of 0.28 observed in the study by Sillman [324]. Higher FNR values in July
are accompanied by larger ozone increases.
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Figure B.14: Average change of ground-level ozone MDA8 for increased LTO emissions during January and
July. The dashed and solid purple contour lines mark FNR values of 0.25 and 0.30, respectively. Areas with FNR
between 0.25–0.30 are darkened.
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B.3.5 PM2.5 speciation
In all three regions, almost all of the population-weighted increase in PM2.5 concentra-
tions comes in the form of additional nitrates and ammonium, which is partially offset by
decreases in sulfates (Figure S-18). In the LTO scenarios, organic aerosols become more
relevant, which is expected from their higher emission indices at taxing conditions. Their
percentage of total PM2.5 is particularly higher in North America, due to the lower amount
of nitrate formed.

Figure B.15: Population-weighted changes in individual constituents as a percentage of total PM2.5 mass increase
for each perturbation case and in each region. Particle growth factors are applied in mass calculations to account
for hygroscopicity, as described in Appendix B.2.3.

Differently to previous studies on air quality impacts from aviation [1, 30], PM2.5 in
the form of secondary organic aerosols (SOA) is also considered. For the LTO perturbation
scenarios, it is found that the aviation-attributable SOA share of PM2.5 mass is between
2.4–2.8 times that of black carbon and primary organic carbon combined. Scientific un-
derstanding of the chemistry of SOA formation in the atmosphere is still limited due to
its complexity [195], and the simplicity of the model used here means the precise effect of
aircraft emissions on organic aerosols remains largely unresolved. However, the results
suggest that SOA could be a significant component of the air quality impacts of aviation,
particularly in NA. The strong nonlinearity of the NO𝑥 -organic chemistry can change the
sensitivity of SOA formation to new emissions significantly with changing background at-
mospheric composition [419], which poses further questions about the current and future
impacts of aviation on PM2.5.

B.4 Alternative health impact estimations
Due to the sensitivity of the health impacts estimates presented to the choice of
concentration-response function (CRF), in addition to the main health impacts estimation
methods described in Chapter 5, several other CRFs were applied. Tables B.10 and B.11
give the additional (marginal) premature mortality from aviation emissions in each region
per additional mass of fuel burn estimated using CRFs from different sources and consid-
ering different mortality endpoints. The tables show the median estimate of the Monte-
Carlo method, with uncertainty quantified by considering triangular error distributions
defined by the central value and the 95% confidence intervals reported for the hazard ratio
in each CRF, besides the error distributions for PM2.5 and ozone changes as described in
Section 5.2.4.
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For the PM2.5 CRF used in Chapter 5, the median estimates are 8.3% higher than the
estimates using the nominal input values for all three perturbation cases. For the ozone
CRF used, the median estimates are 1.4% smaller than the result from nominal values for
all three perturbation cases. Tables B.10 and B.11 indicate the relative difference between
median and nominal results for the other CRFs, for all of which these differences are the
same (to 0.1%) for every perturbation case.

Alternative PM2.5 CRFs lead to values between −58% and +122% the main estimate
(Table B.10). The ratios between impacts of emissions of different regions range from
EU/NA between 1.74–1.83, and AS/NA between 0.92–1.02. Alternative ozone CRFs lead
to values between −66% and +52% themain estimate (Table B.11). The corresponding ratios
between impacts of emissions of different regions range from EU/NA between 1.34–1.44,
and AS/NA between 0.96–1.04.
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Table B.10: Global premature mortality from PM2.5 attributed to aviation emissions perturbations in 2005
in each region per additional mass of fuel burn calculated with various concentration-response functions
[deaths⋅(Tg fuel)−1]. Median estimates with 95% confidence intervals shown in parentheses. The CRF used in
Chapter 5 is in italics. * Relative difference between median estimates and the results using nominal input values
(average across all perturbation cases). † NCD = Noncommunicable disease, LRI = Lower respiratory infection.
‡ For this CRF, no error distribution was considered for the hazard ratio, the nominal value reported was used.
The values in parentheses are the 95% confidence intervals for estimates calculated using the 25th and 75th per-
centile values of the hazard ratio reported for the CRF.

CRF Region of perturbation Ratios
Ref. Endpoint AS EU NA EU/NA AS/NA *

[114] NCD+LRI† 106 187 106 1.77 1.00 8.3%(47-193) (84-341) (47-193)

[115] All-cause 127 215 124 1.74 1.02 9.4%(61-209) (103-354) (59-204)

[420] All-cause 190‡ 322‡ 185‡ 1.74 1.02 9.4%(47-440) (80-748) (46-430)

[329] All-cause 108 183 105 1.74 1.02 8.8%(49-191) (84-325) (48-187)

[329] Cardiovascular 70 126 70 1.81 1.00 7.5%(30-132) (55-239) (30-132)

[421] All-cause 97 165 95 1.74 1.02 8.6%(44-176) (75-299) (43-172)

[421] Cardiopulmonary 120 207 117 1.76 1.02 9.0%(56-206) (96-356) (55-202)

[101] All-cause 235 399 229 1.74 1.02 8.9%(102-449) (173-762) (99-439)

[101] Cardiovascular 163 295 163 1.81 1.00 9.5%(72-303) (131-548) (72-302)
[328]
linear

Cardiopulmonary
+ lung cancer

96 167 95 1.76 1.02 6.1%(40-191) (69-331) (39-188)
[328]

nonlinear
Cardiopulmonary
+ lung cancer

45 89 49 1.83 0.92 6.1%(18-88) (37-176) (20-96)

[422] All-cause 95 161 92 1.74 1.02 5.5%(25-217) (43-368) (25-212)

[422] Cardiovascular 204 369 204 1.81 1.00 9.2%(93-364) (169-659) (93-364)
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Table B.11: Global premature mortality from ozone attributed to aviation emissions perturbations in 2005
in each region per additional mass of fuel burn calculated with various concentration-response functions
[deaths⋅(Tg fuel)−1]. Median estimates with 95% confidence intervals are shown in parentheses. The CRF used
in Chapter 5 is in italics. * Relative difference between median estimates and the results using nominal input
values (average across all perturbation cases).

CRF Region of perturbation Ratios
Ref. Endpoint Ozone metric AS EU NA EU/NA AS/NA *

[104] Respiratory MDA8 annual 193 251 185 1.35 1.04 −1.4%(112-296) (145-383) (107-283)

[104] All-cause MDA8 annual 268 380 269 1.42 1.00 11.4%(130-496) (185-703) (130-496)

[115] All-cause 24h season 109 164 113 1.44 0.96 0.0%(66-152) (100-229) (69-159)

[330] Respiratory MDA1 season 65 85 63 1.34 1.03 −3.1%(29-118) (37-153) (28-114)

B.5 Estimate of the health impacts of global aviation
emissions

The study in Chapter 5 focused on calculating the human health impacts of aviation emis-
sions over one of three regions (named AS, EU, and NA). In order to compare results with
previous research, an estimation of the impacts from aviation emissions over the whole
world was also performed, as described in this section.

An additional global coarse resolution (4°×5°) simulation was performed, in which all
aviation emissions were turned off altogether. Assuming linearity of the model response
to aviation emissions (discussed in Appendix B.2.4) and linearity of the concentration-
response functions (for simplification), the results from this coarse “zero aviation emis-
sions” simulation was combined with the nested grid regional simulations discussed in
Chapter 5 to give an estimate of the impacts from total (global) aviation emissions. This
essentially means that this estimate extrapolates the impacts from the regional perturba-
tion (nested) simulations and uses a coarse global simulation to estimate the sensitivity of
impacts to emissions over “other” regions (outside AS, EU, and NA).

Impacts (𝐼 ) are defined here as the increase in premature mortality from changes in
ground-level fine particulate matter (PM2.5) and ozone concentrations over the baseline
simulation, in which aviation emissions were unperturbed. The impacts attributed to emis-
sions in “other” regions are calculated as the difference between the impacts from the
“zero” simulation (with the signal flipped, since emissions were removed) and the contri-
bution from emissions over the AS, EU, andNA regions. These contributions are calculated
from the simulations where the aviation emissions over those regions were perturbed by
a multiplier 𝛼 (Section 5.2.1 and Table 5.1), scaled so as to represent the impacts of the
total amount of aviation emissions from the regions. Equation (B.4) is calculated using
only results from the coarse global simulations, denoted by the 𝐶 subscript.

𝐼𝐶,𝑜𝑡ℎ𝑒𝑟 = −𝐼𝐶,𝑧𝑒𝑟𝑜 −
𝐼𝐶,𝐴𝑆
𝛼𝐴𝑆 −1

− 𝐼𝐶,𝐸𝑈
𝛼𝐸𝑈 −1 −

𝐼𝐶,𝑁𝐴
𝛼𝑁𝐴 −1

(B.4)
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The impacts from emissions in “other” regions are then added back with the impacts
from the AS, EU, and NA regions calculated using the finer resolution regional simulations,
denoted by the 𝐹 subscript:

𝐼𝑡𝑜𝑡𝑎𝑙 = −𝐼𝐶,𝑜𝑡ℎ𝑒𝑟 −
𝐼𝐹 ,𝐴𝑆
𝛼𝐴𝑆 −1

− 𝐼𝐹 ,𝐸𝑈
𝛼𝐸𝑈 −1 −

𝐼𝐹 ,𝑁𝐴
𝛼𝑁𝐴 −1

(B.5)

The 95% confidence interval for these results are calculated in the same manner, but
using the 2.5th or 97.5th percentile values of each impact estimate. That is, the random
variables apply simultaneously to all perturbation cases, as our error quantification is re-
lated only to the CRFs and the model response to emissions.
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C
Additional details on air quality

impact estimations
This appendix provides further details supporting the study presented in Chapter 6. In-
cluded are the seasonal variation of aircraft-attributable impacts on ground-level air qual-
ity (Figure C.1), map of share of all-source PM2.5 concentration due to aircraft emissions
(Figure C.2), map of share of aircraft-attributable PM2.5 due to LTO (Figure C.3), map of
share of aircraft-attributable PM2.5 due to full-flight NO𝑥 emissions (Figure C.4, relative
difference in air quality impacts of LTO emissions between different non-aviation emis-
sions scenarios (Figure C.5, and a comparison of vertical profiles of global concentration
of multiple species between simulations driven by MERRA-2 and GCAP 2.0 meteorology
fields (Figure C.6).
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Figure C.1: Daily and 14-day area-weighted global average ground-level pollutant concentration changes at-
tributed to 2019 full-flight and LTO-only emissions.
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Figure C.2: Share of ground-level 2019 annual average PM2.5 concentration due to aircraft (full-flight) emissions.

Figure C.3: Share of aircraft-attributable ground-level 2019 annual average PM2.5 concentration due to LTO
emissions.
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Figure C.4: Ratio of 2019 annual average PM2.5 aircraft-attributable increases between full-flight NO𝑥 -only and
full-flight including emission of other species.
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Figure C.5: Relative difference in ground-level concentrations attributable to LTO emissions in 2040 between a
less polluted scenario (SSP1-1.9) or more polluted scenario (SSP3-7.0) and a more likely scenario (SSP2-4.5). Grid
cells where values for SSP2-4.5 are below the 50th percentile are grayed out.
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Figure C.6: Global annual average mixing ratio (dry air basis) of model tracers for inorganic nitrates (NIT), NH3,
NH+

4 , and OH per hybrid pressure vertical coordinate, which is roughly equal to the fraction of atmospheric col-
umn above that point. Comparison of 2019 meteorology fromMERRA-2 against 2040 emissions andmeteorology
from GCAP 2.0. Shaded areas indicate the 68% range of values (1 𝜎 ) at each vertical level for two of the three
simulations. The band of “cruise altitude” indicates the altitude range where roughly 70% of full-flight aircraft
NO𝑥 emissions are released.
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D
Additional details on simulations

performed for nitrogen deposition

This appendix contains additional information relevant to Chapter 7, as listed below
along with section numbers:

• D.1 shows the grids used for averaging over populated areas.

• D.2 shows the location of measurement stations considered.

• D.3 contains statistical summaries of the comparison between modeled and ob-
served nitrogen deposition.

• D.4 shows the modeled spatial distribution of aviation-attributable and all-source
nitrogen deposition.

• D.5 contains a table giving the change in nitrogen deposition rates per land cover
class when considering the higher resolution simulations.

 This appendix was originally published as Supporting Information to an article in the publication Science of
The Total Environment. Please cite as shown in the list of peer-reviewed journal articles, item 4.
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D.1 Populated grid cells

Figure D.1: Populated areas (in grey) defined as North America, Europe, and Asia for the analysis. The population
map from LandScan Global 2019 is used [357].
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D.2 Measurement stations used in model comparison

Figure D.2: NADP sites with nitrogen deposition measurements [385].

Figure D.3: CASTNET sites with nitrogen deposition measurements [390].
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Figure D.4: EMEP sites with nitrogen deposition measurements [386, 387].

Figure D.5: EANET sites with nitrogen deposition measurements [388, 389].
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D.3 Comparison of modeled N deposition with measure-
ments

Table D.1: Comparison of modeled (M) against observed (O) [385–389] annual average NH3+NH+
4 wet deposition

rates (kgN⋅km−2⋅yr−1), per year and region.

2005 2019
U.S. and
Canada Europe Asia U.S. and

Canada Europe Asia

Measurement source NADP EMEP EANET NADP EMEP EANET
Number of stations 205 60 38 189 78 52
Mean (M) 177 295 490 210 285 692
Mean (O) 179 337 589 215 280 486
Standard deviation (M) 70.3 137 369 110 176 672
Standard deviation (O) 101 228 564 134 193 432
Mean bias −1.91 −42.2 −99.8 −5.44 5.22 207
Mean error 51.1 123 307 57.4 97.7 334
RMS error 67.9 218 474 77.3 154 505
Normalized mean bias −1.1% −12.5% −16.9% −2.5% 1.9% 42.5%
Normalized mean error 28.6% 36.6% 52.1% 26.6% 34.9% 68.7%
Correlation coefficient 0.74 0.38 0.56 0.82 0.65 0.73
Index of agreement 0.63 0.53 0.58 0.71 0.62 0.53

Table D.2: Comparison of modeled (M) against observed (O) [385–389] annual average HNO3 +NO−
3 wet deposi-

tion rates (kgN⋅km−2⋅yr−1), per year and region.

2005 2019
U.S. and
Canada Europe Asia U.S. and

Canada Europe Asia

Measurement source NADP EMEP EANET NADP EMEP EANET
Number of stations 205 60 37 189 78 52
Mean (M) 178 206 327 132 142 419
Mean (O) 176 286 411 138 205 376
Standard deviation (M) 79.2 78.1 199 58.3 71.9 426
Standard deviation (O) 88.2 196 369 67.7 148 304
Mean bias 1.71 −80.4 −83.3 −6.13 −63 42.5
Mean error 30.4 113 201 28.2 85.6 201
RMS error 38.8 188 338 36.4 139 332
Normalized mean bias 1.0% −28.1% −20.3% −4.4% −30.8% 11.3%
Normalized mean error 17.2% 39.5% 49.0% 20.4% 41.8% 53.3%
Correlation coefficient 0.90 0.49 0.44 0.85 0.54 0.63
Index of agreement 0.79 0.51 0.55 0.73 0.52 0.58
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Table D.3: Comparison of modeled (M) against observed (O) [385–389] annual average nitrogen wet deposition
rates from all species (kgN⋅km−2⋅yr−1), per year and measurement source.

2005 2019
U.S. and
Canada Europe Asia U.S. and

Canada Europe Asia

Measurement source NADP EMEP EANET NADP EMEP EANET
Number of stations 205 59 37 189 77 52
Mean (M) 355 501 820 342 428 1111
Mean (O) 355 624 1008 354 487 862
Standard deviation (M) 142 213 544 160 244 1070
Standard deviation (O) 174 366 811 191 321 664
Mean bias −0.196 −122 −188 −11.6 −58.8 249
Mean error 74.6 221 451 78.2 164 466
RMS error 95.4 341 677 102 256 714
Normalized mean bias −0.1% −19.6% −18.6% −3.3% −12.1% 28.9%
Normalized mean error 21.0% 35.5% 44.7% 22.1% 33.6% 54.1%
Correlation coefficient 0.84 0.49 0.59 0.84 0.64 0.79
Index of agreement 0.72 0.53 0.61 0.73 0.60 0.58

Table D.4: Comparison of modeled (M) against observed (O) [389, 390] annual average NH3 and NH+
4 dry depo-

sition rates (kgN⋅km−2⋅yr−1), per year and region.

NH3 NH+
4

2005 2019 2019 2005 2019 2019
U.S. U.S. Japan U.S. U.S. Japan

Measurement source CASTNET CASTNET EANET CASTNET CASTNET EANET
Number of stations 132 132 8 132 132 8
Mean (M) 69.5 123 78.9 48.4 23.5 14.2
Mean (O) 57 95 103 23.2 13.5 15.4
Standard deviation (M) 40.7 72.5 30.4 31.6 14.4 16.8
Standard deviation (O) 54 74.7 76.9 13.2 7.79 7.49
Mean bias 12.5 28 −24.3 25.2 10 −1.13
Mean error 34.6 47.5 64.1 29.6 15.4 17.8
RMS error 44.3 61.5 80.9 37.5 18.8 19.1
Normalized mean bias 21.9% 29.5% −23.6% 108.9% 74.5% −7.4%
Normalized mean error 60.8% 50.0% 62.2% 127.8% 114.3% 115.9%
Correlation coefficient 0.63 0.72 0.01 0.48 0.06 −0.29
Index of agreement 0.50 0.58 0.28 0.29 0.21 0.14
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Table D.5: Comparison of modeled (M) against observed (O) [389, 390] annual average HNO3 +NO−
3 dry deposi-

tion rates (kgN⋅km−2⋅yr−1), per year and region.

HNO3 NO−
3

2005 2019 2019 2005 2019 2019
U.S. U.S. Japan U.S. U.S. Japan

Measurement source CASTNET CASTNET EANET CASTNET CASTNET EANET
Number of stations 132 132 8 132 132 8
Mean (M) 300 135 144 17.5 13.7 65.9
Mean (O) 242 101 32.2 30.3 27.4 13.5
Standard deviation (M) 143 59.7 119 10.8 8.47 24.2
Standard deviation (O) 140 47.4 20.9 53.7 28.3 9.55
Mean bias 58 34 112 −12.8 −13.7 52.3
Mean error 82.6 44.6 113 21.7 16.6 52.3
RMS error 104 57.4 158 57 32.3 55.5
Normalized mean bias 23.9% 33.6% 348.9% −42.1% −50.0% 386.5%
Normalized mean error 34.1% 44.2% 350.0% 71.7% 60.5% 386.5%
Correlation coefficient 0.81 0.64 0.12 −0.09 0.02 0.61
Index of agreement 0.67 0.53 0.16 0.41 0.43 0.13

Table D.6: Comparison of modeled (M) against observed (O) [389, 390] annual average dry andwet + dry nitrogen
deposition rates from all species (kgN⋅km−2⋅yr−1), per year and region.

Dry N Wet + Dry N
2005 2019 2019 2005 2019 2019
U.S. U.S. Japan U.S. U.S. Japan

Measurement source CASTNET CASTNET EANET CASTNET CASTNET EANET
Number of stations 132 132 8 132 132 8
Mean (M) 528 347 337 897 690 964
Mean (O) 494 348 165 860 692 639
Standard deviation (M) 221 136 202 353 261 577
Standard deviation (O) 267 173 95.3 399 324 280
Mean bias 34.6 −0.994 171 37.2 −1.46 324
Mean error 127 86.8 177 168 127 324
RMS error 170 123 241 216 172 512
Normalized mean bias 7.0% −0.3% 103.5% 4.3% −0.2% 50.7%
Normalized mean error 25.7% 24.9% 107.0% 19.6% 18.3% 50.7%
Correlation coefficient 0.78 0.70 0.45 0.85 0.85 0.72
Index of agreement 0.70 0.66 0.34 0.75 0.75 0.54

D.4 Spatial distribution ofN deposition for each scenario
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Figure D.6: Wet nitrogen deposition flux due to 2019 full-flight emissions. Inset: Alps and Tibetan plateau.

Figure D.7: Dry nitrogen deposition flux due to 2019 full-flight emissions.

Figure D.8: Wet nitrogen deposition flux due to 2019 LTO emissions.
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Figure D.9: Dry nitrogen deposition flux due to 2019 LTO emissions.

Figure D.10: Wet + dry nitrogen deposition flux due to 2005 aviation full-flight emissions. Simulation using
meteorology and non-aviation emissions for 2019.

Figure D.11: Wet + dry nitrogen deposition flux due to 2005 aviation full-flight emissions. Simulation using
meteorology and non-aviation emissions for 2005.
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Figure D.12: Wet + dry nitrogen deposition due to 2005 aviation full-flight emissions relative to deposition from
all sources. Simulation using meteorology and non-aviation emissions for 2019.

Figure D.13: Wet + dry nitrogen deposition due to 2005 aviation full-flight emissions relative to deposition from
all sources. Simulation using meteorology and non-aviation emissions for 2005.

Figure D.14: Nitrogen wet deposition flux from all sources in 2005, in logarithmic scale.
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Figure D.15: Nitrogen dry deposition flux from all sources in 2005, in logarithmic scale.

Figure D.16: Nitrogen wet deposition flux from all sources in 2019, in logarithmic scale.

Figure D.17: Nitrogen dry deposition flux from all sources in 2019, in logarithmic scale.
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D.5 Effect of model resolution on distribution of N depo-
sition per land cover type

Table D.7: Relative change in mass of all-source and aviation-attributable nitrogen deposited in 2019 over differ-
ent land cover classes after incorporating results from finer resolution nested simulations.

Relative change in nitrogen deposition [%]
(mass including 0.5° × 0.625° resolution results

mass with only 2° × 2.5° resolution results –1)

Land cover class All sources
Attributable to
LTO emissions

Attributable to
full-flight
emissions

Urban / built up +4.2 +13.3 +1.8
Cultivated and
managed vegetation +1.0 +0.4 −2.3
Closed forest +5.4 +6.0 +5.6
Open forest +3.5 +4.7 +3.5
Shrubs +0.3 −2.4 −0.9
Herbaceous vegetation −0.9 +0.1 +2.4
Herbaceous wetland +1.2 +0.1 +0.1
Moss and lichen +1.9 −0.5 +2.2
Bare / sparse vegetation −7.4 −3.0 +0.0
Snow and ice −16.7 −1.1 +8.1
Permanent water bodies −0.1 −4.2 −1.0
Open sea −3.6 −5.2 −2.1
All land classes +1.9 +2.8 +2.1
All water classes −3.5 −5.2 −2.1
All areas −0.3 −0.8 −0.3
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