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SUMMARY

Establishing an accurate global unified vertical reference frame (VRF) is a long-standing
objective of geodesy. However, that objective has still not been achieved. One particular
application where the lack of such a VRF is evident, is the improvement of hydrodynamic
models by assimilating total water levels acquired by tide gauges. Indeed, to facilitate a
straightforward assimilation requires that both the observed and modeled water levels re-
fer to the same vertical datum. The required accuracy is high; it is expected to be in the
order of 1 centimeter. The best alternative VRF for the area of interest, the northwest Euro-
pean continental shelf, is the European Vertical Reference Frame 2019 (EVRF2019). The
EVRF2019, however, still lacks complete coverage and the required accuracy. The key
reason is that it is solely based on geopotential differences from spirit leveling/gravimetry,
which are not available between benchmarks separated by large water bodies. This thesis
exploits model-based hydrodynamic leveling to provide these differences. The specific ob-
jective is to assess the potential of including these data in realizing of European Vertical
Reference System (EVRS).

Using geodetic network analyses, Chapter 2 investigates the potential impact of using
model-based hydrodynamic leveling data on the quality (i.e., precision and reliability) of
the EVRF2019. In doing so, we used variance information from the latest Unified Euro-
pean Leveling Network (UELN) adjustment. The model-based hydrodynamic leveling data
were assumed to be obtained from not-yet existing hydrodynamic models covering either
all European seas surrounding the European mainland or parts of it that provide the required
mean water level with uniform precision. A heuristic search algorithm was implemented
to identify the set of hydrodynamic leveling connections that provide the lowest median of
the propagated height standard deviations. In the scenario which considered only connec-
tions between tide gauges located in the same sea basin, all having a precision of 3 cm,
the median of the propagated height standard deviations improved by 38% compared to the
spirit leveling-only solution. Except for the countries around the Black Sea, coastal coun-
tries benefit the most with a maximum improvement of 60% for Great Britain. We also
found increased redundancy numbers for the observations in the coastal areas and over the
entire Great Britain. Allowing for connections between tide gauges among all European
seas increased the impact to 42%. Lowering the precision of the hydrodynamic leveling
data lowers the impact. The results show, however, that even in case the assumed precision
is 5 cm, the overall improvement is still 29%. We also identified which tide gauges have
the largest impact. Our results show that these are the ones located in Sweden in which
most height markers are located. The impact, however, hardly depends on the geographic
location of the tide gauges within a country.

Chapter 3 develops and analyzes an empirical noise model for the model-derived coastal
summer mean water levels (SMWLs) used to establish hydrodynamic leveling connec-
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x SUMMARY

tions. The noise model was subsequently used to obtain a more realistic quality impact
of combining hydrodynamic leveling and UELN data in realizing the EVRS. We consid-
ered three state-of-the-art hydrodynamic models for the northwest European continental
shelf; AMM7, DCSMv6-ZUNOv4, and 3D DCSM-FM. Moreover, we assessed the spatio-
temporal performance of these three models in representing coastal SMWLs. The empir-
ical noise models were determined from the differences between observation- and model-
derived SMWLs at coastal tide gauges. All three noise models show that the model noise
is indeed correlated over sea distances as large as hundreds of kilometers. At the same
time, they all show a relatively large discontinuity at the origin (i.e., nugget effect); be-
tween 12.1 cm2 (3D DCSM-FM) and 16.3 cm2 (DCSMv6-ZUNOv4). The variance (i.e.,
covariance at zero sea distance) for these two models is 15.3 cm2 and 21.7 cm2, respec-
tively. Averaging the water levels over three summers, lowered the variance and nugget
effect for 3D DCSM-FM to 12.7 cm2 and 10.0 cm2, respectively. Our analysis also showed
that between 30% and 50% of the variance can be attributed to errors in the vertical ref-
erencing of the tide gauges. We lacked the information to assess what proportion of the
observed noise covariances should be attributed to these errors. The performance assess-
ments revealed significant variations over both space and time as well as among the three
hydrodynamic models. The results suggest that there is still room for model improvement.
In the final experiments, we used the noise model of the best overall performing model
(i.e., 3D DCSM-FM) to reassess the quality impact of combining hydrodynamic leveling
and UELN data in realizing the EVRS. The results suggest that ignoring noise covariances
leads to an overestimation of the total quality impact by 7% and 8%, when we average the
water levels over one and three summer periods, respectively.

Finally, Chapter 4 presents the first realization of the EVRS which combines geopo-
tential differences from spirit leveling/gravimetry and model-based hydrodynamic leveling.
The model-derived coastal SMWLs used in computing the hydrodynamic leveling connec-
tions were obtained from the Nemo-Nordic (Baltic Sea) and 3D DCSM-FM (northwest
European continental shelf) hydrodynamic models. The impact of model-based hydro-
dynamic leveling on the European Vertical Reference Frame (EVRF) is significant, espe-
cially for France and Great Britain. Compared to a solution which only uses spirit level-
ing/gravimetry, the differences in these countries reach tens to hundreds of kgal·mm. We
also observed an improved agreement with normal heights obtained by differencing GNSS
and the European gravimetric quasi-geoid 2015 (EGG2015) heights. In Great Britain, the
south-north slope of 48 mm deg−1 present in the solution which uses only spirit level-
ing/gravimetry data reduced to 2.2 mm deg−1. In France, the improvement is confined to
the southwest. The choice of the period over which water levels are averaged has an impact
on the results as it determines, among others, the set of tide gauges available to establish
the hydrodynamic leveling connections. To underscore this, an experiment was conducted
in which an averaging period was used that can be considered as the least preferred choice
based on three established criteria. Using this choice, the positive impact for France has
gone. For Great Britain, the estimated south-north slope became 12.6 mm deg−1. This is
larger than the slope obtained using the most preferred averaging period but still substan-
tially lower compared to the slope associated with a solution that uses only spirit level-
ing/gravimetry.
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The work presented in this thesis is expected to contribute to the further exploitation of
model-based hydrodynamic leveling in the realization of vertical reference systems (VRSs).
Not only the EVRS or another regional VRS, the technique also has potential when it comes
to the realization of the international height reference system (IHRS). Unlocking this po-
tential requires a close collaboration between geodesy and oceanography.





SAMENVATTING

De realisatie van een nauwkeurig wereldwijd verticaal referentiestelsel (VRF) is een al lang
bestaand doel van de geodesie. Dat doel is echter nog steeds niet bereikt. Een specifieke
toepassing waarbij het ontbreken van een dergelijke VRF duidelijk is, is de verbetering van
hydrodynamische modellen door het assimileren van totale waterstanden verkregen door
getijmeters. Om een rechttoe-rechtaan assimilatie mogelijk te maken, moeten zowel de
waargenomen als de gemodelleerde waterstanden verwijzen naar hetzelfde verticale datum.
De vereiste nauwkeurigheid is hoog; het zal naar verwachting in de orde van grootte van
1 centimeter zijn. Het beste alternatieve VRF voor het gebied van interesse, het Noordwest-
Europese continentale plat, is het European Vertical Reference Frame 2019 (EVRF2019).
De EVRF2019 mist echter nog steeds volledige dekking en de vereiste nauwkeurigheid. De
belangrijkste reden hiervoor is dat het uitsluitend gebaseerd is op geopotentiaalverschillen
bepaald uit de combinatie van waterpassen en gravimetrie. Deze data zijn niet beschik-
baar tussen hoogtemerken die gescheiden zijn door grote wateren. Dit proefschrift maakt
gebruik van ‘modelgebaseerde hydrodynamische waterpassing’ om deze verschillen te be-
palen. Het specifieke doel is om het potentieel te beoordelen van het opnemen van deze
data bij het realiseren van het Europees verticaal referentiesysteem (EVRS).

Met behulp van geodetische netwerkanalyses onderzoekt Hoofdstuk 2 de potentiële im-
pact van het gebruik van modelgebaseerde hydrodynamische waterpasgegevens op de kwa-
liteit (zowel precisie als betrouwbaarheid) van de EVRF2019. Daarbij hebben we variantie-
informatie gebruikt uit de laatste vereffening van het Unified European Leveling Network
(UELN). Aangenomen werd dat de modelgebaseerde hydrodynamische waterpasdata af-
komstig waren van nog niet bestaande hydrodynamische modellen die ofwel alle Europese
zeeën rond het Europese vasteland bestrijken, ofwel delen daarvan. Verder is aangenomen
dat deze modellen de benodigde gemiddelde waterstanden leveren met uniforme precisie.
Er is een heuristisch zoekalgoritme geïmplementeerd om de set hydrodynamische waterpas-
verbindingen te identificeren die de laagste mediaan van de voortgeplante standaarddevia-
ties van de hoogte oplevert. In het scenario waarin we alleen verbindingen toestaan tussen
getijdenmeters die zich in hetzelfde zeegebied bevinden, die allemaal een precisie hebben
van 3 cm, verbeterde de mediaan van de voortgeplante standaarddeviaties van de hoogtes
met 38% ten opzichte van de oplossing verkregen op basis van uitsluitend UELN data. Be-
halve de landen rond de Zwarte Zee profiteren de kustlanden het meest met een maximale
verbetering van 60% voor Groot-Brittannië. We vonden ook hogere redundantiegetallen
voor de waarnemingen in de kustgebieden en over heel Groot-Brittannië. Door verbindin-
gen tussen getijdenmeters tussen alle Europese zeeën mogelijk te maken, nam de impact toe
tot 42%. Het verlagen van de precisie van de hydrodynamische waterpasgegevens verlaagt
de impact. De resultaten laten echter zien dat zelfs als de veronderstelde precisie 5 cm is, de
algehele verbetering nog steeds 29% is. We hebben ook vastgesteld welke getijdenmeters
qua impact het meest voordeling zijn. Onze resultaten laten zien dat dit de getijdenmeters
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in Zweden zijn, waar de de dichtheid van het UELN netwerk het hoogst is. De impact hangt
echter nauwelijks af van de geografische locatie van de getijdenmeters binnen een land.

Hoofdstuk 3 ontwikkelt en analyseert een empirisch ruismodel voor de modelgeba-
seerde zomergemiddelde kustwaterstand die worden gebruikt om hydrodynamische water-
pasverbindingen tot stand te brengen. Het ruismodel werd vervolgens gebruikt om een
meer realistische kwaliteitsimpact te verkrijgen van het combineren van modelgebaseerde
hydrodynamische waterpasdata en UELN data bij het realiseren van het EVRS. We hebben
drie geavanceerde hydrodynamische modellen voor het Noordwest-Europese continentale
plat bekeken; het AMM7, het DCSMv6-ZUNOv4 en het 3D DCSM-FM model. Boven-
dien hebben we de ruimtelijk-temporele prestaties van deze drie modellen beoordeeld bij
het representeren van de zomergemiddelde kustwaterstand. De empirische ruismodellen
zijn bepaald op basis van de verschillen tussen observatie- en modelgebaseerde zomerge-
middelde kustwaterstanden bij getijdenmeters aan de kust. Alle drie de ruismodellen laten
zien dat de modelruis inderdaad gecorreleerd is over zeeafstanden tot honderden kilome-
ters. Tegelijkertijd vertonen ze allemaal een relatief grote discontinuïteit in de oorsprong
(het nugget-effect); tussen 12,1 cm2 (3D DCSM-FM) en 16,3 cm2 (DCSMv6-ZUNOv4).
De variantie (d.w.z. covariantie voor een zeeafstand van nul) voor deze twee modellen is
respectievelijk 15,3 cm2 en 21,7 cm2. Door de waterstanden over drie zomers te middelen,
werden de variantie en het nugget-effect voor 3D DCSM-FM verlaagd tot respectievelijk
12,7 cm2 en 10,0 cm2. Onze analyse toonde ook aan dat tussen de 30% en 50% van de
variantie moet worden toegeschreven aan fouten in de verticale referentie van de getijden-
meters. Het ontbrak ons aan de informatie om te beoordelen welk deel van de waargeno-
men ruiscovarianties aan deze fouten moet worden toegeschreven. De beoordeling van de
modelprestaties bracht significante variaties aan het licht in zowel ruimte als tijd, evenals
tussen de drie hydrodynamische modellen. De resultaten suggereren dat er nog ruimte is
voor modelverbetering. In de laatste experimenten hebben we het ruismodel van het best
presterende model (het 3D DCSM-FM) gebruikt om de kwaliteitsimpact van het combine-
ren van modelgebaseerde hydrodynamische waterpasdata en UELN data bij het realiseren
van de EVRS opnieuw te beoordelen. De resultaten suggereren dat het niet meenemen van
de ruiscorrelaties leidt tot een overschatting van de totale kwaliteitsimpact met 7% en 8%,
wanneer we de waterstanden middelen over respectievelijk een en drie zomerperiodes.

Ten slotte presenteert Hoofdstuk 4 de eerste realisatie van het EVRS die geopotentiaal-
verschillen uit waterpassing/gravimetrie en modelgebaseerde hydrodynamische waterpas-
sing combineert. De modelgebaseerde zomergemiddelde kustwaterstanden die werden ge-
bruikt bij het berekenen van de hydrodynamische waterpasverbindingen, werden verkregen
uit de hydrodynamische modellen Nemo-Nordic (Oostzee) en 3D DCSM-FM (Noordwest-
Europees continentale plat). De impact van modelgebaseerde hydrodynamische waterpas-
sing op het Europese verticale referentiestelsel (EVRF) is aanzienlijk, vooral voor Frank-
rijk en Groot-Brittannië. Vergeleken met een oplossing die alleen geopotentiaalverschillen
uit waterpassing/gravimetrie gebruikt, lopen de verschillen in deze landen op tussen de
tientallen en honderden kgal·mm. We zagen ook een verbeterde overeenkomst met nor-
maalhoogten verkregen uit het verschil van GNSS hoogten en de hoogten van de Europese
gravimetrische quasi-geoıide EGG2015. In Groot-Brittannië is de zuid-noordhelling van
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48 mm deg−1, aanwezig in de oplossing op basis van uitsluitend UELN data, teruggebracht
tot 2,2 mm deg−1 . In Frankrijk beperkt de verbetering zich tot het zuidwesten. De keuze
van de periode waarover de waterstanden gemiddeld worden, is van invloed op de resulta-
ten, aangezien deze onder andere bepaalt welke set getijdenmeters beschikbaar zijn om de
hydrodynamische waterpasverbindingen tot stand te brengen. Om dit te onderstrepen is een
experiment uitgevoerd waarbij een middelingsperiode is gehanteerd die op basis van drie
vastgestelde criteria als de minst geprefereerde keuze kan worden beschouwd. Met deze
keuze is de positieve impact voor Frankrijk verdwenen. Voor Groot-Brittannië werd de ge-
schatte zuid-noordhelling 12,6 mm deg−1. Dit is groter dan de helling die wordt verkregen
met de meest geprefereerde middelingsperiode, maar nog steeds aanzienlijk lager dan de
helling die wordt verkregen wanneer alleen UELN data gebruikt wordt.

Het werk gepresenteerd in dit proefschrift zal naar verwachting bijdragen aan de ver-
dere exploitatie van modelgebaseerde hydrodynamische waterpassing in de realisatie van
verticale referentiesystemen (VRSs). Niet alleen het EVRS of een ander regionale VRS, de
techniek heeft ook potentie als het gaat om de realisatie van het internationale hoogterefe-
rentiesysteem (IHRS). Het ontsluiten van dit potentieel vereist wel een nauwe samenwer-
king tussen geodesie en oceanografie.





1
INTRODUCTION

1.1. BACKGROUND
The Dutch seaports are of vital importance to the national economy. As such, it is of crucial
importance to keep them accessible. This is a real challenge because ships become bigger
and ship drafts deeper while at the same time we have to maximize the nautical safety
and limit prohibitively expensive dredging campaigns. To face this challenge, a seamless
forecasting system of the expected total water depths in the Dutch North Sea is needed.
Such a system must account for both the evolution of the seafloor topography (i.e., the
bathymetry) and the expected water level. The Versatile Hydrodynamics project, of which
this Ph.D. project is part of, addresses the water level component.

Forecasts of the expected water level are obtained from a hydrodynamic model. Given
the large environmental, economic, and/or social consequences in case of accidents, it is
crucial that these forecasts are complete, accurate, and complemented by a realistic accu-
racy description (i.e., one that is a function of space and lead time), and desirable that all
available observations are exploited in the framework of data assimilation. Developing a
model that provides such forecasts is the main overall goal of the Versatile Hydrodynamics
project.

A complete model must resolve all 3D physical processes that contribute to the wa-
ter level variations. In the southern North Sea, the main contributors are the astronomical
tide, surge, and baroclinic forcing (i.e., forcing induced by variations in salinity and tem-
perature). In forecasting storm surges, the primary application that drove hydrodynamic
model development in the Netherlands, this contribution has so far been ignored. That is,
barotropic (2D) models are used. The reason is that, overall, baroclinic processes mainly
contribute to the low-frequency water level variations. At the same time, interaction be-
tween tides, surges, and the baroclinic water level are known to exist (e.g., Gräwe et al.,
2014). Especially at the mouth of the Rotterdam Waterway. This region is very dynamic,
with significant tidal currents modified by baroclinic effects due to the highly variable tem-
perature and salinity. Missing the baroclinic forcing implies that also such interactions are
ignored. In addition, there is another consequence, namely that the modeled water levels
lack an absolute vertical reference (Slobbe et al., 2013). There are workarounds to account
for baroclinic water level variations and to obtain the absolute water level, i.e., water levels
in a 3D coordinate system (Slobbe et al., 2013). These are, however, not always valid and
hard to operationalize. Accurate hydrodynamic models typically employ data assimilation.

1
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The most obvious dataset to be assimilated into the model are tide gauge water levels. After
adding the baroclinic forcing to the model, a straightforward implementation assimilates
the total water levels. Doing so requires to adopt one and the same vertical datum for both
the model and all water level observations. The latter includes tide gauge records acquired
at islands and offshore platforms. The ability to transfer all water levels to a common ver-
tical datum means is guaranteed once we have access to a regional vertical reference frame
(VRF) covering the entire model domain. Given the fact that even small errors in the verti-
cal referencing of the tide gauges imply large erroneous water fluxes and tilts in the water
levels, and are a potential source for model instabilities, the VRF’s required accuracy is
expected to be in the order of 1 centimeter.

The designated VRF for the area of interest is the European Vertical Reference Frame
2019 (EVRF2019) (Sacher & Liebsch, 2019). The EVRF2019, however, lacks the required
coverage and accuracy. This is mainly due to the fact that the EVRF2019 is solely based on
geopotential differences obtained by spirit leveling/gravimetry. Spirit leveling (i) is prone
to systematic errors (Vanicek et al., 1980), (ii) is expensive, and (iii) cannot be used to
cross large water bodies. The latter implies that islands (including Ireland) and offshore
platforms are not included and that the connection of coastal countries to the spirit leveling
network used to realize the European Vertical Reference System (EVRS), i.e. the Unified
European Leveling Network (UELN), is intrinsically weak. The latter was the reason why
in computing the EVRF2019 Great Britain was excluded (only the datum offset between
the EVRF and the British vertical datum was estimated); Great Britain is only connected to
the UELN by two levelings through the Channel Tunnel.

GNSS/leveling (e.g., Catalão & Sevilla, 2008; Schwarz et al., 1987), an obvious al-
ternative to express water levels relative to a common vertical reference surface, offers no
solution in the short term. Applying this method requires (i) GNSS observations at all tide
gauges of interest as well as the leveling data connecting the GNSS station with the tide
gauge, and (ii) access to a high-accurate, high-resolution (quasi-)geoid covering the entire
area of interest. Regarding the first, thanks to the efforts of among others the International
GNSS Service, that initiated the Tide Gauge Benchmark Monitoring Pilot Project (Schöne
et al., 2009), and the EuroGOOS Tide Gauge Task Team (EuroGOOS, 2023), many coastal
tide gauges are equipped with GNSS (see https://www.sonel.org/-GPS-.html). How-
ever, this does not apply to the offshore tide gauges. On top, for many stations we lack the
leveling data that allow to connect the GNSS station with the tide gauge. Concerning the ac-
curacy of the (quasi-)geoid, to meet the 1 cm accuracy level it should be better than 0.87 cm
(assuming that the GNSS heights can be obtained with 0.5 cm accuracy). The most accu-
rate quasi-geoid model available covering the entire area of interest, the EGG2015 (Denker,
H., 2015), only has an accuracy of ∼ 7 cm (note that the accuracy varies significantly in
different countries and areas). Computing a more accurate (quasi-)geoid mainly requires
collecting gravity data with good coverage and quality. However, this is expensive and time
consuming as it requires an joint effort of many countries.

The overall objective of this study is to realize a regional vertical reference system
(VRS) meeting the accuracy and coverage requirements outlined above. Access to such a
VRF allows to unify the vertical datum of all tide gauge water levels. The key ingredient
in its realization is an approach that allows to connect height benchmarks or height datums
separated by large water bodies. The next section provides a literature review of existing

https://www.sonel.org/-GPS-.html
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approaches.

1.2. PREVIOUS WORK
The definition and realization of vertical reference systems (VRSs) is among the core tasks
of geodesy. The underpinning theory is well-developed and extensively described in a
number of textbooks (e.g., Hofmann-Wellenhof & Moritz, 2006; Torge & Müller, 2012) and
will not be repeated here. This overview of previous work focuses on approaches described
in literature that enable to connect height benchmarks or datums separated by large water
bodies. Connecting height datums, also referred to as ‘height datum unification’ or ‘height
system unification’, aims (Rummel, 2012) to detect, determine, and preferably, eliminate
offsets between height systems, so that physical heights everywhere can be related to one
and the same level surface. While addressing the same issue, connecting height datums
does not go as far as realizing a regional/global VRS. The latter aims to connect local height
networks. However, the challenge of crossing large bodies of water is similar in both. Three
types of approaches are known from the literature, each of which has sub-variants.

1.2.1. THE GEODETIC BOUNDARY VALUE PROBLEM APPROACH
The development of the geodetic boundary value problem (GBVP) approach goes back to
the work of Colombo (1980) and in particular Rummel and Teunissen (1988). At that time,
it was just realized that national height datums defined by local mean sea level (MSL) do not
refer to the same level surface. Early work by Balazs (1973), Fischer (1977), and Sturges
(1974) focused on the definition of height datums, their relations to mean sea level (MSL),
and their variations. Colombo (1980), Lelgemann (1977), and Mather (1973) defined all
involved quantities and proposed solution strategies. Rapp (1983) outlined the need and
prospects of a vertical datum with global coverage and discussed the role of space geodetic
techniques (satellite positioning and altimetry). The latter has also been treated by Colombo
(1985).

Rummel and Teunissen (1988) outlined a solution to the problem of connecting height
datums, which relies on the combination of (i) precise geocentric positions of two or more
points obtained using space geodetic techniques, (ii) their potential (or height) value in the
respective height datum, and (iii) their geoid height difference. The latter was proposed
to be obtained as the solution of a linear geodetic boundary value problem (GBVP) that
assumes that observable potential (or height) differences and gravity anomalies refer to dif-
ferent height datums with unknown level differences among them. Provided the geocentric
positions, leveled heights, and adequate gravity data are available for all datum zones, the
unknown datum offsets appearing in the solution inside and outside the Stokes integral can
be estimated using least squares. We refer to Sideris (2015), for an extensive and clear
explanation of the GBVP approach.

Xu and Rummel (1991) and Xu (1992) investigated the quality (i.e., accuracy, reliabil-
ity and detectability) of the proposed method using numerical simulations. It was shown
that the quality of the vertical datum connection mainly depends on the quality of the geoid.
Other factors include the relative accuracy of the leveling and positions of the ‘space sta-
tions’ (i.e., stations of which the geocentric positions are measured using space geodetic
techniques), the number of space stations inside each datum zone, and their geographical
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distribution. Only if the datum has to be determined in the absolute sense, the absolute
accuracy of the space stations plays an important role.

Many have contributed to the further development and investigation of GBVP approach.
They include, e.g., Balasubramania (1994), Heck (1989), Heck and Rummel (1990), Rapp,
R. H. and Balasubramania, N. (1992), and Xu (1990). Sansò and Venuti (2002) gave an
overview of various variants. Developments after 2000 include: (i) the use of other types of
GBVPs to connect height datums instead of the scalar-free one (e.g., Ardalan et al., 2010;
Ardalan & Safari, 2005; Grombein et al., 2016; Lehmann, 2000; L. Zhang et al., 2009),
(ii) strategies to cope with biases in the gravity anomalies used to compute the local (quasi-
)geoid models originating from the fact that they refer to local height datums (e.g., Amos
& Featherstone, 2009; Gerlach & Rummel, 2013), and (iii) the exploitation of a satellite
gravimetry derived geoid model (e.g., Rummel, 2012). Biases in the gravity anomaly data
(Denker, 2001; Heck, 1990) significantly affect the estimated datum offsets; the error has
about the same magnitude as the datum offsets, i.e. 1–2 m globally (Gerlach & Rummel,
2013). Amos and Featherstone (2009) tackled this issue by an iterative approach in which
the gravity anomalies are updated at each iteration by additional gravity reductions corre-
sponding with the datum offsets estimated at the previous step. By simulations, Gerlach
and Rummel (2013) showed that the associated error becomes negligible if a satellite-only
gravity model including GOCE data is employed up to spherical harmonic degree and or-
der 200.

The GBVP approach has been applied in a number of studies (e.g., Rapp, 1994; Vu
et al., 2021; P. Zhang et al., 2020). Amjadiparvar et al. (2016) applied the approach to con-
nect the leveling-based Canadian height datum, CGVD28, with the leveling-based height
datum NAVD88 used in the USA and Mexico. The datum offsets (with respect to a global
equipotential surface defined by a GOCE-based geoid) were computed for eight smaller
regions along the Canadian and US coastal areas to avoid contamination of the results by
known systematic errors and distortions in the Canadian and US leveling networks. In the
US coastal regions, the mean datum offset could be estimated with a 1 cm standard de-
viation. For the other regions the standard deviations range between 2.3 and 3.5 cm. At
the same time, the authors noted that due to the low number of tide gauge stations in the
Pacific regions, a decimeter standard deviation of the CGVD28 and NAVD88 offset seems
plausible. Sánchez and Sideris (2017) applied the method to estimate the level differences
between the South American height systems and the global level W0. They demonstrated
that the vertical datum parameters can be estimated with accuracy better than ±5 cm in
well-surveyed regions and ±40 cm in sparsely surveyed regions.

With the advent of satellite gravimetry (in particular the GOCE mission (Drinkwater et
al., 2003)), a number of studies have appeared in which the geoid is not explicitly estimated
from gravity data. For example, Gruber et al. (2012) applied a procedure to connect local
height datums by comparing the region-averaged ‘local geoid height’ obtained by differ-
encing GNSS-derived ellipsoidal heights and leveled heights to the region-averaged ‘global
geoid height’ obtained from a geoid computed from a GOCE-based global geopotential
model. When accounting for the omission error using EGM2008, relative height datum
offsets for the US, Australia, and Germany were obtained that agree at the 10 cm level to
results from literature. For areas lacking dense and high quality ground observations, the
accuracy was much lower. Rülke et al. (2012) applied a comparable approach to estimate
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relative offsets between national height datums in Europe. Instead of averaging over a cer-
tain region, a plane model was fitted through the differences. They found an agreement of
up to 5 cm for most countries with estimated offsets from spirit leveling.

1.2.2. OCEANOGRAPHIC APPROACH
The oceanographic approach connects tide gauges by means of hydrodynamic or ocean
leveling (e.g., Cartwright & Crease, 1963; Proudman, 1953; Rummel & Ilk, 1995; Wood-
worth et al., 2013). It requires knowledge of the difference in mean dynamic topography
(MDT) between them. Several variants to determine these differences have been devel-
oped. Cartwright and Crease (1963) determined them using a 1D hydrodynamic model,
which was fed by local measurements of the atmospheric pressure, wind speed, and electri-
cal potential across a submarine cable. They achieved an accuracy of 1.5 cm over a distance
of 70 km. Wübbelmann (1992) achieved a comparable accuracy for a 20 km connection
over the Fehmarn Belt. Woodworth et al. (2013) assessed the contribution of ocean level-
ing to height system unification by comparing the observation-derived MDTs at the coasts
to estimates obtained from ocean circulation models and reported consistency at the sub-
decimeter level. Liibusk et al. (2013) used a satellite radar altimeter-derived MDT model
and reported an accuracy of 2 cm over 65 km. Featherstone and Filmer (2012) successfully
used the method to explain the north–south tilt in the Australian height datum. They ex-
ploited both ‘geodetic’ and ‘oceanographic’ MDT models, as well as models derived from
a combination of geodetic and oceanographic data. The oceanographic MDT model, ob-
tained by integration of temperature, pressure, and salinity fields on a water depth of 2 km,
showed the best performance in explaining the tilt. A similar conclusion was obtained by
Filmer and Featherstone (2012) who used five different models, as well as GNSS and two
gravimetric quasi-geoid models, at tide gauges/tide gauge benchmarks to re-estimate the
offset in the Australian height datum between mainland Australia and Tasmania. Filmer
et al. (2018) also compared geodetic and oceanographic approaches to estimate the MDT.
Their assessment included 13 numerical ocean models and 6 MDT models computed from
observed geodetic and/or ocean data at 32 tide gauges around the Australasian coast. From
their results, numerical ocean models appear to be a viable alternative method to geodetic
methods. Their results indicate an error budget of ±5 cm for some numerical ocean model
MDTs compared to leveling for some tide gauge pairs.

Slobbe et al. (2018) proposed what they referred to as ‘model-based hydrodynamic
leveling’ to connect islands and offshore tide gauges with the VRS on land. This variant
exploits a regional, high-resolution hydrodynamic model that provides total water levels.
From the model, differences in mean water level (MWL) are obtained between tide gauges
at the mainland and at the islands or offshore platforms. Adding them to the MWL relative
to the national VRSs at the mainland’s tide gauges realizes a connection of the island and
offshore platforms with the VRS on the mainland. Slobbe et al. (2018) applied the method
using an extended version of the 2D Dutch operational storm surge model to transfer Ams-
terdam ordnance datum (NAP) from the Dutch mainland to the Wadden islands and nearby
offshore platforms. Based on their results, the percentage of connections for which the ab-
solute differences between the observation- and model-derived MWL differences are below
1 cm is about 34 % (46 out of 135 possible leveling connections). This result is based on
a 19-year simulation period and by computing the MWL over the summer months only.
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They found for each Wadden island several connections that allow transferring NAP with
sub-centimeter accuracy.

1.2.3. CHRONOMETRIC LEVELING APPROACH
The most recent approach, still under development, is chronometric leveling. Chronomet-
ric leveling uses atomic clocks (Delva et al., 2019; Mehlstäubler et al., 2018; Müller et al.,
2017; Wu & Müller, 2023). According to Einstein’s theory of general relativity, the gravity
potential difference between two locations can be derived from the comparison of clock fre-
quencies measured at those locations. To achieve an accuracy of 1.0 cm in terms of height
differences, this requires a relative frequency accuracy of 1.0×10−18. Wu et al. (2018)
assessed the potential of using clock networks for height datum unification (Bjerhammar,
1985) by simulations using the EUVN (European Unified Vertical Network) (Ihde et al.,
2000) as a prior. In doing so, four local height systems were simulated from the EUVN by
introducing individual offsets and tilts. Three or four clocks for each local region turned out
to be sufficient to unify the height systems when considering offsets between the different
height systems and tilts along the national leveling lines in both longitudinal and latitudi-
nal directions. They highlighted that the clocks have to be interconnected and should be
properly arranged to be able to sense the leveling tilts where necessary. Their results also
indicated that even clocks with an accuracy of one order of magnitude lower than desired
allow to unify the height systems to some extent.

1.3. MOTIVATION
A 1 cm accurate VRF covering the entire hydrodynamic model domain cannot be realized
based on spirit leveling/gravity data only. Indeed, we need to cross large water bodies.
Based on the overview of previous work, we conclude that hydrodynamic/ocean leveling is
currently the only realizable technique that allows to do so with the required accuracy. The
GBVP approach does not provide a solution for the same reasons stated in Sect. 1.1 regard-
ing GNSS/leveling. The chronometric leveling approach seems very promising. However,
no clock network is operational yet.

Regarding the variants of the oceanographic approach discussed in Sect. 1.2, the one
proposed by Cartwright and Crease (1963) is not cost-effective and efficient as it requires
particular infrastructure. Also, the variant which uses a radar altimeter-derived MDT is
suboptimal due to a lack of reliable altimetry data in coastal areas (Vignudelli et al., 2011)
and the lack of an approach to make the mean sea surface spectrally consistent with the
geoid (e.g., Slobbe et al., 2012). The variant relying on an ocean model seems to be the
most promising one. This Ph.D. project builds upon the preliminary work of Slobbe et al.
(2018), who already stated that a rigorous implementation of their method requires access to
a hydrodynamic model that resolves all 3D physical processes that contribute to the MWL
rather than a 2D model in which the baroclinic forcing was added as a diagnostic forcing
term.

Apart from using a hydrodynamic model that resolves all 3D physical processes that
contribute to the MWL, there are a number of open questions regarding the implementation
of model-based hydrodynamic leveling that are not addressed by Slobbe et al. (2018). In
their study, they only assessed the number of connections between the mainland tide gauges
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and the Wadden islands, for which the error is less than one centimeter. That is, they did
not attempt to combine the model-based hydrodynamic leveling data with geopotential dif-
ferences obtained using spirit leveling/gravimetry. Doing so requires (i) a careful selection
of the time span in which the MWLs should be computed, (ii) a choice of the set of hy-
drodynamic leveling connections to be added, and (iii) a proper stochastic model for the
model-based hydrodynamic leveling dataset. Regarding the first, the longer the time span,
the more tide gauge records there are that are incomplete. As such, the distribution and
number of available tide gauges are time-dependent. Moreover, between N tide gauges,
only N − 1 independent leveling connections can be established. Which connections to
choose needs to be determined.

1.4. RESEARCH OBJECTIVES
The specific objective of this study is to assess the potential of including model-based hy-
drodynamic leveling data in the realization of the EVRS. In doing so, we will combine
the model-based hydrodynamic leveling data with the geopotential differences from spirit
leveling/gravimetry included in the UELN dataset. Contrary to what is done in realizing
the EVRF2019 (see Sect. 1.1), we will include the British leveling data as this allows the
British leveling network to be strongly tied to those on the European mainland. The reason
to conduct this study for the EVRS stems from the fact that its domain overlaps with our
region of interest.

From this objective, the following research questions are derived.

• What is the potential impact of adding model-based hydrodynamic leveling con-
nections to the UELN dataset on the quality of the EVRF and which connections,
and hence tide gauges, are most profitable in terms of impact?

Before conducting a combination of UELN and real model-based hydrodynamic lev-
eling data, we will first assess the impact by means of geodetic network analysis. As a
result, different aspects can be studied without first acquiring and processing all the nec-
essary data. This is, among others, relevant because we do not have access to state-of-
the-art, high-resolution hydrodynamic models for all seas around Europe; the model being
developed in the context of the Versatile Hydrodynamics project initially only included the
Northeast Atlantic Ocean, including the North Sea and Wadden Sea (later versions included
the Baltic Sea). As such, the impact may be greater than we can demonstrate from the hy-
drodynamic model at our disposal. In addition, the proposed analyses allow conclusions
to be drawn without being limited by the possibilities offered by the current generation of
hydrodynamic models. Indeed, future models may perform (much) better.

In our analysis, we will use variance information from the latest UELN adjustment. For
the model-based hydrodynamic leveling data, we will assume that they are obtained from
not-yet-existing hydrodynamic models covering either all European seas surrounding the
European mainland or parts of it that provide the required mean water level with uniform
precision. The quality aspects that will be studied include both precision and reliability. The
tide gauges used in our analyzes are the ones included in the PSMSL database (Permanent
Service for Mean Sea Level (PSMSL), n.d.). The second part of the research question
provides guidance on where to focus in the development/calibration of the hydrodynamic
model(s).
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• What is the noise model for coastal summer mean water levels obtained by state-of-
the-art hydrodynamic models covering the northwest European continental shelf?

The combination of UELN and model-based hydrodynamic leveling data requires a
proper stochastic model for both datasets that describes its noise characteristics. Such a
model, referred to as a ‘noise model’, is not available for the latter dataset. The second part
of this study aims to determine it empirically from the differences between observation-
and model-derived MWLs. The adjectives ‘coastal’ and ‘summer’ for ‘mean water levels’
arise respectively from the fact that we will use coastal tide gauges (tide gauges must be
connected to the UELN) in establishing the model-based hydrodynamic leveling connec-
tions, and that we will average the MWLs over the summer months May to September to
avoid the storm surge periods. The latter is in line with the results obtained by Slobbe et al.
(2018). The northwest European continental shelf comprises the Northeast Atlantic Ocean,
North Sea and Wadden Sea. Empirical noise models will be obtained for three hydrody-
namic models; the Forecasting Ocean Assimilation Model 7 km Atlantic Margin model
(AMM7) (Tonani & Ascione, 2021), the DCSMv6-ZUNOv4 (Zijl et al., 2015; Zijl et al.,
2013), and the 3D DCSM-FM (Zijl et al., 2020). The analysis of the obtained noise models
will include an assessment of the spatiotemporal performance of the hydrodynamic models
in representing the summer MWL. Moreover, to gain insight into the differences in model
performance in the coastal waters versus the deep and shelf waters, empirical noise models
will be developed for the latter two based on TOPEX/Jason satellite radar altimeter data
and compared with the one for the coastal waters. This analysis will be conducted for the
DCSMv6-ZUNOv4 model only.

• What is the impact of adding real model-based hydrodynamic leveling data between
tide gauges in the Baltic Sea and the northwest European continental shelf on the
EVRF?

The model-derived SMWLs will be obtained from the Nemo-Nordic hydrodynamic
model (Hordoir et al., 2019; Hordoir et al., 2015) and the 3D DCSM-FM (Zijl et al.,
2020), which cover the Baltic Sea and the northwest European continental shelf, respec-
tively. The impact will be quantified by comparing the obtained solutions to a solution that
is solely based on UELN data. Where applicable, we will also compare the solutions to
GNSS/leveling data.

1.5. OUTLINE OF THE THESIS
The content of this thesis is based on two published journal articles (Chapters 2 and 3)
and one submitted article (Chapter 4). The Chapters 2 to 4 successively address the three
research questions formulated in Sect. 1.4. They present the potential impact of hydrody-
namic leveling on the quality of the EVRF (Chapter 2), the empirical noise model for the
model-derived coastal summer mean water levels (Chapter 3), and the new realization of
the EVRS obtained using model-based hydrodynamic leveling data (Chapter 4). Chapter. 5
provides conclusions and recommendations for future research.
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2.1. INTRODUCTION
The assimilation of total water levels measured by tide gauges into a hydrodynamic model
requires that both the hydrodynamic model and the observed water levels refer to the same
vertical datum. Total water level refers to the actual level of the water (with respect to a
well-defined reference), which primarily varies due to tides, winds, and baroclinic effects
(i.e., variations in water density). Since hydrodynamic model domains typically do not stop
at national boundaries, the modelers are suddenly confronted with the need for a unified
height datum. To fit their needs, this unified height datum should be (i) accessible at islands
and offshore platforms inside the model domain where tide gauges are available and (ii)
highly accurate; we expect the standard deviation to be in the order of 1 cm. The reason for
the latter is that even small erroneous tilts in the vertical reference surface may induce large
water fluxes, which are a potential source of model instabilities. These requirements pose
even in well-surveyed areas with a good geodetic infrastructure a tremendous challenge for
existing methods to realize a unified height datum.

Our area of interest serves in this respect as an illustrative example. The domain of the
hydrodynamic model we are developing (i.e., the 3D DCSM-FM (Zijl et al., 2020)) with
the aim to forecast total water levels in the southern North Sea covers the waters between
15◦W to 13◦E and 43◦N to 64◦N (see Fig. 2.1). The first-mentioned requirement shows
immediately that the designated unified vertical reference frame for Europe, i.e., the Eu-
ropean Vertical Reference Frame 2019 (EVRF2019) (Sacher & Liebsch, 2019), does not
suffice. Indeed, Great Britain, Ireland, and other islands are not included. The reason for
this is that the EVRF2019 is solely based on data of the Unified European Leveling Net-
work (UELN) (Ihde et al., 2002), which are derived from spirit leveling and gravity data. It
is well-known that spirit leveling cannot be used to cross large water bodies. Because of the
second-mentioned requirement, GNSS/Leveling (e.g., Catalão & Sevilla, 2008; Schwarz
et al., 1987) cannot currently be considered as an operational alternative to connect the
islands and platforms. To meet the 1-cm accuracy level, a (quasi-)geoid model should be
available with an accuracy of 8.7 mm (assuming the GNSS heights can be obtained with 5-
mm accuracy). The most accurate quasi-geoid model available covering the entire area, the
EGG2015 (Denker, H., 2015), only has an accuracy of ∼ 7 cm (note that the accuracy varies
significantly in different countries and areas). The same argument applies to the use of the
geodetic boundary value problem (GBVP) approach (Amjadiparvar et al., 2016; Amos &
Featherstone, 2009; Gerlach & Rummel, 2013; Heck & Rummel, 1990; Rummel & Teunis-
sen, 1988; Sánchez & Sideris, 2017). Finally, despite having great potential, chronometric
leveling (Mehlstäubler et al., 2018; Müller et al., 2017) is not yet operational.

The only remaining method for height datum connection known in literature is hydrody-
namic/ocean leveling (e.g., Cartwright & Crease, 1963; Proudman, 1953; Woodworth et al.,
2013). It is applied between tide gauges and requires knowledge of the differences in mean
dynamic topography (MDT) between them. There are different approaches to derive MDT
differences; we refer to Slobbe et al. (2018) for a concise review. Featherstone and Filmer
(2012) successfully used the method to explain the north–south tilt in the Australian height
datum. They exploited both ‘geodetic’ and ‘oceanographic’ MDT models, as well as mod-
els derived from a combination of geodetic and oceanographic data. The oceanographic
MDT model, obtained by integration of temperature, pressure, and salinity fields on a water
depth of 2 km, showed the best performance in explaining the tilt. A similar conclusion
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was obtained by Filmer and Featherstone (2012) who used five different models, as well
as GNSS and two gravimetric quasi-geoid models, at tide gauges/tide gauge benchmarks
to re-estimate the offset in the Australian height datum between mainland Australia and
Tasmania. In a later, more extended study, Filmer et al. (2018) compared 13 physics-based
numerical ocean models and 6 MDTs computed from observed geodetic and/or oceano-
graphic data at 32 tide gauges around the Australian coast to assess the suitability of differ-
ent types of MDT for height datum unification. One of the main conclusions of the study
is that numerical ocean models appear a viable alternative for height datum unification.
Slobbe et al. (2018) proposed what they referred to as ‘model-based hydrodynamic level-
ing’. Their method exploits a regional, high-resolution hydrodynamic model to derive mean
water level (MWL) differences between tide gauges. The use of the term ‘MWL’ refers to
the fact that the averaging period can be chosen freely; Slobbe et al. (2018) obtained the
best results when averaging the water levels over the summer months of the 19-year simu-
lation period. They applied the technique to transfer Amsterdam ordnance datum (Normaal
Amsterdams Peil, NAP) from the Dutch mainland to the Dutch Wadden islands. Based on
a high-resolution 2D hydrodynamic model, extended to account for depth-averaged water
density variations, Slobbe et al. (2018) showed that for each Wadden island several connec-
tions are available that allow to transfer NAP with (sub-)centimeter accuracy.

In view of the above-formulated requirements for a unified height datum that meets
the needs of the hydrodynamic modelers, we believe that for our area of interest hydro-
dynamic/ocean leveling has great potential. In particular, the implementation exploits a
numerical model. The reasons are threefold. First, because the method indeed allows to
transfer the height datum to all tide gauges inside the model domain. Second, because it
is potentially accurate. Third, because a rigorous implementation (i.e., one that exploits
a hydrodynamic model that resolves all relevant 3D physical processes) of the method is
realizable in the short term. The second reason is suggested by the results obtained by
Filmer et al. (2018), Slobbe et al. (2018), and Woodworth et al. (2013). Despite the fact
that the numerical models used in these studies lacked spatial/temporal resolution and/or
did not account for all relevant 3D physical processes [(Woodworth et al., 2013, Section
7.2) and (Slobbe et al., 2018, Section 5)], their performance was good in comparison with
the results obtained with alternative methods. Moreover, the use of numerical models pro-
vides the freedom to choose the averaging period. This allows to avoid, for example, the
storm periods. Regarding the last reason, indeed, many models have been developed (see
https://eurogoos.eu/models/ for an overview) although for different applications. Many
of these are incomplete in terms of physics and/or lack of resolution. As such, they are
not suitable for our purpose. At the same time, however, we can highlight that all key
building blocks to design a model that resolves all relevant 3D physical processes are avail-
able. This applies not only to our area of interest, but in fact to almost all European wa-
ters. These building blocks include parallel software packages that can handle unstructured
meshes needed to run large, high-resolution models (e.g., Deltares, 2021), high-resolution
meteorological forcing reanalysis datasets (e.g., Hersbach et al., 2020), river discharge data
(e.g., Donnelly et al., 2015; Wilkinson et al., 2014), and a high-resolution bathymetry (e.g.,
EMODnet bathymetry consortium, 2018).

Indeed, to connect all tide gauges within the domain of our hydrodynamic model we
could follow the approach by Slobbe et al. (2018). That is, we connect all tide gauges

https://eurogoos.eu/models/
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to the NAP. This approach, however, requires a model that has a good performance at all
tide gauge locations even though some are at the same mainland and can be connected by
spirit leveling. Apart from that, all errors in the vertical reference of the involved Dutch
tide gauge(s) propagate one to one to the vertical reference of the tide gauges of interest.
Because the former involves great efforts to achieve it and the latter is not desirable, we pro-
pose combining ‘hydrodynamic leveling data’ with the UELN data and use the combined
dataset to compute a new realization of the EVRS that covers our whole domain of interest.
This proposal is, indeed, a bit similar to what is advocated by Filmer et al. (2014). To max-
imize the network strength, we advocate to establish hydrodynamic leveling connections in
all European waters. This, of course, requires a model covering all European waters or a
set of models that each cover a separate basin. With hydrodynamic leveling connections,
we mean connections between tide gauge benchmarks that can be established by using
the observation-derived MWLs relative with respect to the tide gauge benchmarks and the
model-derived MWL differences between tide gauges. Note that here the model-derived
MWL differences are obtained from models that do not assimilate geodetic information.
The pursued strategy also benefits other users of the EVRF as we may expect that combin-
ing both datasets improves the quality of the leveling network and hence the derived VRF.
In particular, adding hydrodynamic leveling data helps to detect/suppress systematic errors
that spirit leveling is susceptible to (e.g., Penna et al., 2013).

The aim of this paper is twofold. First, to assess the impact of adding model-based hy-
drodynamic leveling connections to the UELN dataset on the quality of the EVRF. Second,
to assess which connections, and hence tide gauges, are most profitable in terms of impact
when realizing the EVRS. The second objective is motivated by the fact that in Europe
there are many tide gauges. Not all of them can be used to establish hydrodynamic level-
ing connections. Indeed, a prerequisite is that the benchmarks of the tide gauges located
on the European mainland are connected to the UELN. However, even if this requirement
is met, the location might be unsuitable if the local water levels are not resolved by the
hydrodynamic model. The question, however, can also be turned around: which hydro-
dynamic leveling connections do have the largest impact on the quality of the VRF? The
answer to this question provides guidance where to focus in the development/calibration
of the hydrodynamic model(s). To achieve our objectives, we conducted several geodetic
network analyses using different scenarios. For the UELN data, we relied on variance in-
formation from the latest UELN adjustment. The required MWL differences between tide
gauges are assumed to have a uniform precision and are assumed to be obtained from not-
yet existing hydrodynamic models (see above) covering all European Seas surrounding the
European mainland or parts of it. Indeed, the full potential of hydrodynamic leveling is
exploited when we have one large model that allows to establish long-distance connections.
In terms of model development, a more plausible scenario is to start with models covering
separate sea basins (e.g., the Mediterranean Sea). This implies that we can only establish
connections between tide gauges within the same sea basin.

The paper is organized as follows. Section. 2.2 describes the height network adjustment,
the way the impact of adding hydrodynamic leveling data is assessed, and the method used
to determine which hydrodynamic leveling connections are actually added. Section. 2.3
introduces the datasets used throughout this paper. Section. 2.4 introduces the setup of the
experiments conducted in this study. The results of the experiments are presented and dis-
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cussed in Sect. 2.5. Finally, we conclude by emphasizing the main findings and identifying
topics for future research.

2.2. METHODOLOGY
2.2.1. HEIGHT NETWORK ADJUSTMENT
The height network adjustment is conducted using weighted least squares. For the two
observation groups (i.e., the spirit and hydrodynamic leveling data), the Gauss–Markov
model takes the form

y = Ax+ e, (2.1)

where

y =
(

ysl
yhl

)
, A =

(
Asl
Ahl

)
, and e =

(
esl
ehl

)
. (2.2)

y is the observation vector, A is the design matrix, x is the vector of unknown parameters, e
is the vector of residuals, and subscripts sl and hl stand for spirit leveling and hydrodynamic
leveling, respectively. The stochastic properties of the residuals are described by

E{e}= 0, D{e}= Qy =

(
Qsl 0
0 Qhl

)
, (2.3)

where E{.} denotes the statistical expectation operator, D{.} is the dispersion operator, Qy
is the combined variance-covariance matrix of the two observations groups, Qsl is the vari-
ance-covariance matrix of the spirit leveling dataset, and Qhl is the full variance-covariance
matrix of the hydrodynamic leveling dataset. Qhl is obtained by error propagation, as-
suming a uniform precision for the difference between the observation- and model-derived
MWLs at a tide gauge location (where the observation-derived MWL is expressed relative
to the tide gauge bench mark). That is,

Qhl = AhlQdMWLAT
hl, (2.4)

where QdMWL is the diagonal variance-covariance matrix of the differences between the
observation- and model-derived MWLs at the tide gauge locations and Ahl is the design ma-
trix of the hydrodynamic leveling dataset. We assume that the contribution of the observation-
derived MWLs expressed with respect to the tide gauge benchmarks to the error budget of
the hydrodynamic leveling data is negligible. According to us, this is justified for the fol-
lowing reason. Today’s instantaneous water levels are measured with a standard deviation
of a few centimeters, which implies that the standard deviation of the mean is already at the
sub-mm level for one month of data. Moreover, the connection between the tide gauge zero
and the tide gauge benchmark can easily be determined using first-order leveling with sub-
mm accuracy too. Regarding the contribution of the model-derived MWLs, we currently
lack a proper stochastic model. It is expected that some degree of spatial correlation exists
and that the accuracy will vary somewhat from location to location. The determination of
a proper stochastic model will be the subject of a future study. Here we will use the most
simple model possible, namely the model which assumes uniform and uncorrelated noise.
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Note, anyway, that contrary to spirit leveling, the uncertainty of hydrodynamic leveling
data is likely independent of the distance between the two involved tide gauges. In fact, the
noise level mainly depends on the ability of the hydrodynamic model to represent the local
MWL.

In realizing the EVRF2019, the datum defect is solved by adding the minimal constraint
that for 12 datum points (see Fig. 2.1) the sum of the height changes is zero. The drawback
of using this constraint is that the propagated standard deviations of the adjusted heights
depend on the height marker (also referred to as “height benchmark” or “leveling bench-
mark”) distance to the datum points (Sacher & Liebsch, 2019). To assess the impact of
adding hydrodynamic leveling data on the quality of the leveling network, we conducted
an experiment in which we used the constraint that the sum of height changes of all height
markers is zero (Teunissen, 2006). This form of minimal constraint adjustment, known
as inner constraint adjustment, provides similar results as using the pseudo-inverse in the
least-squares adjustment (Ogundare, 2018). Indeed, to realize the EVRS the use of the
inner constraint adjustment is not a proper alternative to solve the datum defect as also
benchmarks in geodynamically unstable regions will affect the datum.

Figure 2.1: Domain of the EVRF2019 (gray areas), UELN leveling connections (blue lines indicate those received
from the BKG while the red lines are the ones reconstructed from Sacher and Liebsch (2019, Figure 1), see
Section 2.3.1 for more details), and locations of the 12 datum points (green triangle). The black dashed line
indicates the domain of 3D DCSM-FM (see Experiment V).

2.2.2. ASSESSING THE IMPACT OF ADDING HYDRODYNAMIC LEVELING
DATA

In general, the quality of a geodetic network can be characterized by i) precision, ii) relia-
bility, and iii) cost (Amiri-Simkooei et al., 2012). In this paper, we focus on the first two
criteria. The precision of a geodetic network is described by the variance-covariance matrix
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of the estimated parameters Qx̂, with

Qx̂ =
(
ATQ−1

y A
)−1

. (2.5)

In reporting the precision, we focus on the propagated standard deviations (SDs) of the
adjusted heights (i.e., the square root of the diagonal elements of Qx̂); the median of this
value for all height markers of the network, as well as the median value per country. The
median value for all height markers of the network is also used to determine which hydro-
dynamic leveling connections will be added to the network (see Sect. 2.2.3). Note that we
use the median because the propagated height SDs for all height markers are not normally
distributed.

The reliability of a geodetic network refers to its ability to detect and resist against
outliers in the observations (Seemkooei, 2001a). We study the impact on the reliability by
analyzing the redundancy numbers (see (Seemkooei, 2001b)). The redundancy numbers
are the diagonal elements of the so-called redundancy matrix R defined as

R = I −A
(
ATQ−1

y A
)−1

ATQ−1
y , (2.6)

where I is the identity matrix. Redundancy numbers express how the redundancy is dis-
tributed over the observations. As such, they depend on the configuration of the network and
how well the height markers are connected to each other. For uncorrelated measurements,
their value ranges between 0 and 1. The smaller/larger its value, the larger/smaller the mag-
nitude of the outlier that can be detected as well as its influence on the estimated parameters.
It is desirable to have a network with relatively large and uniform redundancy numbers, so
that the ability to detect outliers is the same in every part of the network (Baarda, 1968).
Similar to the way we analyze the impact on precision, we will also report changes in the
median value of the redundancy numbers for the entire network and per country.

2.2.3. CHOICE OF THE HYDRODYNAMIC LEVELING CONNECTIONS
Given N tide gauges, maximum N−1 independent hydrodynamic leveling connections can
be established. By independent, we mean the connections that do not form any closed cir-
cuit. Indeed, the model-derived MWL differences between the tide gauges are obtained
from the MWLs at the tide gauges. As such, adding a connection that closes a circuit
does not add any new information and results the full variance-covariance matrix obtained
using Eq. 2.4 to become singular. The number of possible connections can be extremely
large. Considering N tide gauges, the number of possibilities to establish N−1 independent
connections among them equals K = NN−2 (Cayley’s formula (Aigner & Ziegler, 1998)).
Europe has a relatively dense network of tide gauges that contains hundreds of stations.
Assuming 200 out of them can be used to establish hydrodynamic leveling connections, K
equals 200198. To evaluate which set of connections has the largest impact, i.e. results in
the lowest median SD of the adjusted heights, K least-squares solutions have to be com-
puted. Despite the fact that the computational load can be reduced significantly by exploit-
ing the recursive least-squares method (Teunissen, 2006) and only computing the diagonal
elements of the variance-covariance matrix of the estimated unknowns, still evaluating all
K solutions is not feasible.

Therefore, we use a heuristic search method that identifies the connections one by one.
In each step, we first identify all remaining possible connections (closed circuits are not
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allowed) based on a depth-first search algorithm (Tarjan, 1972). Second, we identify which
of these connections results in the lowest median SD of the adjusted heights. The identified
connection is added to the list of found connections and removed from the list of remaining
ones. The search process continues until no more connections are possible. The use of this
heuristic search method indeed reduces the computational load significantly. To identify the
first connection,

(N
2

)
least-squares solutions have to be computed. With every connection

we add, this number decreases with the number of connections added in the previous step
(always one) and the ones that form a closed circuit.

To further reduce the computational load, we (i) reduced the number of potential tide
gauges (see Sect. 2.3.2) and (ii) did not allow connections among tide gauges (a) located
within the same country and (b) located in neighboring countries for which the number of
spirit leveling connections between the countries is larger than one.

2.3. DATA
2.3.1. SPIRIT LEVELING NETWORK AND DATA
From the Federal Agency for Cartography and Geodesy (BKG), we received (i) the lo-
cations of all UELN height markers, (ii) a list of leveling connections (only contains an
overview of which height markers are connected; we did not receive the actual geopotential
differences) in all countries except for Ukraine, Russia, and Belarus, iii) the a priori vari-
ances of the geopotential differences for the available connections, and iv) the variances
obtained by variance component estimation (except for Great Britain, Ukraine, Russia, and
Belarus). The reason why we did not receive the information for all countries is that ei-
ther the BKG is not allowed to share the data (applies to the data of Ukraine, Russia, and
Belarus), or the data have not been used in computing the EVRF2019 and as such are not
available at all (applies to the variances obtained by variance component estimation for
the data of Great Britain). Missing the data in Ukraine, Russia and Belarus makes the
connection of central Europe to the Fennoscandia region to be based on just two leveling
observations. This would artificially increase the impact of adding hydrodynamic leveling
data. Therefore, we decided to reconstruct the missing leveling connections using Figure 1
in Sacher and Liebsch (2019). Figure. 2.1 shows both the part of the spirit leveling network
obtained from the BKG and the reconstructed part. The data variances for the reconstructed
connections are determined using the computed distances between the height markers and
the reported standard deviations of unit weight per country (Sacher & Liebsch, 2019, Table
3). In all experiments conducted in this study, we used the variances that the BKG obtained
by variance component estimation. For Great Britain, the a-priori variances were used.

To ease the interpretation of the results, all adjustments are conducted in terms of geo-
metric quantities. That means that variances expressed in kgal ·mm have been converted to
meters, using the GRS80 (Moritz, 2000) normal gravity value.

2.3.2. CANDIDATE TIDE GAUGES AND LINK TO SPIRIT LEVELING NET-
WORK

Candidate tide gauges, i.e., tide gauges among which hydrodynamic leveling connections
can be established, have to be located at the coast of one of the seas surrounding the UELN
countries. Moreover, we only use tide gauges south of the TOPEX/Poseidon and Jason
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maximum latitude of 66◦N. The waters in higher latitudes have lower densities of high-
quality satellite and in situ data for validation of hydrodynamic models. On top of that,
these regions typically have a poor bathymetry (Stammer et al., 2014). Both will negatively
affect the ability of hydrodynamic models to represent the MWL.

Tide gauges are selected from the ones included in the PSMSL database (Holgate et al.,
2013; Permanent Service for Mean Sea Level (PSMSL), n.d.). In the area of interest, this
database includes about 330 tide gauges. Indeed, more tide gauges are available (see, e.g.,
http://www.emodnet-physics.eu/Map/.). The PSMSL database is used, however, because
the data are quality controlled and provided with extensive metadata. The metadata include,
among others, descriptions of the tide gauge benchmarks and their locations. The latter
information is indispensable when implementing hydrodynamic leveling.

To reduce the computational load (see Sect. 2.2.3), we only consider those tide gauges
that are located within 10 km from the nearest UELN height marker. This results in a to-
tal number of 186 tide gauges. Figure. 2.2 shows the locations of the tide gauges. The
number of tide gauges per country is presented in Table 2.1. To connect the tide gauges
to the UELN, we added an artificial leveling connection between each tide gauge and the
nearest UELN height marker. The variances for these added artificial leveling connections
are determined assuming the leveling is conducted with a precision of 0.5 mm/

√
km corre-

sponding to the precision of first-order leveling (Bossler, 1984).

Figure 2.2: Location of all tide gauges used in this study. The different colors refer to the four sea basins used
in Experiments I–III: the Mediterranean Sea (blue), Black Sea (red), Baltic Sea (magenta), and the North-East
Atlantic region including the North Sea (green). The black dashed line indicates the domain of 3D DCSM-FM
(see Experiment V).

http://www.emodnet-physics.eu/Map/
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2.4. EXPERIMENTAL SETUP
In this section, we describe and motivate the five experiments conducted in this study.

Experiment 0: using spirit leveling data only—The impact of adding hydrodynamic
leveling is assessed by comparing the obtained realizations to the one obtained with spirit
leveling data only. Since our spirit leveling dataset is not identical to the one used to ob-
tain the EVRF2019 for reasons explained in Sect. 2.3.1, in Experiment 0, we assess the
performance of what we refer to as the spirit leveling-only solution.

Experiment I: allowing for connections within basins only—Applying model-based
hydrodynamic leveling between tide gauges requires the availability of a hydrodynamic
model being capable to resolve the local MWL. As pointed out in Sect 2.1, in terms of
model development a more plausible scenario for a European-wide implementation of hy-
drodynamic leveling is to start with a set of models each covering a separate sea basin.
Assuming to have access to such a set of models that allow to derive the MWL differences
with uniform precision, the objective of this experiment is to assess the impact of adding
hydrodynamic leveling connections between tide gauges located in the same sea basin to the
UELN. Four basins are considered: the Mediterranean Sea, Black Sea, Baltic Sea, and the
North-East Atlantic region including the North Sea. Figure. 2.2 shows per basin the loca-
tions of all 186 PSMSL tide gauges that meet the criteria outlined in Sect. 2.3.2. We assume
a uniform noise level of 3 cm for each connection. This means a variance of 4.5 cm2 for the
precision at which the model is able to reconstruct the MWL at each tide gauge location.
Again, so far we lack a proper stochastic model for the hydrodynamic leveling dataset. The
3-cm accuracy level is a bit lower than the accuracy obtained by Slobbe et al. (2018) for the
connection of the Dutch Wadden island tide gauges to the NAP. Woodworth et al. (2013)
stated that ocean leveling is possible with a typical uncertainty of better than a decimeter.
They also point out, however, that this statement “is subject to reservations concerning the
limitations in the ocean models available for analysis, and to the fact that a global study re-
mains to be made”. Given the fact that we pursue an implementation based on models that
resolve all relevant 3D physical processes plus the fact that we use MWL differences rather
than MDT differences (i.e., we ignore the storm surge period in computing the MWL, see
Sect 2.1), we believe 3 cm is challenging but not unrealistic.

Experiment II: varying the noise level—In Experiment I, we assumed a uniform vari-
ance of 4.5 cm2 for the model-derived MWL at the tide gauge locations (corresponding
to a precision of 3 cm for each hydrodynamic leveling connection). To assess how the
assumed noise level impacts the results, in Experiment II we varied the noise level of the
hydrodynamic leveling data from 1 to 5 cm in steps of 1 cm.

Experiment III: using the inner constraint adjustment—So far, we assessed the
impact of hydrodynamic leveling connections on the quality of the EVRF. As explained
in Sect. 2.2.1, the propagated SDs depend on the distance of the height markers to the
locations of the datum points. As discussed, we can avoid this dependency by considering
the so-called inner constraint adjustment. This is what we assess in this experiment. So,
Experiment III differs from Experiment I in the use of the constraint added to solve the
datum defect. Note that in this experiment, the improvement is quantified with respect to a
spirit leveling-only solution obtained by applying the same constraint.

Experiment IV: adding hydrodynamic leveling connections among all European
seas—This experiment aims to answer the question how the quality impact changes when
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allowing connections among all European seas. Indeed, this requires a model covering all
European seas. Note that in line with others (e.g., Lea et al., 2015) we treat the Black Sea
as a closed basin. This means that any connection between a Black Sea tide gauge to one
located at the coast of another sea is not allowed.

Experiment V: using the tide gauges within the 3D DCSM-FM domain only—In
the project of which this study is part, we aim to develop a hydrodynamic model known
as the 3D DCSM-FM (Zijl et al., 2020). One objective is to use this model to conduct
hydrodynamic leveling. In Experiment V, we assess the quality impact in case we only
have this model available. That is, in case we can only exploit the tide gauges available
within the 3D DCSM-FM domain (see Fig. 2.2). Note that we only used the tide gauges
that are located at a distance of at least one degree from the boundaries.

2.5. RESULTS AND DISCUSSION
In this section, we present and discuss the results of the experiments introduced in Sect. 2.4.
In doing so, we first assess for all experiments the impact on the quality of the EVRF2019
(first research objective of this study). Thereafter, we assess which connections, and hence
tide gauges, are most profitable in terms of impact. These are the ones we need to focus on
in the development of the hydrodynamic model(s) (second research objective of this study).

2.5.1. THE IMPACT OF ADDING HYDRODYNAMIC LEVELING DATA ON
THE QUALITY OF THE EVRF

EXPERIMENT 0: USING SPIRIT LEVELING DATA ONLY

Figure. 2.3 shows a map of the SDs of the adjusted heights for the spirit leveling-only
solution (i.e., the solution which serves as a reference in experiments I, II, IV, and V). They
cover a broad range of values between, ∼ 5 and ∼ 75 mm. The median value is 13.8 mm.
Table 2.1 shows the median SD per country. Both Table 2.1 and Fig. 2.3 clearly show the
large regional deviations; the values are lowest at the center (including Belgium, Germany,
the Netherlands, Austria, Czech Republic, and Poland) and increase toward the margins.
The mentioned countries all have high-quality leveling data (see Table 3 of Sacher and
Liebsch (2019)). Moreover, most of the datum points are located in these countries (see
Fig. 2.1). As mentioned before, the propagated SDs are not only affected by the precision
of the observations, but also by the height marker distance to the datum points (Sacher
& Liebsch, 2019). The absence of a datum point in the Scandinavian Peninsula explains
why in Finland and Sweden (despite having high-quality leveling data) the adjusted height
SDs are high compared to those in the center. Figure. 2.4 shows a map of the redundancy
numbers and Table 2.1 presents the median redundancy number per country and for the
entire network. Overall, the redundancy numbers, are small with values ranging from 0.002
(France) to 0.411 (Norway). The low value for France can be explained by the fact that the
French leveling network contains many height markers that are only connected to one other
height marker (see Fig. 2.1). The better the network is connected, the higher the redundancy
numbers would be. By adding hydrodynamic leveling observations, we expect to increase
the redundancy numbers in the coastal areas.
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Figure 2.3: Propagated SDs of the adjusted heights in Experiment 0.

EXPERIMENT I: ALLOWING FOR CONNECTIONS WITHIN BASINS ONLY

Given the total number of 186 candidate tide gauges (Sect. 2.3.2) spread over 4 separate
sea basins, the number of independent connections we can add is 182 (note that it is only
allowed to establish connections within the same sea basins).

Adding all 182 connections reduces the median-propagated SD of all adjusted heights
from 13.8 to 8.6 mm. This corresponds to an improvement of 38%. The improvement dif-
fers strongly per country as shown in Table 2.1; values range from 1% (Slovakia) to 60%
(Great Britain). We observe larger improvements for coastal countries, except for the coun-
tries which are located along the Black Sea (see Fig. 2.5). We also notice a more significant
improvement for coastal countries at the perimeter of the UELN network (i.e., Portugal,
Spain, Great Britain, and the Scandinavian countries). The lower improvements for the
Black Sea countries are explained by the fact that hydrodynamic leveling connections that
link the Black Sea to the other European seas were not allowed. The reason why the impact
is largest in Great Britain can be understood when we consider that the existing connection
of the Great Britain leveling network to the remaining part of the UELN is extremely weak;
it is connected by just two leveling campaigns through the channel tunnel. Since there are
many tide gauges in Great Britain, hydrodynamic leveling allows to tie Great Britain much
stronger to the rest of the UELN.

In terms of reliability, we observe increased redundancy numbers for the spirit leveling
observations near the coastline (see Fig. 2.6). For most of these observations, the improve-
ment is between 0.02 and 0.1. For about 1% of the observations the improvement is larger,
the maximum being 0.9. In Great Britain, the numbers increase almost throughout the
whole country. Here, they range between 0 and 0.5. The median redundancy number for
Great Britain improves from 0.278 to 0.462 (note that in computing this value the redun-
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(a)

(b)

(c)

Figure 2.4: Redundancy numbers of the leveling observations in the spirit leveling-only solution (Experiment 0).
Panels b and c show a zoom-in for Sweden and the Netherlands, respectively.

dancy numbers associated to the hydrodynamic leveling observations are excluded). For
the other countries, we hardly observed any change in the median redundancy number. (For
that reason, they are not included in Table 2.1.) This is reflected by the minor change in the
median redundancy number for the whole network (0.161 versus 0.154 for Experiment 0).
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Figure 2.5: Improvement of the median-propagated SD of the adjusted heights per country obtained in Experi-
ment I.

Figure 2.6: Difference between the redundancy numbers obtained in Experiments I and 0.
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EXPERIMENT II: VARYING THE NOISE LEVEL

The total number of added connections is the same as in Experiment I. Table 2.1 shows
the median SDs when assuming a noise SD of 1 and 5 cm for each hydrodynamic leveling
connection. The values corresponding to the other noise levels are in between these values
(the ones corresponding to a noise level of 3 cm are those of Experiment I). As expected,
the quality impact lowers with increasing noise level. For the most optimistic scenario,
we found an improvement of 48%; however, for a noise level of 5 cm we still gain 29%.
As expected, the values are quite different per country but show the same behavior for
different noise levels. We always observe the largest improvement in Great Britain and
Portugal, though the magnitude decreases with increasing noise level (see Table 2.1).

Figure. 2.7 shows for all considered noise levels the improvement of the overall median-
propagated height SD (i.e., computed over all height markers) as a function of the number
of added hydrodynamic leveling connections. We notice that the decrease of the level of
improvement achieved by adding all connections is not linearly related to the increase of
the noise level. Indeed, the distance between the curves for the number of added connec-
tions being equal to 182 gets smaller and smaller when the noise level goes up. We also
observe that in order to achieve a certain level of improvement, more connections need to be
added with increasing noise level. For example, a 25% improvement can be obtained with
just 2 connections in case we have 1 cm accurate data, while 38 connections are needed
when the accuracy level is 5 cm. Note, again, that the final level of improvement also de-
pends on the available number of tide gauges as well as their location. In our experiments,
both parameters are fixed. Still, we do not exploit all tide gauges available in Europe (see
Sect. 2.3.2).

Varying the noise level did not change the median redundancy numbers for the entire
network and per country.

EXPERIMENT III: USING THE INNER CONSTRAINT ADJUSTMENT

Experiment III uses the same number of hydrodynamic leveling connections as Experi-
ment I does. The median-propagated SD of all adjusted heights is 7.0 mm, corresponding
to an improvement of 28% (see Table 2.2). Note that the improvement is quantified com-
pared to a spirit leveling-only solution obtained by applying the inner constraint adjustment.
For this solution, the median-propagated SD was 9.8 mm. Compared to Experiment I, the
improvement in the Netherlands, Germany, Belgium is more than 15% larger (cf. Figs. 2.8
and 2.5). For most other countries, we also observe improvements, though the magnitudes
are smaller.

EXPERIMENT IV: ADDING HYDRODYNAMIC LEVELING CONNECTIONS AMONG ALL
EUROPEAN SEAS

The total number of independent connections we can add in this experiment is 184; instead
of 4, we have 2 sea basins (we treat the Black Sea as a closed basin).

The median-propagated SD of all adjusted heights is 8.0 mm, corresponding to an im-
provement of 42% compared to Experiment 0. This is, indeed, very close to the values
obtained in Experiment I (8.6 mm and 38%, respectively). Also the improvements per
country are quite similar (see Table 2.1); the largest increment in improvement is observed
for the Netherlands where we go from 9% improvement to 16%. Keep in mind, however,
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Table 2.2: Standard deviation (SD) of spirit leveling-only solution (in millimeter) where the inner constraint is used
for the network adjustment and the standard deviation (SD) and percentage of improvement (values in bracket)
per country for Experiment III.

Country Reference spirit leveling solution Experiment III

Austria 8.9 7.4 (17)
Belgium 7.9 5.8 (27)
Bosnia and Herzegovina 18.5 15.1 (18)
Bulgaria 24.7 23.4 (5)
Belarus 19.1 18.0 (6)
Croatia 16.6 13.5 (19)
Czech Republic 9.0 7.6 (15)
Denmark 8.4 6.7 (20)
Estonia 13.1 9.5 (27)
Finland 15.0 8.4 (44)
France 19.7 13.9 (30)
Germany 6.9 5.2 (25)
Great Britain 30.8 11.4 (63)
Hungary 9.9 8.6 (14)
Italy 15.0 12.2 (19)
Latvia 13.1 9.8 (25)
Lithuania 12.3 9.4 (23)
Macedonia 29.4 28.5 (3)
Montenegro 25.6 20.9 (18)
Netherlands 7.0 4.8 (31)
Norway 15.7 11.7 (25)
Poland 9.0 7.3 (18)
Portugal 44.6 19.1 (57)
Romania 22.2 21.2 (5)
Russia 26.5 25.6 (3)
Serbia 21.3 19.6 (8)
Slovakia 12.1 11.0 (9)
Slovenia 9.4 7.5 (20)
Spain 39.6 20.6 (48)
Sweden 9.4 6.2 (34)
Switzerland 8.3 6.9 (17)
Ukraine 25.9 25.0 (4)
Total 9.8 7.0 (28)
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Figure 2.7: Overall improvement of the solutions obtained by adding hydrodynamic leveling data as a function of
the number of added hydrodynamic leveling connections for different noise levels.

that in absolute numbers we go from 6.2 to 5.7 mm. So, the change is just at the sub-mm
level.

In terms of reliability, we do not observe any significant differences compared to the
results obtained in Experiment I. The median redundancy value for the entire network is
0.161 (also 0.161 in Experiment I). The median per country is almost the same as in Exper-
iment I. From this, we conclude that the scenario in which we rely on a model that covers
all European seas hardly changes the impact of adding hydrodynamic leveling on the qual-
ity of the EVRF. From a practical point of view, this is good news. First, there is no need
to resolve the physics of water flow in narrow and complex waters connecting the basins,
e.g., the Strait of Gibraltar. Second, the computational load is significantly reduced as the
domain of the hydrodynamic model is much smaller.

EXPERIMENT V: USING THE TIDE GAUGES WITHIN THE 3D DCSM-FM DOMAIN ONLY

The total number of available PSMSL tide gauges within the 3D DCSM-FM domain is 77.
The resulting number of added connections corresponds to the theoretical maximum of 76.
The median value of the propagated SD after adding all 76 hydrodynamic leveling connec-
tions is 10.3 mm corresponding to an improvement of 25%. The median-propagated SDs
per country are quite different compared with the values obtained in the other experiments
(see Table 2.1). For Great Britain, the improvement is still large (58%). For the Scan-
dinavian countries, the improvements are also substantial (27%, 26%, 16% and 10% for
Sweden, Norway, Denmark, and Finland respectively) but lower than in Experiments I and
IV. For all other countries, except France (24%), the improvements are equal to or less than
4%. Similar to what we observed in Experiment I, the redundancy numbers for the leveling
connections near the coastline (here limited to the 3D DCSM-FM domain) are increased
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Figure 2.8: Improvement of the median propagated SD of the adjusted heights per country obtained in Experi-
ment III.

(plot not shown). The median value, however, did not change significantly.

2.5.2. IDENTIFYING THE HIGH-IMPACT TIDE GAUGES
In this section, we want to identify the most profitable (in terms of quality impact on the
realization of the EVRS) hydrodynamic leveling connections c.q. tide gauges. As motivated
in the introduction, the answer to this question provides guidance where to focus in the
development/calibration of the model. Note that in this section, we do not consider the
results obtained from the inner constraint adjustment (Experiment III).

To start the analysis, we again point to Fig. 2.7 that shows for different noise levels
the overall improvement as a function of the number of added hydrodynamic leveling con-
nections. The third curve is associated with Experiment I. It shows a clear asymptotic
behavior with a rapid increase of improvement in the beginning. Indeed, by just adding
20 connections the obtained improvement is already 30%. (The maximum improvement
in Experiment I is 38%.) Also, in the other experiments (plots not shown in the paper),
we observe this asymptotic behavior. To compare the results of the various experiments,
we plotted in Fig. 2.9 the percentage of unique tide gauges being involved in establishing
the hydrodynamic leveling connections as a function of the percentage of achieved im-
provement relative to the maximum improvement. From this plot, we observe that for all
scenarios in which we used the 3 cm noise level (Experiments I, IV, and V) 75% of the
maximum improvement can be achieved by using only 16–23% of the available tide gauges
(which number is 186, 186, and 77 for Experiments I, IV, and V, respectively). Only when
we increase/decrease the noise level, more/less tide gauges are needed to achieve a cer-
tain level of improvement (see the curves associated to Experiment II in Fig. 2.9). Still,
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Figure 2.9: The percentage of unique tide gauges being involved in establishing the hydrodynamic leveling connec-
tions as a function of the percentage of achieved improvement relative to the total improvement for Experiments I,
II, IV, and V.

even for a 5-cm noise level only 27% of the tide gauges are needed to achieve 75% of the
maximum improvement. This is a positive result as it shows that when adding a limited
number of hydrodynamic leveling connections between a small number of tide gauges a
substantial improvement in the quality of the EVRF2019 can be achieved. Moreover, the
analysis suggests that adding more tide gauges than the ones considered in this study will
not significantly increase the overall level of improvement.

Next, we analyzed in more detail which tide gauges are involved in establishing the
hydrodynamic leveling connections that resulted in 75% of the maximum improvement.
For Experiments I, IV, and V, this involves 17, 15, and 9 connections, respectively. In
Experiment I and IV, tide gauges in 8 and 7 countries are involved. Striking is that in both
experiments, most connections involve tide gauges in Sweden (14 in Experiment I and 13 in
Experiment IV). Note that these numbers do not represent the number of unique tide gauges
involved. In some cases, tide gauges are involved in more connections. As seen earlier,
increasing/decreasing the noise level (Experiment II) results in more/less connections being
needed to achieve 75% of the maximum improvement. This basically means more tide
gauges per country; the number of countries involved only slightly increased from 7 to 11
when we increase the noise level from 1 to 5 cm. Again, by far the Swedish tide gauges are
favored most. They appear in 5, 9, 14, 17, and 17 connections by increasing the noise level
from 1 to 5 cm. In Experiment V, the distribution over the countries is different. Only tide
gauges in 5 countries are involved, namely France, the Netherlands, Norway, Sweden, and
Belgium. Here, tide gauges from Netherlands, Sweden, and Norway are favored most; they
are used in 7, 5, and 4 connections, respectively. In both Belgium and France, only one tide
gauge is used.
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The reason why in Experiments I, II, and IV the Swedish tide gauges are favored can be
understood as follows. The criterion used to identify the best set of hydrodynamic leveling
connections is based on the median SD computed over all height markers. In computing
this median value, the country with the highest number of height markers will contribute
the most. Sweden has the highest number of height markers; 32% of all height markers are
located in Sweden. For all other countries, the percentages are below 13%. Of course, other
metrics to identify the best set of hydrodynamic leveling connections are possible resulting
in other tide gauges to be favored. For example, one might aim to minimize the median SD
for a specific country or some countries.

The remaining question is whether indeed the identified tide gauges are important or
whether it is sufficient to have tide gauges available in the specific countries. To answer
this question, we repeated Experiment I after removing the 34 tide gauges involved in the
17 connections that allowed to achieve 75% of the maximum improvement. The result-
ing maximum improvement is 32%, which is still significant compared to the 38% ob-
tained when including the 34 tide gauges. Again, the remaining Swedish tide gauges are
favored. Hence, we conclude that in implementing model-based hydrodynamic leveling the
tide gauges in the countries having the highest numbers of height markers are favored most.
Moreover, the precise location of the involved tide gauges does not matter too much.

2.6. SUMMARY AND CONCLUSIONS
This work is part of the Versatile Hydrodynamics project that aims to develop a forecasting
system for total water levels. To be able to assimilate observed total water levels from
offshore tide gauges and tide gauges located at islands, an accurate unified VRF is needed.
Obtaining such a VRF requires a technique to transfer heights over large water bodies. In
this study, we exploit model-based hydrodynamic leveling proposed by Slobbe et al. (2018)
to do so. The method requires information about the MWL difference between tide gauges.
Two main objectives are addressed. First, we assessed the impact of adding model-based
hydrodynamic leveling connections to the UELN dataset on the precision and reliability
of the EVRF. Second, we assessed which connections, and hence tide gauges, are most
profitable in terms of impact to focus on in realizing the EVRS. To achieve these objectives,
geodetic network analyses were conducted based on different scenarios. In all experiments,
it was assumed that we have access to hydrodynamic models covering either all European
Seas surrounding the European mainland or parts of it. Moreover, it was assumed that these
models provide the required MWL differences with uniform precision.

To identify which hydrodynamic leveling connections contribute most to the quality
of the EVRF, a heuristic search algorithm was implemented. In each step, the algorithm
identifies from all remaining possible connections the ones that result in the lowest median
propagated SD of the adjusted heights. The algorithm stops when no more connections are
remaining.

In total, five experiments were conducted. Experiment I assumes we have access to a
set of hydrodynamic models, each covering a separate sea basin. Moreover, it assumes that
each model provides the MWL differences with an SD of 3 cm. So, in the first experiment,
we allowed for hydrodynamic leveling connections only among tide gauges located in the
same basin. Four basins were considered, the Mediterranean Sea, Black Sea, Baltic Sea,
and the North-East Atlantic region including the North Sea. Among 186 tide gauges, our
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search algorithm identified 182 independent leveling connections that allowed to reduce
the median SD of the adjusted heights from 13.8 mm for the spirit leveling-only solution
to 8.6 mm, equivalent to a 38% improvement. Except for the countries around the Black
Sea, coastal countries benefit the most with a maximum improvement of 60% for Great
Britain. In terms of reliability, the impact was assessed by the redundancy numbers. We
found increased redundancy numbers for observations close to the coast and over the entire
Great Britain.

In Experiment II, we assessed the impact of the assumed precision for the added hydro-
dynamic leveling data. More particular, we varied the uniform precision from 1 to 5 cm in
steps of 1 cm. As expected, lower precision resulted in lower impact. Though the results
show that even in case the assumed precision is 5 cm, the overall improvement is still 29%.
The increase of the improvement as a function of the number of added leveling connec-
tions, however, decreases. That means that more connections need to be added to achieve a
certain level of improvement.

In Experiments III, we applied the inner-constraint adjustment in order to get rid of the
impact the adopted datum points have on the results.

Experiment IV assumes we have access to a hydrodynamic model covering all Eu-
ropean Seas (only the Black Sea is treated as a separate basin) surrounding the European
mainland providing MWL differences with the same accuracy as in Experiment I. The over-
all improvement hardly changed compared to Experiment I; the median SD of the adjusted
heights was 8.0 mm (8.6 mm for Experiment I).

In Experiment V, we assessed the impact in case our hydrodynamic model only covers
the North Sea and part of the northeast Atlantic Ocean. In this scenario, the overall im-
provement was reduced to 25%. For Great Britain, however, the improvement is still about
60%.

Based on the results, we conclude that adding hydrodynamic leveling can highly impact
the quality of the EVRF in terms of precision in case it is implemented involving tide gauges
in entire Europe. Here, it is not required to rely on a model covering all European waters.
That is, we can rely on models targeted for specific waters. Moreover, even in case the
precision of the model-derived MWL is low (say, hydrodynamic leveling connections with
an SD of 5 cm), the impact is substantial. In terms of reliability, the impact is confined
to the coastal region. The exception is the leveling network of Great Britain. It might be
interesting to study whether hydrodynamic leveling allows to identify the systematic errors
in the British leveling network (Penna et al., 2013).

Another conclusion we can draw from these results is that the tide gauges involved in the
connections that are most profitable in terms of impact are located in the country in which
most height markers are located. The impact hardly depends on the geographic location
of the tide gauges within a country; the impact did not drop dramatically after excluding
the tide gauges involved in those connections that are responsible for 75% of the maximum
improvement for Experiment I.

In identifying the hydrodynamic leveling connection to be added in each step as well
as in reporting the improvements in the propagated SDs and redundancy numbers, we have
used the median of the propagated height SDs rather than the mean as reported by Sacher
and Liebsch (2019). This choice is motivated by the fact that the propagated SDs of all
height markers together are not normally distributed (when considered per country, the
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distribution is in most cases close to normal). The use of the mean instead of the median,
however, hardly impacts the main findings of this study (experiments not included in this
paper). These include the improvements observed per country [except for France for which
the distribution of the propagated height SDs is skewed as a result of the low accuracy of
one of the two available leveling datasets due to the presence of systematic errors (Sacher
& Liebsch, 2019)], the behavior of the overall improvement as a function of the number
of added hydrodynamic leveling connections, and the conclusion regarding the tide gauges
involved in the connections that are most profitable in terms of impact. What did change
for all experiments are the magnitudes of the overall improvements (i.e., the improvement
of the propagated SDs computed over all height markers together). In terms of the mean
propagated SD, the improvements are > 10% lower than in terms of the median.

In view of the requirement to have a VRF with a one centimeter accuracy (see Sect 2.1),
we conclude that based on the formal errors, adding hydrodynamic leveling allows to
achieve this target. Indeed, even in case we obtain the hydrodynamic leveling data with
a SD of 5 cm the obtained median SD of the adjusted heights is < 1 cm (Experiment II).
Regionally, though, the SDs vary significantly. More importantly, however, as stated above
the numbers only represent the formal precision. Existing systematic errors in the spirit lev-
eling data, vertical land motion, long-term sea level variations, etc., all reduce the ultimate
accuracy. To what extent remains to be investigated.

A point of attention in the operationalization of the technique is the reduction of the
observation- and model-derived tide gauge records to the reference epoch adopted in the
EVRF (epoch 2000.0). This reduction is needed to correct for vertical land motion and/or
long-term sea level variations. Applying such a reduction is, however, only feasible if the
tide gauge records are sufficiently long and all needed metadata are available. An example
of needed metadata is the epoch when the tide gauge benchmark is connected to the height
system by means of leveling.

In a future work, we will derive a proper stochastic model for the hydrodynamic leveling
dataset. Moreover, we will implement the method using the 3D DCSM-FM model currently
under development. The upcoming release of the model will expand the model domain to
the Baltic Sea. This would allow to establish hydrodynamic leveling connections among
the North Sea and Baltic Sea tide gauges. At the same time, a more beneficial idea might
be to launch a European project to develop regional hydrodynamic models to implement
hydrodynamic leveling at the European scale.
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3.1. INTRODUCTION
Model-based hydrodynamic leveling is an efficient and flexible method to connect islands
and offshore tide gauges with the height system on land (D. C. Slobbe et al., 2018). The
technique uses mean water level (MWL) differences between tide gauges provided by a
regional, high-resolution hydrodynamic model. The averaging period can be chosen freely.
For instance, D. C. Slobbe et al. (2018) obtained the best results when averaging the water
levels over the summer months of their 19-year simulation period. Afrasteh et al. (2021)
showed that combining model-based hydrodynamic leveling data with data of the Unified
European Leveling Network (UELN) may improve the quality of the European Vertical Ref-
erence Frame (EVRF). Assuming the model-based MWLs can be obtained with a uniform
variance of 4.5 cm2 (corresponding to a standard deviation of 3 cm for each hydrodynamic
leveling connection), the median of the propagated height standard deviations improved
by 38% compared to the spirit leveling-only solution. If the model(s) provide the MWLs
with a uniform variance of 12.5 cm2 (corresponding to a standard deviation of 5 cm for
each hydrodynamic leveling connection), the reported improvement is still 29%. Although
promising, a more realistic impact assessment is yet to be done as a proof is lacking that
hydrodynamic models can indeed provide the MWL at the tide gauge locations with an
accuracy of a few centimeters. Apart from that, Afrasteh et al. (2021) assumed that the
noise variance-covariance (VC) matrix of the model-derived MWLs is a diagonal matrix.
The goal of this paper is to develop a more realistic correlated error model and to confirm
whether previous noise assumptions were sensible.

Obtaining the full noise VC matrix is not straightforward. Indeed, this would be the case
if model output includes full noise VC matrices or when an ensemble of model outputs is
available or can be generated. However, the first is typically not the case, and the latter is
not feasible given the size of the model in terms of grid nodes and the intended simulation
period (in the order of decades). Moreover, in both cases proper noise models need to
be available for all forcing datasets as well as the open boundary conditions. Therefore,
inspired by the successful approach of Ditmar et al. (2011) and Farahani et al. (2016),
among others, our approach will be to develop an empirical noise model for the model-
derived MWLs based on the differences between observation- and model-derived MWLs.

A successful implementation places at least four requirements on the observed water
level data. First, the distribution of the observation sites should result in a representative
sample of the coastal MWL model errors. Second, the observed time series must be long
compared to the averaging period so that multiple noise realizations can be calculated over
the water level averaging period we aim for (i.e., one or more summer periods). Third,
the sampling interval must be sufficiently high to average high-frequency water level varia-
tions. Finally, the water levels must be expressed in the same height system. The adjective
‘coastal’ in the first requirement has been added as we want to establish the hydrodynamic
leveling connections between tide gauges located in coastal waters (i.e., the waters up to a
few km from the coast). Given the higher variability of the physical processes that play a
role in these waters (Iglesias et al., 2020; Kantha & Clayson, 2000), the model performance
in the coastal waters is expected to be poorer than in the deep and shelf waters. The third
requirement relates to the possible use of satellite radar altimeter data, which have a much
lower temporal resolution than tide gauge records.

Considering the first three criteria, tide gauge records are an appropriate data source to
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develop an empirical noise model. Although compared to other parts of the Earth there are
many tide gauges available in our target area (the European sea waters in the broad sense
and the north-east Atlantic region including the North Sea in the narrow sense), we have
to make compromises when deriving a noise model. The main limiting factor is that most
tide gauges are not deployed to build long and stable time series. Therefore, in addition
to gaps, long time series often show abrupt jumps. Moreover, it is not always clear when
and with what accuracy a tide gauge is connected to the mainland height system, nor with
what frequency the connections are verified. Therefore, beyond the usual and pragmatic
assumptions of time stationarity and spatial isotropy, we need to shorten the timespan over
which we average the water levels.

The main objective of this study is to develop and analyze an empirical noise model for
model-derived coastal summer mean water levels (SMWLs) and use that to obtain a more
realistic quality impact of combining hydrodynamic leveling and UELN data in realizing
the European Vertical Reference System (EVRS). The motivation to use the summer MWLs
rather than the MWLs averaged over the entire simulation period follows from the results
of D. C. Slobbe et al. (2018); by only averaging over the summer months we ignore storm
surge periods and get more accurate MWL differences. Note that we consider any SMWL
signal not captured by the hydrodynamic models to be part of the noise. The analysis
of the obtained noise model includes an assessment of the spatiotemporal performance
level with which state-of-the-art hydrodynamic models are able to represent the SMWL.
In doing so, we consider three hydrodynamic models for the Northeast Atlantic Ocean,
including the North Sea and Wadden Sea; the Forecasting Ocean Assimilation Model 7 km
Atlantic Margin model (AMM7) (Tonani & Ascione, 2021), the DCSMv6-ZUNOv4 (Zijl
et al., 2015; Zijl et al., 2013), and the 3D DCSM-FM (Zijl et al., 2020). To gain insight
into the differences in model performance in the coastal waters versus the deep and shelf
waters, we will develop empirical noise models for the latter two based on TOPEX/Jason
satellite radar altimeter data and compare them with the one for the coastal waters. This
analysis will be conducted for the DCSMv6-ZUNOv4 model only. We will also assess
the contribution of errors in the vertical referencing of the tide gauges to the observation-
derived SMWLs. Note that throughout the paper, the term ‘SMWL’ refers to the average
water level calculated over all May to September months of one or more years. Moreover,
when we refer to a noise model for, e.g., 3D DCSM-FM, we refer to a specific reanalysis
conducted with this model.

Indeed, comparing observation- and model-derived (mean) water levels is routinely
done in assessing model performance and presented in many publications (e.g., Filmer
et al., 2018; Woodworth et al., 2013). These include our area of interest (e.g., Hermans
et al., 2020; Holt et al., 2005; D. C. Slobbe et al., 2018; D. C. Slobbe et al., 2013; Zijl
et al., 2013). The combination of the following two aspects makes the present analysis
different. First, based on the results of D. C. Slobbe et al. (2018) we are interested in the
model performance in terms of ‘summer’ MWL. Second, our analysis goes beyond typical
comparison studies as we will particularly assess the magnitude of the noise correlations.

The paper is organized as follows. Sect. 3.2 describes the methodology used to gener-
ate the noise models, the metrics used to assess the model performance, and the experiment
conducted to obtain a more realistic quality impact of combining hydrodynamic leveling
and UELN data in realizing the EVRS. Sect. 3.3 introduces the data sets used in this pa-
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per. In Sect. 3.4, we present, analyze, and discuss all results. Finally, we conclude by
summarizing the main findings of the paper in Sect. 3.5.

3.2. METHODOLOGY
3.2.1. NOISE MODEL GENERATION
PRELIMINARIES
A hydrodynamic leveling connection comprises the geopotential difference (∆W ) between
two UELN height benchmarks (HBMs), each connected to a tide gauge. It can be written
as

∆W HBMy
HBMx = ∆W TGZx

HBMx +∆W SMWLx
TGZx +∆W S̃MWLy

S̃MWLx
+∆W TGZy

SMWLy
+∆W HBMy

TGZy , (3.1)

where x and y refer to a tide gauge, TGZ stands for tide gauge zero, and SMWL and S̃MWL are
the observation- and model-derived SMWLs, respectively. We usually refer to the HBM
to which the TGZ is connected as the ‘tide gauge benchmark’ (TGBM). However, not all
TGBMs are part of the UELN. If not, ∆W TGZ.

HBM.
= ∆W TGZ.

TGBM.
+∆W TGBM.

HBM.
. Note further that in

Eq. (3.1) any time variability is ignored. As pointed out in Afrasteh et al. (2021) both
the observation- and model-derived tide gauge records need to be reduced to the reference
epoch adopted in the EVRF (epoch 2000.0). The same applies to the leveling data acquired
to connect the HBM to the TGZ. To simplify the present discussion, we assume this re-
duction has been done. Another premise is that in establishing the hydrodynamic leveling
connections, the timespan over which we compute both the observation- and model-derived
SMWLs is the same for all tide gauges. By doing this, we reduce potential time-dependent,
large-scale errors in the modeled water levels, and it greatly simplifies the problem as the
noise model is just 1-dimensional.

The uncertainties associated with the five independent terms in Eq. (3.1) together de-
termine the precision of the hydrodynamic leveling data. By far the largest contributor
is, however, the middle term ∆W S̃MWLy

S̃MWLx
, which is expected to be at the cm level. Indeed,

supposing the connections between the HBMs and TGZs are established by spirit level-
ing conducted with a precision of 0.5 mm/km (corresponding to the precision of first-order
leveling (Bossler, 1984)) and that we only use tide gauges within 10 km from the UELN
height benchmarks, the contributions of the first and last term are below 2 mm in terms of
standard deviation. Similarly, the uncertainty of the MWL computed over one month of sea
level observations is already < 1 mm in length units based on a 10-minute sampling and
assuming white noise with a standard deviation of 5 cm.

Considering now a set of hydrodynamic leveling connections, the full noise VC matrix
Qhl is obtained by

Qhl = Q1 +Q2 +AhlQS̃MWLAT
hl +Q4 +Q5, (3.2)

where Q1, Q2, Q4, and Q5 are the diagonal noise VC matrices associated with ∆W TGZx
HBMx ,

∆W SMWLx
TGZx , ∆W TGZy

SMWLy
, and ∆W HBMy

TGZy , respectively; Ahl is the design matrix of the hydrodynamic
leveling dataset; and QS̃MWL the full noise VC matrix of the model-derived SMWLs. Esti-
mating QS̃MWL is one of the main goals of this paper and a critical step in the development of
model-based hydrodynamic leveling.



3.2. METHODOLOGY

3

47

OVERALL APPROACH TO GENERATE A NOISE MODEL OF THE MODEL-DERIVED SMWLS
IN COASTAL WATERS
As motivated in Sect. 3.1, QS̃MWL will be computed from an empirical noise model derived
from the differences between observation- and model-based SMWLs at a set of N coastal
tide gauges within the model domain. The criteria applied to select the tide gauges are
discussed in Sect. 3.3.2. The overall approach to compute the noise model from these data
comprises four steps:

Step 1: Compute the Tavg-SMWL time series. We refer to the SMWL averaged over
interval Tavg as the Tavg-SMWL. In dealing with tide gauge data, Tavg is one, two, or three
summer periods. Given the time span of 22 years over which model-derived water levels
are available (Tsim), a larger number of summer periods for Tavg will not provide sufficient
realizations of the noise per tide gauge. The Tavg-SMWL time series are computed by av-
eraging the monthly MWLs over all May to September months in each consecutive time
interval of Tavg years. To increase the data availability we permit for one missing monthly
MWL per ‘summer’ period. The model-derived monthly MWLs are in all cases calculated
as the arithmetic mean of the modeled water levels. To account for ‘small’ data gaps in
the observed water level time series (total time for which no data are available should be
< 10 days per month), the observation-derived monthly MWLs are estimated along with
the tides. For this we used the UTide Matlab functions (Codiga, 2020). The automated
decision tree method, which is based on the equilibrium tide and the conventional Rayleigh
criterion, has been applied to select the constituents to be included in the harmonic analysis
(Codiga, 2011).

Step 2: Generate noise realizations. The next step in our approach is to generate a
set of noise realizations. For each tide gauge, they are obtained by taking the difference
between the observation- and model-derived Tavg-SMWL time series of step 1. If the simu-
lation period is Tsim, the number of differences assuming no data gaps equals ⌊Tsim/Tavg⌋. We
consider these differences as realizations of the noise in the model-derived Tavg-SMWL. In
case no difference could be computed due to data gaps in the observation-derived SMWL
time series, the difference is set to NaN. Note that all monthly MWL differences are excluded
from the analysis if the difference between the observation- and model-derived monthly
MWLs exceeds the median plus/minus three times the standard deviation (estimated as
1.4826 × the median absolute deviation (MAD) (Cook & Weisberg, 1982; Rousseeuw &
Croux, 1993)). About 1% of the months were excluded this way. We also removed for each
Tavg period the mean difference over all tide gauges. Based on a bootstrapping approach
(Mooney & Duval, 1993), we then generate K sets of noise realizations at all N tide gauges.

Step 3: Compute empirical covariance functions. For each set, consisting of N dif-
ferences, we compute an empirical covariance function Ĉ (e.g., Wackernagel, 2003) using:

Ĉ(Dsea) =
1

M(Dsea)
∑

M(Dsea)

(
Z(si)−Z

)(
Z(s j)−Z

)
, (3.3)

where Dsea is the sea distance, M(Dsea) the set of tide gauges separated by sea distances
within a given interval (see Sect. 3.2.1 for the way these intervals are defined), Z(s) is the
difference between the observation- and model-derived SMWLs at location s, and Z the av-
erage difference. The sea distance is, loosely spoken, the shortest distance to travel between
two points over sea (see Sect. 3.2.1 for the method applied to compute these distances). It
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is used as the distance metric to account for the presence of land. In computing Ĉ(Dsea) it is
assumed that the covariance function is isotropic.

Step 4: Fit an analytical noise model. The last step involves the fitting of an analyt-
ical model through the average empirical covariances. This is the subject of Sect. 3.2.1.
Note that in computing the average empirical covariance function, the averaging is applied
to the empirical correlograms obtained as Ĉ(Dsea)/Ĉ(0). To obtain the average empirical
covariance function, we scale the average empirical correlogram by the variance computed
as squared MAD of the differences between the observation- and model-derived SMWLs
at all tide gauges scaled by 1.4826. To build QS̃MWL, the analytical model has to be evalu-
ated for the sea distances among the tide gauges involved in establishing the hydrodynamic
leveling connections.

OVERALL APPROACH TO GENERATE A NOISE MODEL OF THE MODEL-DERIVED SMWLS
IN DEEP AND SHELF WATERS

The noise models for the deep and shelf waters will be calculated from satellite radar al-
timeter data (see Sect. 3.3.3 for a description of the data). The limited temporal resolution
(about 10 days) requires a different strategy than described in Sect. 3.2.1. In short, the
period over which a reliable average water level can be calculated is much longer. In this
study, we used the full data period of 1997–2019. The following procedure is applied using
the instantaneous water levels as input.

Step 1: Compute difference time series. We interpolated the modeled instantaneous
water levels at the altimeter data locations (see Fig. 3.1) and subtracted them from the
observed ones. After that, we binned the differences resulting in one difference time series
per 6.5 km in along-track direction. In the binning, we fitted a function through the data
accounting for a slope in latitude and longitude directions as well as a linear trend over time
and an annual and semi-annual cycle. To reduce the observations to the mean position of
all data points in a bin, we used the estimated slope parameters.

Step 2: Compute the average difference over all May to September months and
edit the dataset. From each time series, we selected the data points acquired in the months
May to September and computed the average. All points for which the difference exceeds
the median of all differences plus five times the standard deviation are excluded as an ‘out-
lier’. Here again the standard deviation is estimated as 1.4826× the MAD.

Step 3: Compute the ‘sea distance matrix’. The sea distance matrix describes the sea
distances among all bins. See Sect. 3.2.1 for further details.

Step 4: Split the dataset into deep and shelf waters. The separation between the deep
and shelf waters is determined based on the 200 m depth contour line shown in Fig. 3.1.

Step 5: Compute the empirical covariance function. After determining the ‘opti-
mal’ lag distances using the method described in Sect. 3.2.1, we compute the empirical
covariance functions using Eq. (3.3).

COMPUTING THE SEA DISTANCE

To compute the sea distances among all observation locations (i.e., tide gauges or altimeter
data points), we discretized the region using a uniform grid with a spacing of 0.05 de-
grees. Using the grid nodes classified as ‘sea’ based on GMT’s grdlandmask (Wessel et
al., 2019), we form a graph of which the vertices are connected in east-west and north-south
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directions. Using Matlab’s graphshortestpath function, we calculate the Dijkstra short-
est path (Dijkstra, 1959) between nodes closest to the observation locations. Adding up the
distance between the observation locations and the nearest vertices to the shortest path will
end up in the sea distance. Note that we did not establish diagonal connections between
vertices as all hydrodynamic models being considered in this study use rectangular grids.

DEFINING THE LAG DISTANCES
Usually, lags (also referred to as ‘distance bins/classes’) for which the empirical covariances
are calculated have a uniform spacing. The maximum lag distance is half the distance
between the two data points furthest from each other, and the lag tolerance (i.e., half the
interval within which a distance must be to belong to a particular lag) is half the lag spacing.
Given that in particular the number of tide gauges is limited, we use a non-uniform spacing
and lag tolerance in which the lags are chosen so that approximately the same number of
pairs are available for each lag distance. The maximum lag distance is set to 2100 km,
which is approximately 65% of the sea distance between the two tide gauges furthest from
each other. In using a non-uniform spacing and lag tolerance, we ensure that we have
provided sufficient data points for computing the covariance value for each lag. The only
exception to this is lag zero, for which the lag tolerance is set to zero. The latter means that
the number of points available for this lag equals the number of tide gauges/altimeter data
points.

THE ANALYTICAL COVARIANCE MODEL
Many models of covariance functions have been proposed. For some examples, we refer
to e.g., Christakos (2012) and Hristopulos (2020). In this study, we use a composite model
that is the superposition of the ‘nugget effect’ and I J-Bessel models (see Hristopulos, 2020,
Sect. 4.2.2). The nugget effect describes a possible discontinuity at the origin. If present, it
points to random errors in the observation- and model-derived SMWLs and signal at short
spatial scales that cannot be resolved from the data or by the hydrodynamic model. The
J-Bessel model is chosen because it admits negative values and provides a good fit of the
empirical covariance functions. The composite model is defined as:

C(h) =

{
c0 +σ2

x if h = 0
σ2

x
I ∑

I
i=1 2ν Γ(ν +1) h−ν Jν(h),with ν ≥ d/2−1 if 0 < h ≤ hmax,

(3.4)

where h is the dimensionless lag defined as Dsea/ξi, ξi the characteristic length, c0 is the
nugget effect (i.e., the magnitude of the discontinuity at the origin, σ2

x is the variance
by which the J-Bessel models are scaled, Γ denotes the Gamma function (Hristopulos,
2020, Eq. 4.17), Jν(·) is the Bessel function of the first kind of order ν (Watson, 1995),
d denotes the number of spatial dimensions (d = 2 in our case), and hmax is the dimen-
sionless maximum lag (i.e., 2100 km/ξi). Note that in this study the maximum value
for I is equal to two. The parameters c0, ξi, ν , and σ2

x are estimated by applying Mat-
lab’s global optimization solver GlobalSearch. The algorithm minimizes the sum of the
squared differences between the empirical covariance function values and the analytical
model such that 1E − 4 ≤ c0 ≤ 1E − 2, 1E2 ≤ ξ1 ≤ 2E2, 2E2 ≤ ξ2 ≤ 5E2, 0 ≤ ν ≤ .25,
1E − 5 ≤ σ2

x ≤ 1E − 3, and c0 + σ2
x equals the empirical covariance at h = 0. In case

I = 1, we use 1E2 ≤ ξ1 ≤ 5E2. Moreover, we apply the constraint that the resulting noise



3

50 3. EMPIRICAL NOISE MODEL FOR MODEL-BASED HYDRODYNAMIC LEVELING

VC matrix (obtained by evaluating the model at the sea distances among the involved tide
gauges) should be positive definite. In doing so, we set the objective function to infinite
in case the minimum eigenvalue is smaller than machine epsilon (i.e., 2.2204E −16). The
last constraint is a technical solution to account for the fact that our distance metric is
non-Euclidean. Without this constraint there would be no guarantee that the fitted model
provides a positive definite noise VC matrix (Hristopulos, 2020, pp. 114).

3.2.2. METRICS USED TO ASSESS THE SPATIOTEMPORAL MODEL PER-
FORMANCE

Many metrics are available to assess a model’s spatial and temporal performance (e.g.,
Bennett et al., 2013). Here, the temporal model performance is assessed for the subregions
shown in Fig. 3.1 by the cumulative distribution functions of both the mean absolute error
(MAE) and the Kling–Gupta efficiency (KGE) metric (Gupta et al., 2009) computed for all
tide gauges within the sub-area. The spatial performance is assessed using both the MAE
and the spatial efficiency (SPAEF) metric (Koch et al., 2018).

Part of the differences between observation- and model-derived SMWLs are explained
by time-dependent but space-independent model biases (e.g., Jahanmard et al., 2021). In-
deed, for the application at hand these errors do not matter as we use the differences in
model-derived SMWLs between two tide gauges. To eliminate the contribution of these er-
rors to the model performance, we apply a time-dependent bias correction calculated from
a subset of tide gauges spanning the model domain for which a full time series is available
(see Fig. 3.1). For the same reason, we use slightly modified formulations for the KGE and
SPAEF metrics. The modified formulation for the Kling–Gupta efficiency metric, referred
to as mKGE, is

mKGE = 1−
√
(αQ −1)2 +(βQ −1)2 + γ2

Q, (3.5)

where αQ is the Pearson correlation coefficient between the observation- and model-derived
SMWL time series (only used in case it is significantly different from zero at the 0.05 sig-
nificance level), βQ is the relative variability based on the ratio of standard deviation in
model-derived and observation-derived SMWL values and γQ is the difference between the
averages of the model-derived and observation-derived SMWL time series normalized by
the standard deviation of the observation-derived SMWL data. In the original formula-
tion, γQ is the ratio of the averages. The modified spatial efficiency metric, referred to as
mSPAEF, is

mSPAEF = 1−
√

(α −1)2 +(β −1)2 +(γ −1)2 (3.6)

where α is the Pearson correlation coefficient between the observation- and model-derived
SMWL pattern, β is the ratio of standard deviation in model-derived and observation- de-
rived SMWL values, and γ is the histogram intersection for the histogram of the observation-
derived pattern and the histogram of the model-derived pattern. In the original formulation,
β is the ratio of the standard deviation over the mean. To suppress the impact of outliers
on the computed standard deviations we estimate these as 1.4826× the MAD. For both the
mKGE and mSPAEF metrics, the ideal value equals 1, while a value far below 0 indicates
the model lacks any performance.
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3.2.3. RE-ASSESSING THE EXPECTED QUALITY IMPACT OF COMBINING
HYDRODYNAMIC LEVELING AND UELN DATA IN REALIZING THE
EVRS

To obtain a more realistic expectation of the quality impact of combining hydrodynamic
leveling and UELN data in realizing the EVRS, we conducted an experiment that has a
similar setup as Experiments I and II of Afrasteh et al. (2021). The experiment assumes
four hydrodynamic models are available, each covering part of the European sea waters.
The four domains comprise the Mediterranean Sea, the Black Sea, the Baltic Sea, and the
north-east Atlantic region including the North Sea. Connections between tide gauges are
established only in case both are located in the same sea basin. It is further assumed that
each of the four hydrodynamic models describes the coastal SMWLs with a precision con-
sistent with the obtained noise model. That is, we assume our noise model derived for a
hydrodynamic model covering the north-east Atlantic region including the North Sea also
applies to the other basins. This assumption is considered to be reasonable in case i) the
models have comparable resolutions, ii) the underlying bathymetries have similar quality,
and iii) the models are forced using the same datasets. Note that in case the sea distance
between two tide gauges is larger than the maximum lag distance for which we computed
the empirical covariance functions, the covariance is set to zero. The full noise VC matrix
QS̃MWL obtained this way is used to compute Qhl (Eq. (3.2)). Here, we ignored the contribu-
tions of Q1, Q2, Q4, and Q5 (see Sect. 3.2.1). Using the heuristic search method described in
Afrasteh et al. (2021, Sect. 2.3), we identified the set of hydrodynamic leveling connections
that provide the lowest median of the propagated height standard deviations. The bench-
mark solution is the spirit-leveling only solution (see Afrasteh et al. (2021, Sect. 5.1.1)). To
assess the impact of including noise correlations, we also repeat the experiment by setting
the off-diagonal elements in QS̃MWL to zero.

3.3. DATA
3.3.1. MODEL-DERIVED WATER LEVEL TIME SERIES
In this study, three reanalysis products generated by three different hydrodynamic models
have been used; the Atlantic – European North West Shelf – Ocean Physics Reanalysis
(Tonani & Ascione, 2021), a reanalysis obtained using the coupled two-domain DCSMv6-
ZUNOv4 model (D. C. Slobbe et al., 2018; Zijl et al., 2015; Zijl et al., 2013), and one
generated using the 3D Dutch Continental Shelf Model – Flexible Mesh (3D DCSM-FM)
(Zijl et al., 2020).

The first reanalysis is produced using the Forecasting Ocean Assimilation Model 7 km
Atlantic Margin model (FOAM AMM7) which uses version 3.6 of the Nucleus for Eu-
ropean Modelling of the Ocean (NEMO) ocean model code (Madec et al., 2017) and the
3DVar NEMOVar system to assimilate observations (Mogensen et al., 2012). The data are
publicly available at the Copernicus Marine Service (https://doi.org/10.48670/moi-00059).
We refer to this dataset as the ‘AMM7’ dataset. Note that in this dataset all the grid points
east of 10◦E were masked (Renshaw et al., 2021).

The DCSMv6-ZUNOv4 dataset is obtained using the Dutch Continental Shelf Model
version 6 (DCSMv6) and the Zuidelijk Noordzee model version 4 (ZUNOv4) in the outer
and inner domain (Fig. 1 in D. C. Slobbe et al., 2018), respectively. The DCSMv6-ZUNOv4

https://doi.org/10.48670/moi-00059
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is a 2D model; the baroclinic forcing has been added using the method described by D. C.
Slobbe et al. (2013). This model has also been used by D. C. Slobbe et al. (2018). In
this study, we redid the simulation to incorporate the updated salinity and temperature data
from the earlier mentioned AMM7 dataset. Since the salinity and temperature data east of
10◦E were masked in this dataset, we applied the same masking to the DCSMv6-ZUNOv4
derived water levels. The WAQUA software package, on which the DCSMv6-ZUNOv4
model is based, provides the opportunity to generate output at user-defined locations and
epochs. In this study, we used this option to compute water levels at locations/epochs
satellite radar altimeter data are available.

The 3D DCSM-FM reanalysis is obtained using the Delft3D Flexible Mesh software
framework that allows for the use of unstructured grids. For this study we have used soft-
ware version 2.17.05.72090. Note that the model is still under development. One known
issue in the model is an apparent strong vertical circulation between the bottom and the
pycnocline in the deep ocean originating from instabilities close to the open boundaries.
This results in a less accurate representation of the MWL in deep ocean waters.

The three models/reanalyses differ in many ways. A detailed discussion of this goes
beyond the scope of this paper. We refer to Table 3.1 for a summary of the main char-
acteristics of the models as well as a brief overview of the setup applied when generating
the reanalyses. Further details can be found in the cited references. For all products, we
used/generated the water levels from 1997–2019.

3.3.2. TIDE GAUGE RECORDS

We collected about 200 high-resolution, coastal water level time series for the period 1997–
2019. The time series were acquired by different national authorities in the countries Bel-
gium, Denmark, France, Germany, Ireland, the Netherlands, Norway, Sweden, and Great
Britain. All time series have been visually inspected for outliers and use the national height
datum as the vertical reference for the water levels. For any meta-information regarding the
national height datums we refer to http://crs.bkg.bund.de/crseu/crs/eu-national.php.

A tide gauge record is used to generate a noise model for a particular hydrodynamic
model if: i) the tide gauge is located inside the model domain, ii) the tide gauge is outside
the tidal flat areas, and iii) the tide gauge is east from 10◦ longitude (only in case of the
AMM7 and DCSMv6-ZUNOv4 models). After excluding the tide gauge stations that do
not meet these criteria, we applied a data editing step in which we excluded all records for
which the median difference between the observation- and model-derived monthly MWL
time series exceeded the median of the medians plus/minus three times the standard devia-
tion (estimated as mentioned before). Fig. 3.1 shows the tide gauges available to generate
a noise model per hydrodynamic model. For the AMM7, DCSMv6-ZUNOv4, and the 3D
DCSM-FM models, there are 123, 150, and, 171 stations available, respectively. As can be
inferred from Fig. 3.2, these numbers refer to the total number of tide gauges for which we
have at least one summer of water levels available.

The most important preprocessing step for the tide gauge data is to unify the height
datums. In this study, we will refer all observed water levels to the EGG2015 quasi-geoid
model (Denker, H., 2015) in the mean-tide system (ζEGG2015). These water levels, referred to

http://crs.bkg.bund.de/crseu/crs/eu-national.php


3.3. DATA

3

53

Table 3.1: Summary of the main characteristics of the hydrodynamic models used in this study as well as a brief
of the setup applied to generate the reanalyses. The abbreviations ‘T’, ‘S’, and ‘SSH’ denote temperature, salinity,
and sea surface height, respectively.

AMM7 DCSMv6-ZUNOv4 3D DCSM-FM

Model dimensions 3D 2D∗1 3D

Domain 20◦W–13◦E 15◦W–13◦E 15◦W–13◦E
40◦S–65◦N 43◦S–64◦N 43◦S–64◦N

Horizontal grid 1/9◦long × 1/15◦lat DCSMv6: variable grid
1/40◦long × 1/60◦lat 900–8000 m

ZUNOv4 (variable grid):
200–2000 m

Vertical grid Hybrid S-σ -z, 51 layers N/A z-σ , 50 layers
(output interpolated to
24 geopotential levels)

Forcing
internal tides included included included
atmospheric ERA5 ERA-Interim ERA5

Open boundary cond.
tides (15 constituents) tides (26 constituents) tides (30 constituents)
T, S, SSH, barotropic u surge (dynamic atmosph. surge (inverse barometer
and v-velocities from corrections) correction)
reanalyses, river baroclinic (AMM7) steric effect
discharge daily salinity and temperature
time series monthly river discharge

Spin-up time 2 years 1 month 1 year

Data assimilation yes (surface T and no no
vertical profiles of
T and S

∗1 Depth-averaged baroclinic pressure gradients added, computed from 4D salinity and temperature fields
from the AMM7 model.

as χEGG2015 are obtained as:{
χEGG2015 = χNHD +(hHBM

GNSS −HHBM
NHD )−ζEGG2015 if GNSS is available

χEGG2015 = χNHD +hHRS −ζEGG2015 otherwise,
(3.7)

where χNHD is the water level expressed relative to the national height datum (NHD), hHBM
GNSS is

the ellipsoidal height of a nearby HBM obtained using GNSS, HHBM
NHD is the physical height

(e.g., orthometric or normal height) of the HBM, and hHRS is the ellipsoidal height of the na-
tional height reference surface (HRS). Where applicable, all heights have been transformed
to the mean-tide system. For the GNSS data, we used Petit and Luzum (2011, Eq. 7.14a).
For the physical heights and EGG2015 height anomalies we used the equations provided
by Mäkinen and Ihde (2008). Table 3.2 shows per country the information about the used
HRS and the source of the GNSS data. Regarding the GNSS data, we always used the
most recent GNSS solution available. To get an idea about the uncertainty of the second
method (i.e., second row Eq. (3.7)), we will analyze in Sect. 3.4.3 the differences between
(hHBM

GNSS −HHBM
NHD ) and hHRS.
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Figure 3.1: Map showing the tide gauge locations, altimeter data (grey dots), and the subregions used when
assessing the temporal model performance. Here, BNN covers the Bay of Biscay, the North Atlantic Ocean and
the Norwegian Sea; BCII covers the Bristol Channel, Celtic Sea, Irish Sea and St. George’s Channel, and the Inner
Seas off the West Coast of Scotland; EC stands for English Channel; KS is the Kattegat-Skagerrak Seas: NS stands
for North Sea; and WS for Wadden Sea. Tide gauges plotted with a triangle symbol are measured using GNSS.
The ones with a black circle around show the tide gauges used to correct the bias in the model-derived SMWL
(See Sect. 3.2.2). All tide gauges east from the dashed black line are only available for the 3D DCSM-FM model.
The red line is the 200 m depth contour separating the model domain in the deep and shelf waters (Sect. 3.2.1).

Figure 3.2: Number of available tide gauges per sub-area over time.
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Table 3.2: Height reference surface and source of GNSS data per country.

Country HRS GNSS
Norway HREF2018B (Lysaker & Vestøl, 2020) KV
Sweden SWEN17_RH2000 (Ågren et al., 2018) —
Denmark DKGEOID13B —
Germany GCG2016 Schwabe et al., 2016 —
Netherlands NLGEO2018 (D. C. Slobbe et al., 2019) RWS
Belgium hBG18 (C. Slobbe et al., 2018) NGI
France RAF20 (IGN, 2021) SHOM
Great Britain OSGB36 (Ordnance Survey, 2015) SONEL
Ireland OSGB36 (Ordnance Survey, 2015) MIFM

KV:Kartverket
RWS:Rijkswaterstaat
NGI:Nationaal Geografisch Instituut
SHOM: Service hydrographique et océanographique de la Marine
SONEL: Système d’Observation du Niveau des Eaux Littorales
MIFM: Marine Institute Foras na Mara

3.3.3. SATELLITE RADAR ALTIMETRY TIME SERIES
Satellite radar altimetry data, acquired by the TOPEX/Poseidon and Jason satellite altime-
ters, were obtained through the Radar Altimeter Database System (RADS, http://rads.t
udelft.nl/rads/rads.shtml). All data from 1997–2019 were combined (except the data
from the interleaved orbits). Note that RADS hardly contains data in the first five km
from the coast. The following geophysical and range corrections were applied (Scharroo et
al., 2016): ionosphere (smoothed dual-frequency altimeter observations), dry troposphere
(ECMWF), wet troposphere (radiometer, ECMWF), solid tide (Cartwright & Edden, 1973;
Cartwright, D. E. and Taylor, R. J., 1971), pole tide (Wahr, 1985), load tide (FES2014),
and sea state bias (CLS). We also applied the reference frame offset and ‘slope correc-
tion’ discussed by Sandwell and Smith (2014). The latter is negligibly small, except over
the shelf edge where it reaches a few centimeters. Finally, we transformed the data to the
GRS80 ellipsoid and subtracted the EGG2015 quasi-geoid model in the mean-tide system.
All observations for which the differences compared to the DCSMv6-ZUNOv4 derived
water levels exceeds the median plus/minus five times the standard deviation (estimated as
mentioned before) are flagged as outliers.

3.3.4. SPIRIT LEVELING DATA
The spirit leveling data used to re-assess the expected quality impact of combining hydro-
dynamic leveling and UELN data in realizing the EVRS are identical to the data used by
Afrasteh et al. (2021). The data include i) the locations of all UELN height markers, ii) a
list describing which height markers are connected (except for the countries Ukraine, Rus-
sia, and Belarus), iii) the a-priori variances of the geopotential differences for the available
connections, and iv) the variances obtained by variance component estimation (except for
Great Britain, Ukraine, Russia, and Belarus). As described by Afrasteh et al. (2021), we
reconstructed the missing leveling connections in Ukraine, Russia, and Belarus. In all ex-

http://rads.tudelft.nl/rads/rads.shtml
http://rads.tudelft.nl/rads/rads.shtml
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periments conducted in this study, we used the variances that the BKG obtained by variance
component estimation. For Great Britain, the a-priori variances were used.

3.4. RESULTS AND DISCUSSION
3.4.1. NOISE MODELS FOR THE MODEL-DERIVED COASTAL SMWL
The average empirical noise covariance functions for the model-derived coastal MWLs
computed over one summer period (i.e., the 1-SMWLs (Tavg = 1)) are shown in Fig. 3.3.
Each of the empirical covariance functions is computed based on 10,000 bootstrap ensem-
bles and for 31 lag distances, ranging between sea distances of 0 and 2100 km. Note that
the maximum sea distance between two tide gauges is 3300 km. As also shown in Fig. 3.3,
the number of pairs available per lag is except for the first and last lags typically larger than
210 (3D DCSM-FM), 165 (DCSMv6-ZUNOv4), and 100 (AMM7). For the 3D DCSM-
FM model, we also computed the empirical noise covariance functions associated to the
2-SMWLs and 3-SMWLs (see Fig. 3.4).

The empirical noise covariance functions show the following:

• The model noise is spatially correlated. All functions show positive covariances for
sea distances up to 250 km. For larger distances they fluctuate around zero for the
3D DCSM-FM. For the DCSMv6-ZUNOv4 and AMM7 models the covariances for
larger distances are mostly negative.

• For all models there is a relatively large discontinuity in the empirical covariance
function at zero sea distance (i.e., nugget effect). The estimated nugget effect is
lowest for the 3D DCSM-FM (12.1 cm2) and highest for the DCSMv6-ZUNOv4
(16.3 cm2). The variance (i.e., covariance at zero sea distance) for these two models
is 15.3 cm2 and 21.7 cm2, respectively. For the AMM7 model, the estimated nugget
effect and variance are 15.3 cm2 and 21.5 cm2, respectively.

• Noise covariances have higher magnitudes for the AMM7 and DCSMv6-ZUNOv4
models compared to the 3D DCSM-FM model. Moreover, the first zero-crossing
occurs for larger sea distances.

• Averaging the MWLs over two or three summer periods (i.e., the 2-SMWLs and 3-
SMWLs), hardly changes the shape of the noise covariance functions. The largest
change is in the variance, which decreases from 15.3 cm2 to 14.1 cm2 and 12.7 cm2,
and the estimated nugget effect that decreases from 12.1 cm2 to 11.0 cm2 and 10.0 cm2,
respectively.

Note that contrary to the empirical covariance functions for the DCSMv6-ZUNOv4
and AMM7 models, the one for the 3D DCSM-FM model is also based on tide gauges
in the Kattegat-Skagerrak. A detailed analysis (not shown in this paper) indicates that
the exclusion of the Kattegat-Skagerrak mainly affects the empirical covariances for sea
distances > 1000 km.

Also, note that the computed error bars are likely too small. Indeed, in our approach
any time correlation of the ‘noise’ is ignored. Since we also consider SMWL signals not
captured by the model as noise, any such time-varying signal will result in noise realizations
that are not independent. This, in turn, results in over-optimistic error bars.
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Figure 3.3: The empirical noise covariance functions for the 3D DCSM-FM (top panel), DCSMv6-ZUNOv4
(middle panel) and AMM7 (bottom panel) models. The red circles indicate the ensemble means. The bottom and
top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme
ensemble values not considered outliers, i.e., 99.3 percent coverage. The blue lines show the fitted analytical
models presented in Eq. (3.4) and used in Sect. 3.4.5 (for 3D DCSM-FM only). Note that for 3D DCSM-FM we
included two J-Bessel models in the composite model, while for the other hydrodynamic models we included one.
The green dots for each plot indicates the number of pairs available per lag.

The empirical covariance functions provide, albeit limited, insight into the performance
of the different models in representing the coastal 1-SMWL. At the same time, we should
again realize that a contribution has been introduced by the uncertainty in the vertical ref-
erencing of the tide gauges and in the applied height datum unification. This uncertainty
will partly contribute to the observed nugget effect (see further Sect. 3.4.3), but also partly
explains the observed spatial correlations (quasi-geoid errors are spatially correlated). How-
ever, this uncertainty is not expected to explain the total nugget effect. As noted by Hristop-
ulos (2020), the nugget effect describes: i) independent measurement errors that are due to
the measurement process; ii) purely random fluctuations endogenous to the system, and iii)
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Figure 3.4: The averaged empirical noise covariance functions associated to the 3D DCSM-FM derived SMWLs
computed over one, two or three summers.

sub-resolution variability, i.e., fluctuations with characteristic length scales that are below
the resolution limit of the observations. In our case, the latter also points to the fact that
hydrodynamic models are not always able to resolve the local SMWL variability at specific
tide gauge locations. This is not surprising when we consider that many tide gauges are
located in harbors, estuaries or other locations with complex bathymetry, or near flood de-
fense structures. Solving the local hydrodynamics requires ultra-high resolutions, not only
of the model, but also of the required forcing data. Moreover, where rivers flow into the
sea, the models must be extended far into the rivers.

The comparison between the three models reflects the advances in modeling. Although
the 3D DCSM-FM model should be considered as a preliminary model (see Sect. 3.3.1),
we see significant improvements over the other two models. The variance and nugget effect
are lower, implying that the model is better able to represent local processes. Moreover,
the spatial error covariances are also lower. In comparison to the AMM7 model, the first
could have been expected given the much higher resolution of the 3D DCSM-FM. With
regard to the DCSMv6-ZUNOv4 model, the improved performance can partly be attributed
to the resolution (for waters outside the North Sea and Wadden Sea), the fact that DCSMv6-
ZUNOv4 is a 2D model (see Sect. 3.3.1) and differences in forcing data (see Table 3.1). In
Sect. 3.4.2, we present the results of the spatiotemporal performance assessment to further
analyze these differences.

3.4.2. SPATIOTEMPORAL MODEL PERFORMANCE IN REPRESENTING THE
COASTAL 1-SMWL

For the analyses presented in this section, we used 120 tide gauges that are included in all
models. The only exception is the temporal model performance assessment conducted for
the KS region; the tide gauges being used there are only available for 3D DCSM-FM (see
Sect. 3.3.1 and Fig. 3.1).

The metrics aimed to assess the temporal model performance are summarized in Fig. 3.5.
Each panel shows the cumulative distribution functions for both the MAE and mKGE met-
rics for all tide gauges per subregion (see Fig. 3.1). Fig. 3.6 summarizes the assessment
of the spatial model performance using both the MAE and mSPAEF metrics. The figures
show the following:

• The performance of each model depends on the subregion. This can be observed
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by comparing both the MAE and mKGE cumulative distribution functions for the
different subregions shown in Fig. 3.5.

• In all subregions, there are a number of tide gauges at which the models apparently
lack the skills to represent the coastal 1-SMWLs (mKGE << 0). Note that these tide
gauges may differ per model. Expressed in percentages, we observe that in the worst
case (subregion BNN) only 20% of all tide gauges have a mKGE > 0, while in the
best case (subregion KS) this percentage is about 80%.

• In BNN and WS, the 3D DCSM-FM model clearly outperforms the other models.
In BCII, the AMM7 model shows the best performance. In the NS and EC, the
performance level is comparable for the different models.

• The best performance for the 3D DCSM-FM model is obtained in the KS region.

• The spatial performance assessment shows strong variability over time. In terms of
MAE, we observe for all models an improved performance between 2004–2011. The
largest improvement is observed for 3D DCSM-FM (from 4.25 cm in 1998 to ∼ 3 cm
in 2008). For all models, the performance degrades towards the end of the timespan
considered in this study. In terms of the mSPAEF this behaviour is also observed,
though it is less pronounced.

• Both in terms of MAE and mSPAEF, the 3D DCSM-FM model outperforms the other
models over almost the entire timespan.

It should be noted that a poor temporal performance in terms of MAE and mKGE may
be caused by biases in the observation- and/or model-derived 1-SMWL time series. In-
deed, such a bias would show up one-to-one in the MAE values and would affect γQ (see
Eq. (3.5)). A detailed analysis, not shown here, indeed shows that γQ has the largest vari-
ability and is mainly causing the lower mKGE values observed in Fig. 3.5.

Before interpreting the temporal performance, it is important to remember that although
the size of the model domains suggests otherwise, the models may have been primarily
developed for specific waters such as the Dutch waters in case of the 3D DCSM-FM and
the DCSMv6-ZUNOv4 models. The importance of a good model performance elsewhere is
proportional to the extent to which it influences the performance in these target waters. Both
target application(s) and area largely explain the differences in the design of the models and
the forcing data used in the reanalyses (see Table 3.1). These in turn explain the differences
in performance in the different subregions. With this in mind, the higher performance of the
3D DCSM-FM in the WS is not a surprise; this model has a much higher spatial resolution
(3D DCSM-FM vs. AMM7) and it is a 3D model (3D DCSM-FM vs. DCSMv6-ZUNOv4).
Likewise for the higher performance of AMM7 in the BCII. Contrary to 3D DCSM-FM and
DCSMv6-ZUNOv4, the AMM7 reanalysis is a British product. It goes beyond the scope
of this paper to fully explain the observed performances. The take-home message from
the results is that if one would have the resources to combine the good elements (such as
the bathymetry in certain areas, schematization, and parametrization) of all models into
a new model, further improvements are possible. At the same time, one has to keep in
mind that for the application at hand it is not required to have a good performance at all
tide gauge locations. Afrasteh et al. (2021) showed that adding already a small number of
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(a) BNN (b) BCII

(c) EC (d) KS

(e) NS (f) WS

Figure 3.5: The cumulative distribution functions for both the MAE (dashed lines) and mKGE (solid lines) metrics
per hydrodynamic model for all tide gauges located in the subregion.

hydrodynamic leveling connections to the UELN dataset has a significant impact on the
quality of the EVRS. Our results show that in each subregions at least some tide gauges are
available where the model has the necessary skills.

The spatial performance is somewhat difficult to explain. This mainly concerns the
deterioration observed from the year 2011 onward. The improvement in the first period is
in line with the improvement in the quality of the forcing data / open boundary conditions
caused by the increased amount and quality of available observations to generate them
(e.g., Hersbach et al., 2020). The deteriorated performance starting in 2011 does not fit
into this picture. We would like to emphasize that time variations in the distribution of the
number of tide gauges over the various subregions (Fig. 3.2) are not the explanation. When
we repeat the analysis using only all tide gauges for which a full time series is available,
we see the same pattern. Possible explanations for the deteriorated performance starting
in 2011 include: i) errors in the forcing data/boundary conditions, and ii) model errors
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Figure 3.6: The MAE (top panel) and the mSPAEF (bottom panel) metrics used to assess the spatial model
performance for each of the three considered hydrodynamic models.

(e.g., missing large-scale, slow (multi-decadal) dynamic processes in the model physics).
Regarding the latter, remember that all three models were originally developed to make
short-term operational forecasts.

3.4.3. ASSESSMENT OF THE CONTRIBUTION OF ERRORS IN THE VERTI-
CAL REFERENCING OF THE TIDE GAUGES TO THE OBSERVATION-
DERIVED SMWLS

At 45 tide gauges (see Fig. 3.1), we computed the differences between (hHBM
GNSS −HHBM

NHD ) and
hHRS (see Eq. (3.7)). A map and histogram of the differences are shown in Fig. 3.7. The
results show the following:

• The median of the differences is 0.0 cm, while the standard deviation (estimated as
before) is 2.7 cm.

• The French tide gauges Concarneau and L’Herbaudière behave as outliers (absolute
difference > 5 cm). For Concarneau, the last leveling seems to be conducted in April
2003 SONEL (2007), while GNSS was installed in November 2007 SONEL (2003).
The distance between the GNSS antenna and the tide gauge is about 1 km. We
lack any details about how and when the GNSS has been connected to the TGBM.
L’Herbaudière is quite a new station (data since June 2014). No further metadata for
this tide gauge is available.

• We do neither observe much regional variability, nor strong spatial patterns.

Assuming that GNSS provides heights with an uncertainty between 0.5–1 cm and that
we have connected both the tide gauge as well as the GNSS to the TGBM using precise
leveling with an uncertainty of just a few mm, the expected uncertainty of the ellipsoidal
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(a)

(b)

Figure 3.7: Map and histogram of the differences between (hHBM
GNSS −HHBM

NHD ) and hHRS for tide gauges equipped with
GNSS receivers.

height of the SMWL is about 1 cm. If this height is obtained by adding hHRS, the uncertainty
is between 1 and 2 cm. This gives an expected uncertainty of the differences between
1.4 and 2.2 cm. The observed standard deviation of 2.7 cm is slightly larger. Possible
explanations include: i) vertical land motion between the time GNSS data were acquired
and the reference epoch of hHRS (typically, this enters via the corrector surface/innovation
function added to the gravimetric (quasi-)geoid), and ii) a lower quality of the hHRS along
the coast (many countries including the Netherlands suffer from a gap in gravity data along
the coast (Farahani et al., 2017)).

The estimated uncertainty (standard deviation) of the EGG2015 quasi-geoid is 1.9 cm
(Denker et al., 2018). This makes the expected uncertainty of the SMWLs expressed rela-
tive to EGG2015 2.1 cm in case GNSS is exploited and between 2.1 and 2.8 cm otherwise.
Consequently, a significant part of the observed variance (see Sect. 3.4.1) may be explained
by uncertainties associated with the vertical referencing of the tide gauges/SMWLs. For
example, in case of the 3D DCSM-FM the contribution is between approximately 30% and
50% for the 1-SMWLs. In terms of nugget effect, the contribution is between 35% and
65%. Indeed, part of these errors will be correlated. Denker et al. (2018) refer to a covari-
ance function being derived for the computed height anomalies, which has a half-length of
about 40 km and zeros at about 80, 220, 370 km, and so on. They stated that “over longer
distances, e.g. beyond the second and third zero of the covariance function, the height
anomalies are nearly uncorrelated”. Since we lack the full VC matrix of the EGG2015,
we cannot assess/remove the contribution of EGG2015 to the observed error correlations
(remember that we use a different distance metric). In the remainder, we will remove a con-
tribution of 2.152 (1.92 + 12) from the observed variance. Indeed, the vertical referencing
to EGG2015 is only required to obtain a noise model. It is not required when computing
hydrodynamic leveling connections.
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3.4.4. THE COASTAL WATER NOISE MODEL VERSUS THE ALTIMETER-
DERIVED DEEP AND SHELF WATER NOISE MODELS

The empirical noise covariance functions for the DCSMv6-ZUNOv4 derived deep and shal-
low water 22-SMWLs are shown in Fig. 3.8. As a reference, we included the average empir-
ical noise covariance function for the DCSMv6-ZUNOv4 derived coastal 1-SMWLs shown
in Fig. 3.3 (middle panel). Note that 3856 points are in deep water, whereas 2294 points
are in the shelf waters. Hence, for both empirical covariance functions the number of pairs
available per lag is always larger than 1000. Also note that 95% of all altimeter time series
comprise more than 345 data points. The empirical noise covariance functions show the
following:

• The empirical noise covariance function for the deep waters is significantly different
from the one for the shelf waters. The former shows larger covariance values for both
short and long sea distances. The latter shows much less fluctuations. It does show,
though, some small, large-scale pattern with positive covariances up to a lag distance
of about 1000 km and negative covariances for larger distances.

• Both functions show a small jump at ∼ 190 km (shelf waters) and ∼ 220 km (deep
waters). A detailed analysis revealed that up to this distance the covariances are
mainly calculated in the along-track direction. From these distances, the covariances
are partly determined by pairs in the across-track direction.

• Both functions also differ significantly from the empirical noise covariance function
of the coastal 1-SMWL. Contrary to the latter, there seems to be no nugget effect.
The pattern over short distances is also different.

Figure 3.8: The empirical noise covariance function for deep, shelf waters computed using differences between
satellite altimetry data and DCSMv6-ZUNOv4 averaged over period 1997–2019. As a reference, we included the
empirical noise covariance function for the coastal 1-SMWL computed for DCSMv6-ZUNOv4 (Fig. 3.3, middle
panel).

Some caution is required in interpreting the above results. The averaging period is
different (1 to 3 summers for the coastal waters and 22 summers for the deep and shelf
waters. Furthermore, this comparison has only been conducted for the DCSMv6-ZUNOv4
model. Since this is a 2D model, we cannot expect to get the best performance in deep
waters where baroclinic processes dominate the SMWL variability (D. C. Slobbe et al.,
2013). At the same time, the results do not contradict expectations based on oceanographic
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arguments; along the coast, processes have a higher variability compared to the shelf and in
deep water. This may have an impact on the empirical noise covariance function, notably at
short spatial scales. The results of this experiment are a first confirmation that this is indeed
the case. It shows that a noise model for the coastal SMWL cannot be calculated from
altimeter data in the shelf and deep waters. Whether or not a dedicated coastal altimetry
data product can help in this respect remains to be studied.

3.4.5. THE EXPECTED QUALITY IMPACT OF COMBINING HYDRODYNAMIC
LEVELING AND UELN DATA ON THE EVRF REVISITED

The experiment described in Sect. 3.2.3 is conducted using the best-performing 3D DCSM-
FM fitted noise model for the coastal 1-SMWLs and 3-SMWLs. Moreover, we quantified
the effect of ignoring error covariances for the SMWLs, i.e., using the diagonal elements of
the noise VC matrix only. The results, summarized in Table 3.3 and Fig. 3.9 show:

• Adding all 182 connections reduces the median propagated standard deviation of
all adjusted heights from 13.8 to 10.6 mm (one summer averaging period) and to
10.3 mm (three summers averaging period). This corresponds to an improvement of
23% and 25%, respectively.

• Ignoring the noise covariances leads to an overestimation of the improvement by 7%
(one summer averaging period) and 8% (three summers averaging period), i.e., by
using only the diagonal elements of the full noise VC matrix the obtained improve-
ments are 30% and 33%, respectively.

• The improvement differs strongly per country; values range from 1% (Slovakia) to
> 50% (Great Britain).

• Including noise correlations leads to a higher overall improvement for the first 9
(three summers averaging period) or 10 connections (one summer averaging period).
For larger numbers of connections, the overall improvement is too optimistic if we
ignore the noise correlations.

Ignoring the noise covariances, the precision with which we can derive the 1-SMWL
differences is 4.6 cm in terms of standard deviation. This is close to the 5 cm that Afrasteh
et al. (2021) used in Experiment II, which has the same setup as the experiment conducted
in this paper. The results obtained here are therefore almost identical (30% vs. 29%) to
the previously published results. What is new is the insight we get when comparing the re-
sults obtained with and without including the noise covariances. Indeed, ignoring the noise
covariances results in a too optimistic quality impact (i.e., overall improvement is overesti-
mated up to 8%). Only for the first few connections that we add, the overall improvement is
larger. Apparently there are two conflicting effects. The first has to do with the fact that we
use model-derived SMWL differences in hydrodynamic leveling. As noise in the SMWLs
is correlated, some of the errors will be eliminated once we calculate the differences. This
has a positive impact on the overall improvement. On the other hand, correlations among
the hydrodynamic leveling connections result in less ‘information’ being added when the
number of added connections increases. This is the second effect.
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Table 3.3: The median propagated standard deviation (SD) of the adjusted heights in millimeters (per country and
in total). Note that we only included the countries for which the improvement is larger than 10%. The number
between the brackets indicates the improvement in percentage relative to the value obtained for the spirit-leveling
only solution. ‘Full VC’ and ‘diag VC’ refers to the usage of either the full noise VC matrix of the SMWLs or the
diagonal elements only.

Country
spirit leveling-only

solution
1-SMWLs
(full VC)

1-SMWLs
(diag. VC)

3-SMWLs
(full VC)

3-SMWLs
(diag. VC)

Denmark 10.9 9.4 (14) 9.0 (18) 9.2 (15) 8.8 (19)
Estonia 13.8 12.2 (11) 12.0 (13) 12.0 (13) 11.6 (16)
Finland 18.3 13.5 (26) 11.6 (37) 13.0 (29) 11.0 (40)
France 20.7 16.8 (19) 16.2 (22) 16.3 (21) 15.6 (25)
Great Britain 31.1 16.2 (48) 14.5 (53) 15.2 (51) 14.0 (55)
Italy 14.1 13.2 (6) 12.6 (11) 13.0 (7) 12.2 (13)
Lithuania 12.7 11.3 (10) 11.2 (12) 11.1 (12) 10.9 (14)
Latvia 13.7 12.3 (11) 12.1 (12) 12.0 (13) 11.7 (15)
Montenegro 23.4 21.5 (8) 21.1 (10) 21.2 (10) 20.7 (12)
Norway 19.1 15.3 (20) 14.4 (24) 14.9 (22) 13.9 (27)
Portugal 45.6 23.1 (49) 22.1 (51) 22.1 (51) 21.2 (54)
Spain 40.6 23.4 (42) 22.3 (45) 22.6 (44) 21.8 (46)
Sweden 14.0 10.6 (25) 9.5 (32) 10.2 (27) 9.1 (35)
Total 13.8 10.6 (23) 9.6 (30) 10.3 (25) (9.2) (33)

Figure 3.9: Overall quality improvement of the EVRF (expressed as the percentage with which the median propa-
gated height standard deviation decreases compared to the spirit-leveling only solution) obtained by adding hydro-
dynamic leveling data as a function of the number of added connections. The solid lines correspond to scenarios
in which the full noise VC matrix for the SMWL was used computed using the 3D DCSM-FM noise models asso-
ciated to the coastal 1-SMWLs and 3-SMWLs. The dashed lines correspond to scenarios in which the covariances
were ignored.

The choice of the composite analytical model fitted through the empirical covariance
function has limited impact on the total quality impact. This follows from an experiment
in which we used a composite analytical model defined by the superposition of the nugget
effect and Cardinal Sine (see Hristopulos, 2020, Sect. 4.2.2) models (not shown). Similar
to the J-Bessel model, the Cardinal Sine model admits negative covariances. Compared
to the use of the J-Bessel model, the total quality impact increases from 23% to 25% for
the coastal 1-SMWLs. The quality of the fit through the empirical covariance function,
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however, is slightly lower.
Note that in presenting and discussing these results, we focused on the impact of our

developed noise model. For a discussion of these results in a broader sense, we refer to
Afrasteh et al. (2021).

3.5. SUMMARY AND CONCLUSION
A recent study by Afrasteh et al. (2021) showed that combining model-based hydrodynamic
leveling data with data of the Unified European Leveling Network (UELN) may improve
the quality of the European Vertical Reference Frame (EVRF) significantly. Assuming a
variance of 4.5 cm2 for the model-derived SMWL differences (corresponding to a 3 cm
standard deviation for the hydrodynamic leveling connections), the observed reduction of
the median standard deviation of the adjusted heights was 38%. In case the variance is
12.5 cm2 (corresponding to a 5 cm standard deviation for the hydrodynamic leveling con-
nections), this improvement is still 29%. Although promising, evidence so far has been
lacking that hydrodynamic models can indeed represent the SMWL differences with this
precision. In addition, the assumption of uncorrelated noise is not realistic. This study
builds on our previous work by developing and analyzing a noise model for the model-
derived coastal SMWLs and using it to obtain a more realistic quality impact of combining
hydrodynamic leveling and UELN data in realizing the European Vertical Reference Sys-
tem (EVRS).

To develop the noise model, we used an empirical approach based on calculating an
average empirical covariance function from the differences between tide gauge- and model-
derived SMWLs. Three models have been used: the 3D DCSM-FM model, the DCSMv6-
ZUNOv4 model and the AMM7 model. A reanalysis was performed for the first two models
over the period 1997–2019. For AMM7, we used the output for the same timespan from
a publicly available reanalysis. Given the differences in coverage, we had 171, 150, and
123 tide gauges available for 3D DCSM-FM, DCSMv6-ZUNOv4, and AMM7, respec-
tively. In order to have multiple realizations of the noise, an averaging period of 1 summer
was chosen. The impact of an averaging period of 2 and 3 summers was examined for the
3D DCSM-FM model.

First, we presented the empirical noise covariance functions for the different models.
The functions show that the noise is indeed spatially correlated, although the correlations
are different per model. Furthermore, they all show a relatively large discontinuity at the
origin (i.e., nugget effect). This points to random errors in the observation- and model-
derived SMWLs and signals at short spatial scales that cannot be resolved from the data or
by the hydrodynamic model. The nugget effect is lowest for the 3D DCSM-FM (12.1 cm2)
and highest for the DCSMv6-ZUNOv4 (16.3 cm2). The variance values for these models
are 15.3 cm2 and 21.7 cm2, respectively. The empirical noise covariance functions obtained
from an averaging period of two and three years do not really differ from those associated
with an averaging period of one year. The biggest change is in the variance and nugget
effect; the variance drops to 14.1 cm2 and 12.7 cm2, and the nugget effect to 11.0 cm2 and
10.0 cm2.

Second, we assessed both the spatial and temporal performance with which the consid-
ered hydrodynamic models are able to represent the coastal 1-SMWL. In both assessments,
two different metrics have been used. The results show that for all three models, the perfor-
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mance varies over space and time. Regarding temporal performance, there is no model that
performs best everywhere; different models score better in different subregions. In some
subregions we see no difference in performance. Also in all subregions there are more or
less tide gauges where models do not show good agreement with the observations. In most
cases the poor agreement is caused by biases in the observation- and/or model-derived 1-
year SMWL time series. Regarding spatial performance, all models showed an improved
performance in the period 2004–2011. Here we saw the best performance for 3D DCSM-
FM over almost the entire period. It was beyond the scope of this study to explain the
differences in performance. In any case, it is not important for hydrodynamic leveling that
the models always and everywhere have a good performance; we can omit tide gauges/time
periods where/in which the model has poorer performance. At the same time, the fact that
the models have a different performance in different regions indicates that further improve-
ments are possible. That is, one could combine the good elements of all models in one, new
model.

Errors in the vertical referencing of the tide gauges contribute to the obtained noise
covariance functions. In this study we looked at their contribution to the variance. An
analysis of the differences between the ellipsoidal heights of the local height reference
surface (HRS) obtained from GNSS/leveling and the HRS that is officially used results in
an uncertainty of 2.7 cm in terms of standard deviation. This is slightly higher than the
expected uncertainty (between 1.4 and 2.2 cm). Possible explanations are: i) vertical land
motion between the time GNSS data were acquired and the reference epoch of the HRS, and
ii) a lower quality of the HRS along the coast. Given the 1.9 cm uncertainty of EGG2015,
we estimate that for 3D DCSM-FM ultimately between 30% and 50% (lower for the other
models) of the variance is explained by the uncertainty in the vertical referencing of the tide
gauge/SMWLs.

Next, we presented the empirical noise covariance functions for the deep and shelf
waters in the target area calculated from TOPEX/Jason satellite altimetry data. As only
the WAQUA software package, on which the DCSMv6-ZUNOv4 model is based, provided
the opportunity to generate output at user-defined locations and epochs, the deep and shelf
water empirical covariance functions are only calculated for this model. Both functions are
not only significantly different from each other, but also from the function computed for
coastal SMWLs. This is in line with oceanographic expectations, namely that the dynamics
along the coast are more complex than in deep and shelf waters. Hence, altimeter data have
limited value in obtaining a noise model for the coastal SMWLs. It remains to be studied,
however, whether a dedicated coastal altimetry data product is useful in this respect.

Finally, we looked at the impact of the improved noise model on the quality of the
EVRF. We used the noise model obtained for the 3D DCSM-FM assuming that a com-
parable performance can also be obtained in other European waters. This assumption is
considered to be reasonable in case i) the models have comparable resolutions, ii) the un-
derlying bathymetries have similar quality, and iii) the models are forced using the same
datasets. The setup of the experiment was identical to Experiments I and II of Afrasteh
et al. (2021), except for the assumption made in that study that the noise VC matrix of the
model-derived MWLs was diagonal. The results show that using 1-SMWLs, the expected
improvement in the median standard deviation of the adjusted heights is 23%. In the case of
averaging over three summers, the improvement is 25%. Ignoring error correlations results
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in an overestimation of the total quality impact by 7% (one summer averaging period) and
8% (three summers averaging period).

Developing a noise model for model-derived coastal SMWLs is indeed challenging.
Compared to other parts of the world, European waters contain many tide gauges. At
the same time, many of these tide gauges are not deployed to build long and stable time
series; they include gaps and/or sudden jumps and sometimes exhibit spurious signals in the
low frequencies that are probably best explained as measuring (or measurement correction)
errors. In many cases, we also lack information about the vertical referencing and its control
over time. This is crucial information, given that some tide gauges are located in areas with
vertical ground movement. Ideally, one should at least correct for the latter. However, since
in most cases the necessary information is missing, this correction is often neglected. In any
case, we can expect that almost everywhere the model errors are significantly larger than the
vertical land motion. A significant contributor to the computed empirical noise covariance
functions are errors in the vertical referencing of the tide gauges/SMWLs. Removing this
requires at least a full noise VC matrix for the (quasi-)geoid model used. If all the tide
gauges are properly connected to a nearby UELN height marker an iterative approach is
possible in which the vertical referencing is improved based on new realizations of the
EVRS. However, given the small impact of taking the noise covariances into account as
demonstrated in this study, the question is whether it is worth doing so.

In any case, the results of this research encourage further development of model-based
hydrodynamic leveling. Indeed, we have shown that today’s hydrodynamic models have
the accuracy to improve the quality of the EVRF up to 25%. Our future work will be to
demonstrate the quality impact of including model-based hydrodynamic leveling data in
realizing the EVRS using real data.
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4.1. INTRODUCTION
All realizations of the European Vertical Reference System (EVRS) (Ihde et al., 2002; Ihde
et al., 2008) computed so far are solely based on data from the Unified European Leveling
Network (UELN). The UELN dataset comprises geopotential differences between height
benchmarks (HBMs) obtained by spirit leveling and gravimetry. The data are provided
by all participating countries to the Federal Agency for Cartography and Geodesy (BKG)
which is in charge of realizing the EVRS. As discussed in Afrasteh et al. (2021), the exclu-
sive use of spirit leveling/gravimetry imposes limitations on the coverage of the European
Vertical Reference Frame (EVRF). Indeed, spirit leveling cannot be used to cross large
water bodies. Consequently, the EVRF does neither cover islands not connected to the Eu-
ropean mainland leveling network through bridges or tunnels (e.g., Ireland), nor offshore
platforms. In addition, the inability of spirit leveling to cross large water bodies reduces
the strength of the leveling network in coastal countries. This, in turn, limits the precision
and reliability of the computed realization. Apart from this, it should be noted that spirit
leveling is prone to systematic errors (Vanicek et al., 1980). Leveling errors accumulate
over long distances and may introduce slopes in the height system realizations (e.g., Wang
et al., 2012). As for the countries that participate in the UELN project, systematic errors
are known to be present in the Belgian (Slobbe et al., 2019), British (Penna et al., 2013),
and IGN69 French leveling networks (Sacher & Liebsch, 2019).

One way to overcome the limitations in coverage and accuracy of the EVRF is offered
by the so-called ‘gravity field approach’ (Rülke et al., 2012), which has often been solved as
a geodetic boundary value problem (e.g., Amjadiparvar et al., 2016; Amos & Featherstone,
2009; Gerlach & Rummel, 2013; Heck & Rummel, 1990; Rummel & Teunissen, 1988;
Sánchez & Sideris, 2017). Rülke et al. (2012) applied the approach to determine the height
reference frame offsets among the European national height systems. In doing so, GNSS
heights and different quasi-geoid models were exploited while the EVRF2007 was used as
a reference. The offsets were estimated with an accuracy of about 5 cm for most countries.
Wu et al. (2018) assessed the potential of using clock networks in height datum unification
(Bjerhammar, 1985) by simulations using the EUVN (European Unified Vertical Network)
(Ihde et al., 2000) as a prior. Although their results are very promising, no clock network is
operational yet.

Afrasteh et al. (2021) proposed to overcome the limitations in coverage and accuracy
of the EVRF imposed by the exclusive use of spirit leveling/gravimetry by combining the
UELN dataset with model-based hydrodynamic leveling data. Model-based hydrodynamic
leveling is introduced by Slobbe et al. (2018) as an efficient and flexible alternative method
to connect islands and offshore platforms to the height system on land. The method, which
is independent from any other method, uses a regional, high-resolution hydrodynamic
model to derive mean water level (MWL) differences between tide gauges. By convert-
ing the MWL differences to geopotential differences and adding them to the geopotential
differences between the HBMs and the MWLs at the tide gauges at both ends of the link, we
establish a so-called ‘hydrodynamic leveling connection’. Note that the period over which
the water level is averaged is arbitrary. Slobbe et al. (2018) showed, however, that higher
accuracy can be obtained by choosing a multi-year period and by only averaging over the
summer months (the latter avoids the storm surges period). Therefore we use throughout
the paper the term summer mean water levels (SMWLs), which refers to the average water
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level calculated over all May to September months of one or more years.
Assuming the availability of a series of hydrodynamic models each covering a part of

the European waters and providing uncorrelated SMWLs at the tide gauges with a uniform
variance of 4.5 cm2, Afrasteh et al. (2021) showed that combining UELN data with model-
based hydrodynamic leveling data improves the median of the propagated height standard
deviations by 38% compared to a solution that uses only spirit leveling/gravimetry. A vari-
ance of 4.5 cm2 for the model-derived SMWL corresponds to a standard deviation of 3 cm
for each hydrodynamic leveling connection (to establish a connection, we take the differ-
ence between two model-derived SMWLs). If the variance is 12.5 cm2 (corresponding
to a standard deviation of 5 cm for each hydrodynamic leveling connection), the reported
improvement is still 29%. They also found increased redundancy numbers for leveling ob-
servations close to the coastlines. Afrasteh et al. (2023) reassessed the potential impact of
hydrodynamic leveling data on the quality of the EVRF using an empirical noise model for
the model-derived SMWLs allowing to include error correlations. Their results suggest an
improvement up to 25% if the water levels are averaged over three summer periods.

Both Afrasteh et al. (2021) and Afrasteh et al. (2023) assessed the impact of hydrody-
namic leveling data on the quality of the EVRF through geodetic network analysis, using
only (assumed) stochastic information of the model-based hydrodynamic leveling data. The
main objective of this study is to demonstrate the impact of adding real model-based hydro-
dynamic leveling data between tide gauges in the Baltic Sea and the northwest European
continental shelf, including the North Sea and Wadden Sea, on the EVRF. The required
model-derived SMWLs are obtained from the Nemo-Nordic hydrodynamic model (Hor-
doir et al., 2019; Hordoir et al., 2015) and the 3D DCSM-FM (Zijl et al., 2020), which
cover the Baltic Sea and the northwest European continental shelf, respectively. The wa-
ter levels are averaged over three successive summer periods that are the same per region.
The reason for using three summer periods is that this is the maximum averaging period
for which a noise model (needed to build the full noise variance-covariance matrix of the
dataset) is available (Afrasteh et al., 2023).

We find it important to mention that the impact is a provisional impact and that we
are not presenting a new official realization of the EVRS that replaces the latest release
EVRF2019. The first follows from the fact that our study is subject to the following limi-
tations. First, in establishing the hydrodynamic leveling connections no attempt was made
to connect the tide gauges to the UELN by means of real levelings. Instead, we computed
the potential differences from adjusted heights obtained during national height system re-
alizations. Second, we made no attempt to reduce the potential differences to the reference
epoch adopted for the EVRS (i.e., epoch 2000.0). Doing so requires information about the
long-term sea level variability and vertical land motion at the locations of the involved tide
gauges. For most tide gauges, these data are not available or there is a mismatch between
the period for which the data are available and the period used in this study. Third, we took
the used hydrodynamic models as is. That is, we made no attempt to improve their perfor-
mance in representing the local MWL at the tide gauge locations (e.g., by improving the
(local) spatial resolution of the hydrodynamic models). Finally, no validation is possible
due to a lack of accurate control data. However, for those countries showing a large impact
we assessed the agreement of the estimated heights with normal heights obtained by dif-
ferencing GNSS heights and quasi-geoid heights obtained from the European gravimetric
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quasi-geoid model EGG2015 (Denker, H., 2015).
The paper is organized as follows. Sect. 4.2 describes the methodology used to i) com-

pute the hydrodynamic leveling data, ii) define the set of connections added to the adjust-
ment, iii) conduct the adjustment and variance component estimation, and iv) assess the
impact. Sect. 4.3 introduces the data sets used in this study. In Sect. 4.4, we present, ana-
lyze, and discuss all results. Finally, we conclude by summarizing the main findings of the
paper in Sect. 4.5.

4.2. METHODOLOGY
4.2.1. FUNCTIONAL AND STOCHASTIC MODEL OF THE HYDRODYNAMIC

LEVELING DATASET
In a rigorous implementation of model-based hydrodynamic leveling for the realization
of the EVRS, the observation equation of the geopotential difference (∆W ) between two
UELN height benchmarks (HBMs), one connected to tide gauge i and the other to tide
gauge j, reads

∆W
HBM j

HBMi = ∆W TGZi
HBMi

+∆W SMWLi
TGZi

+∆W
S̃MWL j

S̃MWLi
+∆W

TGZ j
SMWL j

+∆W
HBM j

TGZ j . (4.1)

Here, TGZ stands for tide gauge zero, and SMWL and S̃MWL are the observation- and model-
derived SMWLs, respectively. Note that it is assumed that all data have been reduced to the
reference epoch adopted for the EVRS (epoch 2000.0). Also note that the hydrodynamic
models assume a constant gravity acceleration, which we also used to compute ∆W

S̃MWL j
S̃MWLi

from the model-derived SMWLs. The adjective ‘rigorous’ refers to an implementation in
which the first and last terms in Eq. (4.1) are determined using spirit leveling and gravime-
try. In the context of this project, acquiring these measurements is not realistic and feasible.
In addition, none of the available tide gauge records uses TGZ as the vertical reference.
The water levels are typically expressed relative to the national height datum (NHD) or
chart datum. The metadata to transform the water levels back into water levels with respect
to TGZ is missing. Hence, we cannot compute the second and fourth terms in Eq. (4.1).

Therefore, we establish ∆W
HBM j

HBMi using

∆W
HBM j

HBMi =
(

γHBMiĤ
HBMi
NHDi

− γTGiĤ
SMWLi
NHDi

)
+ ∆W

S̃MWL j
S̃MWLi

+
(

γTG j Ĥ
SMWL j
NHD j − γHBM j Ĥ

HBM j
NHD j

)
, (4.2)

where γ. is the GRS80 normal gravity (Moritz, 2000), ĤHBM.
NHD.

is the adjusted height of
the nearest UELN benchmark with respect to the NHD, and ĤSMWL.

NHD.
is the height of the

observation-derived SMWL expressed with respect to the NHD. Note that in computing the
first and last term, we treat all adjusted heights as normal heights. However, Belgium and
The Netherlands use an uncorrected leveled height system, Denmark an orthometric height
system, and Great Britain an normal-orthometric height system (Federal Agency for Car-
tography and Geodesy, 2022b). The ‘error’ introduced is believed to be insignificant; the
coastal areas in Belgium, The Netherlands, and Denmark have minimal topographic varia-
tions, whereas according to Filmer et al. (2010) the difference between normal-orthometric
and normal heights does not exceed the 2–3 cm level for Australia where the highest moun-
tain is almost 900 m higher than the one in Great Britain. Apart from that, for a small
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distance between the HBM and tide gauge the error will partly cancel out in differencing
ĤHBM.

NHD.
and ĤSMWL.

NHD.
as the error is quite systematic. This also applies for any other systematic

error present in the adjusted heights. Furthermore, note that ĤSMWL.
NHD.

is in fact the sum of
three terms:

ĤSMWL.
NHD.

= ĤTGBM.
NHD.

+∆HTGZ.
TGBM.

+HSMWL.
TGZ.

, (4.3)

where ĤTGBM.
NHD.

is the adjusted height of the tide gauge benchmark (TGBM) with respect to
the NHD, ∆HTGZ.

TGBM.
is the leveled height difference between the TGBM and TGZ, and HSMWL.

TGZ.

the tide gauge derived SMWL expressed relative to TGZ. The TGBM is the HBM to which
the TGZ is connected. Most of them are not part of the UELN.

The stochastic model of the hydrodynamic leveling dataset needs to account for the
contributions of all three terms in Eq. (4.2). The contribution of the first and last term is
mainly determined by the uncertainty in ĤHBM.

NHD.
and ĤTGBM.

NHD.
(Eq. (4.3)). Indeed, supposing

the connections between the TGBMs and TGZs are established by spirit leveling with a
precision of 0.5 mm/km (corresponding to the precision of first-order leveling (Bossler,
1984)) and that the TGBM is typically close (within a few meters to a few kilometers)
to the tide gauges, the contribution of ∆HTGZ.

TGBM.
is likely below 1 mm in terms of standard

deviation. Similarly, the uncertainty of the MWL computed over one month of sea level
observations is already < 1 mm based on a 10-minute sampling and assuming white noise
with a standard deviation of 5 cm. As we lack the full variance-covariance matrices of
the national height system realizations, we assume that the uncertainty in the first and last
term of Eq. (4.2) is described by the precision of second-order leveling (Bossler, 1984),
i.e., 1.3 mm/km in terms of standard deviation. The distance between the HBM and TGBM
is approximated by the ellipsoidal distance between the nearest UELN benchmark and the
tide gauge location.

The full noise variance-covariance matrix associated with the middle term has been
obtained using the noise models developed by Afrasteh et al. (2023). For the specific model
being used, see Sect. 4.3.1.

4.2.2. DEFINING THE SET OF HYDRODYNAMIC LEVELING CONNECTIONS
A key step in compiling the model-based hydrodynamic leveling dataset is to determine
between which tide gauges connections should be established. Assuming N tide gauges are
available, N −1 independent hydrodynamic leveling connections (i.e., connections that do
not form any closed circuit) can be established. For this, there are at most NN−2 possibilities
(Afrasteh et al., 2021). Similar to Afrasteh et al. (2021, 2023), we use a heuristic search
method that identifies the connections one-by-one. Each connection added to the final set
is the one that provided the lowest median standard deviation of the adjusted heights. No
connections are allowed between tide gauges i) located in different hydrodynamic model
domains (i.e., one in the 3D DCSM-FM and the other in the Nemo-Nordic model domain),
ii) located within the same country, and iii) located in neighboring countries for which the
number of spirit leveling connections between the countries is larger than one. The first
criterion stems from the fact that there may be a bias between the water levels obtained
from the different hydrodynamic models. The last two criteria are intended to reduce the
computational load of the search method. Since we are using real data in this study, there
is one additional preparatory step that will be described in the remainder of this section.
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As noted in Sect. 4.1, the SMWL differences will be determined over three consecutive
summer periods that are the same per region. The latter reduces potential time-dependent,
large-scale errors in the modeled water levels (they cancel out in computing the difference)
and simplifies the required noise model (Afrasteh et al., 2023). Model-derived water levels
and tide gauge records are available from 1997–2019 and 2017–2021 for 3D DCSM-FM
and Nemo-Nordic, respectively. Hence, we need to select which three successive years for
each of these time spans will be used. In this choice, the following considerations were
taken into account:

• The time difference between the center epoch of the three-year period and the refer-
ence epoch of the EVRS (i.e., 2000.0) — Ideally, there is no time difference. The
greater the difference, the greater the impact of relative differences in long-term sea
level variations and vertical land motion at the two involved tide gauge locations.

• Performance of the hydrodynamic model — Afrasteh et al. (2023) showed that for
all three hydrodynamic models examined in their study, the performance to represent
the SMWLs varies over space and time. As such, it makes sense to select a period in
which the model shows a better performance.

• Distribution of the tide gauges — The tide gauges are not homogeneously distributed
along the coastline. In addition, the distribution is time-dependent as in many cases
the tide gauge records are not full (some tide gauges expired or became available
later, and the records may contain gaps). There is no objective way to define the
‘best’ possible distribution. In this study, we use the maximum sea distance (Afrasteh
et al., 2023, Sect. 2.1.4) between two adjacent tide gauges. More specifically, we
minimize the weighted sum of the maximum ‘sea distance’ between two adjacent tide
gauges per country, where the weighting is determined by the length of the country’s
coastline.

The criteria will be applied to the sets of tide gauges available per domain to identify
what is referred to as the ‘most preferred’ and ‘least preferred’ time spans. These are sub-
sequently used in Experiments I and II to assess the impact of model-based hydrodynamic
leveling on the EVRF. The comparison of both experiments allows to evaluate the impor-
tance of the time span selection.

4.2.3. HEIGHT NETWORK ADJUSTMENT AND DATA WEIGHTING
The height network adjustment is conducted using weighted least-squares, see Afrasteh et
al. (2021) for the equations. Similar to the approach followed in computing EVRF2019
(Sacher & Liebsch, 2019), the datum defect is solved by adding the minimal constraint that
for 12 datum points the sum of the height changes is zero. The height of the 12 datum points
are obtained from the EVRF2019 adjustment. Hence, the datum of the computed EVRF is
the same as the one for the EVRF2019.

After determining which hydrodynamic leveling connections will be added, we conduct
the height network adjustment and estimate variance factors for the UELN dataset and each
model-based hydrodynamic leveling dataset. In doing so, we used the iterative minimum
norm quadratic unbiased estimator (Rao, 1971). The iteration was terminated when the
relative change of successive variance factors for all observation groups was smaller than
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10−4. Note that each of the observation groups that make up the UELN dataset are scaled
with the variance factor estimated by the BKG in computing the EVRF2019 (Sacher &
Liebsch, 2019, Table 3).

4.2.4. IMPACT ASSESSMENT
The impact of hydrodynamic leveling data on the EVRF is assessed by comparing the esti-
mated geopotential numbers to the ones computed using UELN data only. If the differences
for a country show a variability larger than 10 kgal·mm, we will assess the agreement of
the solution with normal heights obtained by differencing GNSS and quasi-geoid heights.
In doing so, we interpolate the differences between the adjusted EVRF heights and the
heights expressed relative to the NHD to the GNSS data points. By adding the differences
to the physical height of the GNSS data points, we obtain their EVRF heights. These are
compared with the differences between the GNSS and quasi-geoid heights. Note that the
comparison is conducted in the zero-tide system. As the UELN data were provided in the
mean-tide system (Sect. 4.3.3), we apply the following transformation (Federal Agency for
Cartography and Geodesy, 2022a):

Czero = Cmean − 0.28841sin2(φ) − 0.00195sin4(φ) + 0.09722 + 0.08432, (4.4)

where Czero and Cmean are the geopotential numbers in respectively the zero- and mean-tide
system, and φ is the geodetic latitude.

Apart from reporting statistics of the differences, including the median and standard
deviation, we also assess the magnitude of trends in the differences in east-west and/or
south-north directions. Here, the standard deviation was estimated as 1.4826 × the median
absolute deviation (Cook & Weisberg, 1982; Rousseeuw & Croux, 1993). In case we esti-
mate the trend in both directions, the magnitudes are estimated by fitting a plane through the
differences. When estimating the south-north slope only, we fit a linear trend and intercept
term to the differences as a function of latitude.

4.3. DATA
4.3.1. MODEL-DERIVED WATER LEVEL TIME SERIES
In this study, two reanalysis products generated by two different hydrodynamic models have
been used; one for the northwest European continental shelf generated with the 3D Dutch
Continental Shelf Model – Flexible Mesh (3D DCSM-FM) (Zijl et al., 2020), and one for
the Baltic Sea generated with the Nemo-Nordic model (Nemo-Nordic NS01) (Hordoir et al.,
2019), which is based on version 3.6 of the Nucleus for European Modelling of the Ocean
(NEMO) model code (Madec et al., 2017) and 3DEnVar data assimilation method (Axell &
Liu, 2016). Some alternative products covering our area of interest are publicly available
via https://data.marine.copernicus.eu/products. Key requirement is that the models used to
generate them included all relevant physics contributing to the MWL variability.

The 3D DCSM-FM reanalysis is the same as used by Afrasteh et al. (2023). It is ob-
tained using the Delft3D Flexible Mesh software framework that allows for the use of un-
structured grids. For this study, we have used software version 2.17.05.72090. The 3D
DCSM-FM is a three-dimensional hydrodynamic model with a grid resolution that varies
between 0.5 and 4.0 nautical miles. It covers the area between 15◦ W to 13◦ E and 43◦ N

https://data.marine.copernicus.eu/products
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to 64◦ N. The water level time series are generated for the period 1997–2019. For more
details about the model setup and forcing data, we refer to Zijl et al. (2020) and Afrasteh
et al. (2023, Table 1). Note that the model is actively maintained and improved. One known
issue in the version of the model used in this study is an apparent strong vertical circula-
tion between the bottom and the pycnocline in the deep ocean originating from instabilities
close to the open boundaries. This results in a less accurate representation of the MWL in
deep ocean waters. Detailed investigations by the model developers showed that the issue
has no impact on the shelf. A thorough assessment of 3D DCSM-FM’s ability to represent
the MWLs computed over one summer period (referred to as the ‘1-SMWLs’) is given by
Afrasteh et al. (2023). Their results show that the performance varies over space and time.
With regard to the latter, they noticed improved performance in the period 2004–2011, al-
though they had no explanation for it.

The Nemo-Nordic model, developed by the Swedish Meteorological and Hydrological
Institutes, is a three-dimensional coupled ocean-sea ice model. The model domain covers
both the Baltic and the North Sea (i.e., it ranges from 4.15278◦ W to 30.1802◦ E and
48.4917◦ N to 65.8914◦ N). In this study, however, we only use the water level time series
for the Baltic area. The model is based on the NEMO ocean engine version 3.6. For a
detailed description of the model setup and forcing data, as well as a validation of the water
level time series, we refer to Jahanmard et al. (2021, 2022). Note that the hourly water
levels are exported on grids with a horizontal resolution of 1 nautical mile. The reanalysis
period ranges from 2017 to 2021.

The method applied to compute the SMWLs over three successive summer periods,
referred to as 3-SMWLs, is described by Afrasteh et al. (2023). For the 3D DCSM-FM
dataset, a noise model was computed by Afrasteh et al. (2023), which has been exploited
in this study. For the Nemo-Nordic dataset, we used the noise model developed for the
Forecasting Ocean Assimilation Model 7 km Atlantic Margin model (AMM7) (Tonani &
Ascione, 2021). The only motivation we have for using this noise model is that the AMM7
hydrodynamic model, similar to the Nemo-Nordic model, relies on the Nucleus for Eu-
ropean Modeling of the Ocean model code (Madec et al., 2017). Unfortunately, we lack
the required long-time series of observation- and model-derived water levels to develop
an empirical noise model specific to this dataset. The lack of a tailored noise model for
the Nemo-Nordic dataset is among the reasons why variance component estimation is con-
ducted.

4.3.2. OBSERVATION-DERIVED WATER LEVEL TIME SERIES
Tide gauge data were obtained from the national authorities in all coastal countries included
in the two hydrodynamic model domains, except Spain and Ireland (3D DCSM-FM), and
Lithuania and Russia (Nemo-Nordic). Spanish tide gauge data were not included in our
database because we did not expect a good performance due to the model issue mentioned
in Sect 4.3.1. For Ireland, we lack spirit leveling data. Regarding Lithuania and Russia,
no data were available. The time span of the records is consistent with the time span of
the reanalyses; 1997–2019 (3D DCSM-FM) and 2017–2021 (Nemo-Nordic). For the 3D
DCSM-FM, the tide gauge dataset is similar to the one used and described by Afrasteh et
al. (2023). It includes about 200 records. Note, however, that most of these records do not
cover the entire reanalysis time span. For the Nemo-Nordic domain, about 50 tide gauge
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records were available. The records were used to compute monthly MWL time series by
means of a harmonic analysis using UTide (Codiga, 2020).

All water levels use the NHD as the vertical reference. For the tide gauges inside the
Nemo-Nordic domain, a correction for the vertical land motion induced by glacial isostatic
adjustment has been applied. The correction was computed using the regional land uplift
model NKG2016LU_abs (Vestøl et al., 2019). It reduces all water levels to the reference
epoch 2000.0. Note that this reference epoch is consistent with the one adopted for the
EVRS.

A tide gauge is only considered as a potential candidate for a hydrodynamic leveling
connection if it is i) outside the tidal flat areas, ii) connected to the NHD, and iii) within
40 km of the nearest UELN HBM. If multiple tide gauges were connected to the same
UELN HBM, we used the one of which the median absolute deviation of the differences
between the observation- and model-derived monthly MWLs was lowest. The 3-SMWLs
were computed from the monthly MWL time series. Note that all monthly MWLs were
excluded for which the value of the difference between the observation- and model-derived
monthly MWLs exceeded the median of these differences plus/minus three times the stan-
dard deviation (estimated as before).

4.3.3. UELN DATA
The UELN data were provided by the BKG. The dataset comprises i) the geopotential
differences between the UELN HBMs in the mean-tide system, ii) the a-priori variances
for the geopotential differences, and iii) a variance factor for each observation group per
country estimated by means of variance component estimation (see Table 4.1).

The dataset is, except for the following changes, the same as the one used to compute the
EVRF2019 (release of September 2020). First, we included the data of the Third Geodetic
Leveling in Great Britain acquired from 1951 to 1959. Second, we added a number of
single connections (i.e., connections that do not form new loops) to HBMs for which GNSS
data are available in Norway (61), Belgium (9), and Bulgaria (21). These were meant to
facilitate a comparison with normal heights obtained by differencing GNSS heights and
quasi-geoid heights obtained from the European gravimetric quasi-geoid model EGG2015.
Note that the release of the EVRF2019 in September 2020 includes i) a sign correction in
the tidal correction for the Polish dataset and ii) a number of minor updates to the data
for Macedonia (error correction), Latvia, Lithuania, Italy (new nodal points), and Bulgaria
(two border connections to Turkey have been included).

In computing the EVRF2019, only the datum shift between the Ordnance Datum New-
lyn (ODN) and the EVRF was determined. This was done by adding four leveling connec-
tions between the HBMs ‘710137’ and ‘1300900’, ‘1300900’ and ‘1300385’, ‘1300385’
and ‘1300386’, and ‘1300386’ and ‘1300397’ to the French zero order leveling network
(NIREF) dataset. With the exception of HBM ‘710137’, all mentioned HBMs are on British
territory (see Fig. 4.1). The reason for determining only the datum shift stems from the fact
that previous realizations of the EVRS showed a tilt relative to the ODN reference frame
(Sacher & Liebsch, 2019). This tilt is caused by systematic errors in the British leveling
data (see Penna et al. (2013) and cited references). The ODN has been computed based
on an adjustment of data from the Third Geodetic Leveling while fixing the results from
the Second Geodetic Leveling (1912–1952). On the other hand, the BKG only had (and
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Table 4.1: Number of observations and variance factor for each observation group of the UELN dataset. Note that
the datasets for Belgium, Bulgaria, and Norway include a number of single connections between a UELN HBM
and a GNSS data point. Since no new loops are formed, these connections do not ‘contribute’ to the solution.
The variance factors have been estimated by the BKG when computing the EVRF2019. As explained by Sacher
and Liebsch, 2019, the estimated variance factors for the Belgian and old French datasets (referred to as ‘France’)
were not used, but set manually. The variance factor for the British dataset has also been manually set as this
observation group was not included in the computation of the official EVRF2019.

Country Number of
observations Variance factor

Austria 179 0.832
Belgium 122 1
Bulgaria 118 2.678
Belarus 31 5.389
Croatia 81 1.97
Czech Republic new 185 0.687
Czech Republic old 83 1.41
Denmark 196 0.728
Estonia 418 0.052
Finland 272 0.545
France 344 100
France (NIREF) 1223 1.965
Germany 1112 0.431
Great Britain 61 14.54
Hungary 83 0.306
Italy 203 2.163
Latvia 151 0.722
Lithuania 65 0.566
Macedonia 66 0.905
Netherlands 1373 0.572
Norway new 550 1.805
Norway old 410 2.08
Poland 473 0.743
Portugal 30 4.046
Romania 133 3.044
Russia 176 4.908
Slovakia 196 2.212
Slovenia 89 0.383
Spain 227 5.649
Sweden 4206 0.994
Switzerland 719 0.825
Ukraine 211 2.894
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Figure 4.1: A zoom-in of the UELN, showing the connection between Great Britain and France through the
Channel Tunnel.

still has) access to data from the Third Geodetic Leveling. In the dataset we used, the four
connections mentioned above are part of the British dataset. The variance factor for this
data set has been set equal to 9.867 by the BKG, which means that these four connections
are given a lower weight than in the computation of the EVRF2019 (the variance factor for
the French NIREF data is 1.965).

Fig. 4.2 shows the standard deviations of the UELN observations. Here, the variance
factors presented in Table 4.1 are already applied.

Figure 4.2: Standard deviations of the UELN observations. Note that the variance factors presented in Table 4.1
have been applied.
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4.3.4. EUVN_DA DATA
The British and French GNSS data used in the impact assessment are part of the dataset as-
sembled in the European Vertical Reference Network - Densification Action (EUVN_DA)
project (Kenyeres et al., 2010). The British dataset comprises 181 data points and the
French dataset 164 points. The dataset comprises ellipsoidal coordinates in the European
Terrestrial Reference System 1989 (ETRS89) and leveled connections to UELN bench-
marks. Kenyeres et al. (2010) did not provide details on when the specific datasets were
acquired. It should be somewhere between 2003 and 2008. They also did not specify the
length of the sessions over which GNSS data were acquired. They only stated that some
countries, including France and Great Britain, “did not observe sessions of 24 hours, but
submitted a denser database with a mean site separation close to 50 km.” As such, we expect
that the accuracy of the ellipsoidal heights is slightly lower than the 1 cm target accuracy.

4.3.5. THE EUROPEAN GRAVIMETRIC QUASI-GEOID MODEL EGG2015
The European gravimetric quasi-geoid model EGG2015 (Denker, H., 2015) is the latest
of a series of European quasi-geoid models computed by the Institute of Geodesy at the
Leibniz University of Hanover. The model was computed from surface gravity data in
combination with topographic information, as well as the GOCO05S geopotential model
(Mayer-Gürr, 2015). Here, the remove-compute-restore technique was exploited. The es-
timated uncertainty in terms of standard deviation is 1.9 cm (Denker et al., 2018). Further
details about the datasets, computational method, and uncertainty are provided by Denker
(2013) and Denker et al. (2018). Note that EGG2015 is in the zero-tide system. The nor-
mal heights obtained by differencing the GNSS and EGG2015 heights are referred to as the
‘GNSS/EGG2015 normal heights’.

4.4. RESULTS AND DISCUSSION
4.4.1. EXPERIMENT 0: THE UELN-ONLY SOLUTION
To quantify the impact of model-based hydrodynamic leveling data on the EVRF, we used
a solution computed using UELN data only as a reference. This solution is referred to
as the ‘UELN-only solution’. As we included the British leveling data as well as a few
minor updates to some other observation groups of the UELN dataset (Sect. 4.3.3), in Ex-
periment 0 we quantify the differences between this solution and the official EVRF2019
(release September 2020, available at https://evrs.bkg.bund.de/Subsites/EVRS/EN/EVRF
2019/evrf2019.html).

The differences are significant at three HBMs. The largest difference is observed for
HBM ‘1706226’ (Poland); it reaches 489.5 kgal·mm. A detailed investigation shows that
the geopotential number associated with the official EVRF2019 is incorrect. The other two
HBMs, i.e., ‘1300386’ and ‘1300397’, are located in Great Britain. In the computation
of the EVRF2019, the leveling connections to these HBMs were included in the France
NIREF dataset. For both HBMs, the difference equals 6.527 kgal·mm.

A quality assessment of the UELN-only/EVRF2019 solutions is out of the scope of this
study. The solutions are known to be contaminated by systematic errors in various observa-
tion groups, including but not limited to Belgium (Slobbe et al., 2019), France (Duquenne
et al., 2015), and Great Britain (Hipkin et al., 2004; Penna et al., 2013; Ziebart et al., 2008).

https://evrs.bkg.bund.de/Subsites/EVRS/EN/EVRF2019/evrf2019.html
https://evrs.bkg.bund.de/Subsites/EVRS/EN/EVRF2019/evrf2019.html
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Table 4.2: Variance factors estimated in Experiments I and II. Note that the UELN dataset is treated as one
observation group. The relative weighting factors of all observation groups that make up the UELN dataset are
provided in Table 4.1.

Experiment I Experiment II
UELN 0.973 0.964
3D DCSM-FM 2.156 1.121
Nemo-Nordic 2.273 2.174

When evaluating the impact of adding hydrodynamic leveling data, though, we included
the UELN solution in the comparison with GNSS/EGG2015 normal heights.

4.4.2. EXPERIMENT I: ADDING HYDRODYNAMIC LEVELING DATA COM-
PUTED OVER THE MOST PREFERRED TIME SPAN

In Experiment I, we complemented the UELN dataset with hydrodynamic leveling con-
nections between tide gauges in both the Baltic Sea (Nemo-Nordic dataset) and the north-
west European continental shelf (3D DCSM-FM dataset). The 3-SMWLs were computed
over the periods 2017–2019 and 2004–2006, respectively. Based on the criteria outlined
in Sect. 4.2.2, these time spans are considered the most preferred ones. The number of
available tide gauges is 50 (Nemo-Nordic) and 76 (3D DCSM-FM). We refer to Fig. 4.3,
for a map showing the locations of the tide gauges. In total 124 hydrodynamic leveling
connections were added; 49 in the Baltic Sea and 75 in the northwest European continental
shelf. For an overview of which connections are being added we refer to Appendix A.

Figure 4.3: The locations of the available tide gauges inside the 3D DCSM-FM (red dots) and the Nemo-Nordic
(blue dots) model domains. The tide gauges marked with a black circle are those that are only available for the
most preferred time span, while those marked with a black cross are only available for the least preferred one. No
black circle or cross means the tide gauge is available for both time spans.
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Table 4.2 provides the estimated variance factors for the three observation groups.
Fig. 4.4 shows the differences between the geopotential numbers of the UELN-only solu-
tion and the ones estimated in Experiment I, as well as the contribution to these differences
from both hydrodynamic leveling datasets separately. These contributions were obtained
by realizing the EVRS based on the UELN dataset and the identified hydrodynamic level-
ing connections in the specific sea basin. The applied variance factors are the same as those
estimated when using both hydrodynamic leveling datasets. The results show the following:

• Both hydrodynamic leveling datasets are downweighted compared to the UELN data-
set; for the latter dataset, the estimated variance factor is 0.973, whereas for the
3D DCSM-FM and Nemo-Nordic hydrodynamic leveling datasets the variance fac-
tors are 2.156 and 2.273, respectively. This means that the standard deviations of
the added hydrodynamic leveling connections increase from 33.8–41.5 kgal·mm to
49.6–61.0 kgal·mm (3D DCSM-FM) and 38.4–59.9 kgal·mm to 58.0–90.3 kgal·mm
(Nemo-Nordic).

• The differences between the geopotential numbers show a large-scale pattern, of neg-
ative (positive) values in the west (east). The median difference is −3.1 kgal·mm and
the standard deviation (estimated as 1.4826 × the median absolute deviation (MAD))
is 6.1 kgal·mm.

• Great Britain and France stand out in terms of the magnitude of the differences. In
Great Britain, the values range between 23.8 and 444.2 kgal·mm. In France, the large
differences are concentrated in the southwest. The values range between −96.7 and
10.5 kgal·mm. For all other countries, the values range between −15.2 (Spain) and
8.9 kgal·mm (Poland).

• Only in the countries France and Great Britain the range of the differences exceed
10 kgal·mm.

• The contribution of the Nemo-Nordic dataset (see Fig.4.4b) is largest in Norway,
Sweden, and northern Finland (between −16.5 and −10.1 kgal·mm) as well as along
the Polish coastline (up to 8.3 kgal·mm). Likewise, the contribution of the 3D
DCSM-FM dataset (see Fig.4.4c) is the largest in Great Britain (between 27.9 and
450.8 kgal·mm), France (between −91.6 and 13.8 kgal·mm), and Spain (between
−12.4 and −11.8 kgal·mm).

The observed impact of the hydrodynamic leveling datasets on the EVRF is signifi-
cant, especially in Great Britain and France where differences reach tens to hundreds of
kgal·mm. In most other countries the impact is substantially lower; we observe spatially
correlated differences of low magnitude. This result is easily explained when considering
i) the domain in which model-based hydrodynamic leveling connections have been estab-
lished, and ii) the weighting (i.e., quality) of the (individual observation groups within the)
UELN dataset relative to the two hydrodynamic leveling datasets.

Indeed, on the former, no major impact was expected for non-coastal countries and the
countries around the Mediterranean and the Black Seas because the leveling networks of
these countries were not strengthened with model-based hydrodynamic leveling connec-
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tions. Note that the impact observed in Spain has been propagated from elsewhere; no
Spanish tide gauges were used to establish model-based hydrodynamic leveling connec-
tions. The difference in impact between Great Britain and France on the one hand and the
other North Sea countries on the other hand, as well as the small impact for the Baltic Sea
countries, follows directly from the weighting of the different observation groups. Most
northwestern European and Baltic Sea countries have high-quality leveling datasets (see
Fig. 4.2). As such, it would have been more useful to include hydrodynamic leveling
connections in the Mediterranean and Black Seas. The downweighting of the hydrody-
namic leveling datasets relative to the UELN dataset also suppresses the impact. While
the downweighting is significant (see the increase in the standard deviations of the added
hydrodynamic leveling connections), it is within reasonable bounds. Further discussion
of the obtained variance factors follows in the discussion of the results of Experiment II
(Sect. 4.4.3).
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(a)

(b)

(c)

Figure 4.4: Differences between the geopotential numbers associated to the UELN-only solution (Experiment 0)
and the ones estimated in Experiment I (a). The panels (b) and (c) show respectively the contributions of the
49 connections added in the Baltic Sea and the 75 in the northwest European continental shelf.
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The fact that the differences in France are confined to the southwest is probably related
to the difference in density of the old IGN69 leveling network versus that of the new NIREF
network. As shown in Fig. 4.5, the two networks only overlap in the northwest. Outside
the northwest, the IGN69 network is denser, i.e., contains smaller loops. Given the low
weight assigned to this dataset in the adjustment (see Table 4.1), it is not surprising that the
solution along the southwest coast is more impacted by the added hydrodynamic leveling
connections.

Figure 4.5: The old French leveling network IGN69 (blue) and the new zero-order leveling network named NIREF
(orange). The old network is suspected for a tilt of 23 cm in North-South direction (Sacher & Liebsch, 2019).

It is striking to observe that the impact of adding hydrodynamic leveling connections
among Baltic Sea tide gauges on the EVRF in Norway and Sweden is larger than when
adding leveling connections involving tide gauges along the coasts of Norway and west-
ern Sweden (cf. Fig.4.4b and Fig.4.4c). In the latter case, there is hardly any impact. A
conclusive explanation for this result is lacking. One explanation might be that the Norwe-
gian and Swedish leveling networks fit well to the central part of the UELN (comprising
The Netherlands, Germany, and Denmark) while the Nemo-Nordic dataset introduces some
deformation of the network. Alternatively, the Nemo-Nordic dataset may correct some de-
formation of the network the 3D DCSM-FM dataset is not able to do.

Given the small ranges of the differences per country between the solutions obtained
in Experiments 0 and I (they are < 10 kgal·mm, except for France and Great Britain), a
comparison with GNSS/EGG2015 normal heights is only conducted for Great Britain and
France. The results are summarized by difference maps (Fig. 4.6 and top panel of Fig. 4.8),
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plots of the differences as a function of latitude (top panel in Fig. 4.7), plots showing the
plane fitted to the differences (Fig. 4.9) and the histograms of the differences (bottom panels
in Figs. 4.7 and 4.8). The comparison shows the following:

(a) (b) (c)

Figure 4.6: Differences between the EVRF heights estimated in Experiments 0 (a), I (b), and II (c) and the
GNSS/EGG2015 normal heights at the EUVN data points in Great Britain.

• In Great Britain, the differences for the UELN-only solution show a south-north slope
of 48 mm deg−1. In the solution including model-based hydrodynamic leveling data
(Experiment I) this trend almost disappeared; the estimated slope is 2.2 mm deg−1.

• In Great Britain, the median of the differences reduces from 304 mm to 57 mm
whereas the standard deviation (estimated as before) reduces from 156 mm to 35 mm.

• In France, the differences show a northwest-southeast slope in both solutions. In
the southwest the differences are lower for Experiment I. The south-north slope in
Experiment 1 reduces from 12.6 mm deg−1 to 10.1 mm deg−1. However the east-
west slope increases from 5.3 mm deg−1 to 7.6 mm deg−1.

• In France, the median difference reduces from −31 mm to −21 mm. The standard
deviation (estimated as before) does not change.

The first conclusion to be drawn from the comparison is that the EVRF heights ob-
tained in Experiment I show better agreement with the GNSS/EGG2015 normal heights,
both in France and Great Britain. In Great Britain, there is hardly any slope left in the
differences associated with Experiment I. In France, the better agreement is concentrated
in the southwest. Given the uncertainty of the GNSS data (Sect. 4.3.4) and the EGG2015
(Sect. 4.3.5), we can conclude that for these two countries the impact of model-based hy-
drodynamic leveling data on the quality of the EVRF is positive. The fact that the impact
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Figure 4.7: The top panel shows the differences between the EVRF heights estimated in the three Experiments
and the GNSS/EGG2015 normal heights (δHN ) at the EUVN data points in Great Britain as a function of latitude
as well as the fitted linear model. The bottom panel shows the histograms of the differences.

is greater for Great Britain can again be explained by the fact that the border of the British
leveling network is completely adjacent to the sea, so that it could be strengthened over the
entire perimeter. For France, the strengthening is only on the west side. However, there are
possibilities for further reinforcement; in the southwest, France borders the Mediterranean
Sea.

Note that the magnitude of the estimated slope associated with the UELN-only solution
is larger than the -(20–25) mm deg−1 reported in (Penna et al., 2013). This difference
originates from the use of both the Second and Third Geodetic Leveling datasets in the
realization of the British vertical datum (Ordnance Datum Newlyn), whereas we only used
the latter one (see also Sect. 4.3.3). To what extent model-based hydrodynamic leveling
data can help to identify the exact source of the systematic leveling errors in the British
dataset is outside the scope of this study.

4.4.3. EXPERIMENT II: ADDING HYDRODYNAMIC LEVELING DATA COM-
PUTED OVER THE LEAST PREFERRED TIME SPAN

In Experiment II, we repeat Experiment I while using time spans to compute the 3-SMWLs
that can be considered as the least preferred choice based on the criteria outlined in Sect. 4.2.2.
These are 2015–2017 for the 3D DCSM-FM dataset and 2018–2020 for the Nemo-Nordic
dataset. Note that a different time span mainly affects the 3D DCSM-FM dataset; the time
span over which the reanalysis is conducted is 22 years. For the Nemo-Nordic dataset, we
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(a) (b) (c)

Figure 4.8: Top row shows the differences between the EVRF heights estimated in Experiments 0 (a), I (b), and
II (c) and the GNSS/EGG2015 normal heights at the EUVN data points in France. The bottom panel shows the
histogram of the differences.

(a) (b) (c)

Figure 4.9: Panel (a) shows the plane fitted to the differences between the EVRF heights estimated in Exper-
iments 0 and the GNSS/EGG2015 normal heights. Panels (b) and (c) show the change in the plane fitted in
respectively Experiments I and II with respect to the one for Experiment 0. To enhance visibility, the mean values
have been removed. These are 548.4, −110.8, and −88.1 in (a), (b), and (c), respectively.
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only have 4 years of data available. Hence, there will be an overlap of two years. The
choice of the time span impacts the quality of the hydrodynamic leveling connections (re-
member that the performance of the 3D DCSM-FM reanalysis varies over time (Afrasteh
et al., 2023)) as well as the set of tide gauges available to establish connections. In Exper-
iment II, we will assess to what extent the choice of the time span changes the impact of
model-based hydrodynamic leveling on the EVRF observed in Experiment I.

For the Baltic Sea and northwest European continental shelf, we have 49 and 79 tide
gauges available, respectively (see Fig. 4.3). Table 4.2 provides the estimated variance fac-
tors for the three observation groups. Fig. 4.10 shows the differences between the geopoten-
tial numbers of the UELN-only solution and the ones estimated in Experiment II, as well as
the differences with respect to the solution obtained in Experiment I. The comparison with
the GNSS/EGG2015 normal heights are summarized in Figs 4.6–4.8. Moreover, Fig. 4.9
shows the changes in the plane fitted to the differences with the GNSS/EGG2015 normal
heights with respect to the one fitted in Experiment 0. The results show the following:

• The downweighting observed in Experiment I is lower. For the Nemo-Nordic dataset,
the variance factor reduced from 2.273 to 2.174. For the 3D DCSM-FM, the value
reduced from 2.156 to 1.210.

• The overall pattern in the differences compared to the UELN-only solution is the
same.

• Changes compared to the solution obtained in Experiment I reach −0.4 kgal·mm and
2.2 kgal·mm in terms of the median and standard deviation (estimated as before),
respectively. They are largest in Great Britain (between −235.8 and 16.5 kgal·mm),
France (between −33.0 and 79.7 kgal·mm), and the Scandinavian countries (between
−12.5 and 3.8 kgal·mm).

• The agreement with the GNSS/EGG2015 normal heights reduced compared to the
solution in Experiment I for both France and Great Britain. For Great Britain, we ob-
serve an increased offset and slope. The slope in this case increases to 12.6 mm deg−1.
For France, we observe that the improved agreement in the southwest has gone. The
tilt of the fitted plane in latitudinal direction does not show any significant change
compared to Experiment I (i.e., it changed from −10.1 mm deg−1 to −10.6 mm deg−1).
In longitudinal direction, however, the tilt decreases from 7.6 mm deg−1 in Experi-
ment I to 6.4 mm deg−1 in Experiment II.

The impact of the different time spans used to compute the 3-SMWLs is significant
and to be expected considering the differences between the sets of tide gauges available
to establish the hydrodynamic leveling connections (see Fig. 4.3). Compared to the set
available in Experiment I, in Experiment II we miss 12 tide gauges in Great Britain while
only 2 new ones were added. In southwest France, the set in Experiment I includes two more
tide gauges. Also, the set of Danish tide gauges is much less homogeneously distributed
in Experiment II. At the same time, the number of Swedish tide gauges on the Kattegat
side has increased substantially. In fact, given the small number of tide gauges along the
British coast in Experiment II (4), it is surprising that there is still such a level of agreement
with the GNSS/EGG2015 normal heights compared to what is observed for the UELN-only
solution.
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(a)

(b)

Figure 4.10: Differences between the geopotential numbers associated to the UELN-only solution (Experiment 0)
and the ones estimated in Experiment II (a) and the ones associated to Experiments I and II (b).

A striking difference between the two Experiments is observed in the estimated variance
factors for the 3D DCSM-FM dataset. In Experiment II the number is significantly smaller.
Compared to the variance factor of the UELN dataset, the downweighting observed in Ex-
periment II is lower. This result can be understood by considering the regional variability in
performance of the 3D DCSM-FM reported by Afrasteh et al. (2023); the best performance
was obtained in the Kattegat-Skaggerak region. In British waters (i.e., Bristol Channel,
Celtic Sea, Irish Sea and St. George’s Channel, and the Inner Seas off the West Coast of
Scotland), the performance was less. Given the aforementioned differences between the two
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sets of tide gauges available for establishing hydrodynamic leveling connections, Experi-
ment II added more connections from/to tide gauges in the Kattegat-Skaggerak than to tide
gauges in British waters. With regard to the Nemo-Nordic dataset, we would like to remark
that a tailored noise model is missing; the length of the available time series is not sufficient
to develop such a model. Instead, we relied on a noise model developed for the AMM7
hydrodynamic model covering the northwest European continental shelf (Sect. 4.3.1). The
downweighting of the Nemo-Nordic dataset observed in both experiments suggests that the
quality of the Nemo-Nordic model in representing the SMWLs is lower than that of the
AMM7 model.

4.5. SUMMARY AND CONCLUSION
This study presents the first realization of a regional height reference system, namely the
European Vertical Reference System (EVRS), based on the combination of geopotential
differences determined with spirit leveling/gravimetry and model-based hydrodynamic lev-
eling. The latter technique was introduced by Slobbe et al. (2018) as an efficient and flexible
alternative method to connect islands and offshore platforms to the height system on land.
The study built upon two previous studies on exploiting model-based hydrodynamic level-
ing data. In Afrasteh et al. (2021), we demonstrated the potential of the technique for the
realization of the EVRS by means of geodetic network analyzes. That was, we assessed
the potential impact on the quality of the European Vertical Reference Frame (EVRF). In
Afrasteh et al. (2023), we presented empirical noise models for three different reanalysis
products available for the northwest European continental shelf and reassessed the quality
impact.

In the present study, we assessed the impact of model-based hydrodynamic leveling on
the EVRF using real data. In doing so, we computed summer mean water levels (SMWLs)
over three subsequent years (referred to as the 3-SMWLs) with the Nemo-Nordic and 3D
DCSM-FM models covering the Baltic Sea and the northwest European continental shelf,
respectively. About 250 coastal tide gauges, each located inside one of the two model
domains but outside the tidal flat areas, were connected to the nearest Unified European
Leveling Network (UELN) height benchmark (HBM). In establishing these connections,
we relied on the adjusted heights obtained in the national height system realizations. Note
that all tide gauges for which the distance to the nearest UELN HBM is > 40 km were
excluded. Moreover, in case multiple tide gauges were connected to the same UELN HBM,
we used the one in which the median absolute deviation of the differences between the
observation- and model-derived monthly MWLs was lowest. For both reanalysis products,
the 3-SMWLs were calculated over two different time spans. The first is considered the
most preferred time span based on three criteria, while the second reflects the least preferred
choice. The results obtained using these time spans are presented in Experiments I and II.
Note that the choice of the time span is particularly relevant for the 3D DCSM-FM dataset;
the reanalysis covers the period 1997–2019. The reanalysis based on the Nemo-Nordic
model runs from 2017 to 2021. In determining the connections between the tide gauges,
we made use of the heuristic search algorithm developed by Afrasteh et al. (2021). This
algorithm identifies the set of hydrodynamic leveling connections that provide the lowest
median of the propagated height standard deviations.

The impact of model-based hydrodynamic leveling on the EVRF was determined by
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comparing the solutions with the so-called ‘UELN-only solution’. Except for 3 HBMs, this
solution is identical to the EVRF2019 (release September 2020). The differences include a
mean difference of 6.527 kgal·mm at two British HBMs included in the EVRF2019.

Based on the comparison with the UELN-only solution, the impact of model-based
hydrodynamic leveling in Experiment I has a long wave character and is significant for
France and Great Britain where the differences range between −96.7 and 10.5 kgal·mm,
and 23.8 and 444.2 kgal·mm, respectively. The range of differences for the other countries
is lower than 10 kgal·mm. In Experiment II, the large-scale pattern is the same. However,
the impact for both France and Great Britain is lower.

A comparison with normal heights obtained by differencing GNSS and EGG2015 quasi-
geoid heights showed that in Experiment I for both France and Great Britain the systematic
differences between both height data sets decreased. In Great Britain, the south-north slope
disappeared almost completely after adding model-based hydrodynamic leveling data. In
France, the decrease is mainly visible in the southwest.

Based on the results, we conclude that model-based hydrodynamic leveling has a posi-
tive impact on the EVRF. At the same time, and not unexpectedly, this impact does depend
on the number and locations of tide gauges available for establishing the connections.

The results presented here show a provisional impact. Indeed, as indicated in Sect. 4.1,
this study is subject to a number of limitations. First, in connecting the tide gauges to the
UELN we mostly relied on potential differences computed from adjusted heights rather
than real levelings. Second, we made no attempt to reduce the potential differences to the
reference epoch adopted for the EVRS (i.e., epoch 2000.0). Third, we made no attempt
to improve the performance of the hydrodynamic models in representing the local MWL
at the tide gauge locations. In addition, to reduce the computational load no connections
were allowed between tide gauges located i) within the same country, or ii) in neighboring
countries for which the number of spirit leveling connections between the countries is larger
than one. In particular for countries having a long coastline, it could be useful to relax these
constraints. Finally, no connections have been added in the Mediterranean and Black Seas.
Given the quality of the UELN data in the southern European countries, this would be a
valuable addition.

All these aspects have to be addressed to achieve a rigorous implementation of model-
based hydrodynamic leveling. However, this requires collaboration with experts who know
which processes contribute to the (summer) mean water level variability at the tide gauge
locations, and who have access to adequate models and datasets to model this variabil-
ity. But also experts who can assess any vertical movement of the tide gauges and who
can connect the tide gauges to the UELN. Undoubtedly, some things will not be realized
overnight. At the same time, the prospect of having a technique that can connect islands
and offshore platforms to the mainland height system and suppresses systematic errors in
leveling networks makes the effort worthwhile.

Future research could also focus on using GNSS/leveling to establish (additional) con-
nections between HBMs (separated by large water bodies). In addition to the required
GNSS data, doing so requires the full noise variance-covariance matrix of the quasi-geoid
model used. Obtaining the latter is probably the biggest challenge. Even if both are avail-
able, the question remains how to validate the results, as there is no dataset left to validate
the solution.
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5
CONCLUSIONS AND

RECOMMENDATIONS

In this chapter, we answer the three research questions defined in Section 1.4, and evaluate
whether the main research objective defined in Section 1.4 has been achieved. Thereafter,
we provide some recommendations for future research.

5.1. CONCLUSIONS
The first research question defined in Section 1.4 was:

• What is the potential impact of adding model-based hydrodynamic leveling con-
nections to the UELN dataset on the quality of the EVRF and which connections,
and hence tide gauges, are most profitable in terms of impact?

The answer to this research question is the main topic of Chapter 2. To assess the
impact, a series of geodetic network analyses were conducted. It was assumed that hydro-
dynamic models are available covering either all European Seas surrounding the European
mainland or parts of it. The impact was quantified in terms of precision and reliability. The
variance information for the spirit leveling/gravimetry data was obtained from the latest
UELN adjustment, while to get the variance-covariance matrix for the model-based hy-
drodynamic leveling data, each hydrodynamic model was assumed to provide the required
coastal SMWLs with uniform precision. In Chapter 3 this latter assumption was abandoned
and the influence of ignoring noise correlations on the estimated impact was examined.

To identify which hydrodynamic leveling connections contribute most to the quality
of the EVRF, a heuristic search algorithm was implemented. In each step, the algorithm
identifies from all remaining possible connections the ones that result in the lowest median
propagated standard deviation (SD) of the adjusted heights. The algorithm stops when no
more connections are remaining. Our motivation to use the median of the propagated height
SDs instead of the mean is that the propagated SDs of all height markers are not normally
distributed. Using the mean does, however, hardly impacts the main findings of the study
(experiments not included in this thesis).

The results highlighted a significant improvement in the precision of the EVRF when
adding model-based hydrodynamic leveling connections to the UELN data, especially if
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tide gauges distributed over entire Europe are used. However, it is not necessary to use a
model that covers all European waters; instead, we can use a combination of models, each
designed specifically for a particular region. Using hydrodynamic leveling connections with
a noise SD between 1 cm and 5 cm resulted in a 29% (noise SD of 5 cm) to 48% (noise SD
of 1 cm) improvement in the median propagated SD of all adjusted heights. This indicates
that even if the precision is low, the improvement is still significant. However, the higher the
noise SD the more connections had to be added to achieve a certain level of improvement.
The impact differs per country. Except for the countries around the Black Sea, the coastal
countries benefit the most. In terms of reliability, the impact is mainly limited to coastal
regions. Only in Great Britain the redundancy numbers increased almost throughout the
whole country.

Restricting the use of tide gauges involved in establishing hydrodynamic leveling con-
nections to specific sea basin(s) limits the impact. If hydrodynamic leveling connections
are only added between tide gauges in the northwest European continental shelf, the overall
impact reduces from 38% to 25% (assuming a noise SD of 3 cm). The change in impact
per country differs strongly; for Great Britain the improvement remains about 60%.

The tide gauges that are involved in the most beneficial connections in terms of impact
are located in the countries with the greatest number of height markers. However, the impact
hardly depends on the geographic location of the tide gauges within a country. This was
demonstrated in an experiment where the tide gauges responsible for 75% of the maximum
improvement were excluded. The search algorithm was then run on the remaining tide
gauges to identify a new set of optimal hydrodynamic leveling connections, and the impact
did not decrease significantly.

Ignoring the noise correlations in the model-derived coastal SMWLs results in an over-
estimation of the total quality impact by 7% (one summer averaging period) and 8% (three
summers averaging period). This aspect was studied in Chapter 3. It must be noted that
impact in terms of precision reported in Chapters 2 and 3 only reflects the formal precision.
Other factors, such as systematic errors in the spirit leveling data, vertical land motion, and
long-term sea-level variations, can reduce the real impact.

The second research question defined in Section 1.4 was:

• What is the noise model for coastal summer mean water levels obtained by state-of-
the-art hydrodynamic models covering the northwest European continental shelf?

Combining geopotential differences from spirit leveling/gravimetry and model-based
hydrodynamic leveling data requires a proper noise model for both datasets. For the lat-
ter dataset, no such model was available. Its development is the main topic of Chapter 3.
Here, an empirical approach was used based on calculating an average empirical covari-
ance function from the differences between tide gauge- and model-derived SMWLs. Three
models have been used: the 3D DCSM-FM model, the DCSMv6-ZUNOv4 model and the
Forecasting Ocean Assimilation Model 7 km Atlantic Margin model (AMM7) model. All
three datasets covered the period 1997–2019. In order to have multiple realizations of the
noise, an averaging period of one summer (defined as the period from May to September)
was chosen. The impact of an averaging period of two and three summers was examined
for the 3D DCSM-FM model.
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The computed empirical covariance functions revealed that the noise in the model-
derived coastal SMWLs is indeed spatially correlated. The level of correlation, however,
varies among the models. Additionally, all models show a significant discontinuity at the
origin, indicating a nugget effect. This points to random errors in the observation- and
model-derived SMWLs and signals at short spatial scales that cannot be resolved from the
data or by the hydrodynamic model. Of all three models used in this study, 3D DCSM-
FM had the lowest nugget and variance values. The empirical noise covariance functions
obtained for this model using an averaging period of two and three summers were not sig-
nificantly different from those obtained using one summer. We observed a slight decrease
in the variance values and nugget effects. A significant contributor to the obtained noise co-
variance functions are errors in the vertical referencing of the tide gauges. For 3D DCSM-
FM, these errors explain between 30% and 50% of the variance. For the other models, the
contribution is lower.

Chapter 3, also presents the spatiotemporal performance of the three hydrodynamic
models in representing the coastal SMWLs computed over one summer period. The tempo-
ral performances were assessed for six subregions by the cumulative distribution functions
of both the mean absolute error (MAE) and the modified Kling-Gupta efficiency (mKGE)
metric. The spatial performances were assessed using both the MAE and the modified
spatial efficiency (mSPAEF) metric. The modifications to the Kling-Gupta efficiency and
spatial efficiency metrics aimed to eliminate the contribution of the time-dependent but
space-independent model biases (these cancel out when computing the model-based hydro-
dynamic leveling data). For the same reason, we applied a time-dependent bias correction
to the SMWLs computed from a subset of the tide gauges for which a full-time series is
available.

The results indicate that the performance of the three models varies both spatially and
temporally. Regarding the temporal performance, no single model consistently outperforms
the others across all regions; different models score better in different subregions. Some
subregions show no significant performance differences. Also in all subregions there are
more or less tide gauges where models do not show good agreement with the observa-
tions. Biases in the derived SMWL time series were identified as the primary cause for
the poor agreement between the models and observations, along with the models’ inabil-
ity to accurately represent coastal SMWLs at specific tide gauge locations. The variations
in performance can be partially explained by considering the intended applications and
the areas for which the hydrodynamic models were developed. Spatial performances dis-
play notable fluctuations over time, with all hydrodynamic models demonstrating improved
performance between 2004 and 2011. Throughout most of the analyzed period, the 3D
DCSM-FM model consistently outperformed the others in terms of MAE and mSPAEF.
However, explaining the underlying reasons for these performance differences was outside
the scope of this study.

The empirical noise covariance functions for the deep and shelf waters in the target
area calculated from TOPEX/Jason satellite altimetry data, turned out to be significantly
different from each other and from the function computed for coastal SMWLs. This is in
line with oceanographic expectations, namely that the dynamics along the coast are more
complex than in deep and shelf waters. Hence, altimeter data have limited value in obtaining
a noise model for the coastal SMWLs.
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The last research question defined in Section 1.4 was:

• What is the impact of adding real model-based hydrodynamic leveling data between
tide gauges in the Baltic Sea and the northwest European continental shelf on the
EVRF?

The analysis in Chapter 2 presents the potential impact of model-based hydrodynamic
leveling connections on quality of the EVRF in terms of precision and reliability, but does
not include the impact on the estimated geopotential numbers / heights. This was the topic
of Chapter 4. It presents the first attempt to compute a realization of the EVRS based
on the combination of geopotential differences from spirit leveling/gravimetry and model-
based hydrodynamic leveling. The latter are computed using coastal SMWLs averaged
over three summers. For the Baltic Sea and the northwest European continental shelf, these
are obtained from reanalyses with the Nemo-Nordic (covering the years 2017 to 2021) and
3D DCSM-FM (covering the years 1997 to 2019) models, respectively. All involved tide
gauges were connected to the nearest UELN HBM using the adjusted heights obtained in
the national height system realizations.

Based on the spatial distribution of the tide gauges along the coastlines, we identified
the period 2004–2006 and 2017–2019 as the most preferred time span for the 3D DCSM-
FM and Nemo-Nordic dataset, respectively. For this time span, we have respectively 76 and
50 tide gauges available allowing to establish a maximum of 124 hydrodynamic leveling
connections. As we lacked the required long-time series of observation- and model-derived
water levels to develop an empirical noise model specific to the Nemo-Nordic dataset, we
used the noise model developed for the AMM7 model. The only motivation we have for
using this noise model is that the AMM7 hydrodynamic model, similar to the Nemo-Nordic
model, relies on the Nucleus for European Modeling of the Ocean (NEMO) model code.
Moreover, we applied variance component estimation.

Based on the comparison with the ‘UELN-only solution’, i.e., a realization of the EVRS
obtained using UELN data only, the impact of model-based hydrodynamic leveling is sig-
nificant for France and Great Britain. The differences range between −96.7 kgal·mm and
10.5 kgal·mm, and 23.8 kgal·mm and 444.2 kgal·mm, for France and Great Britain, respec-
tively. No significant change is observed in the Baltic countries. This may be explained by
the high quality of the UELN data in the Baltic Sea countries.

A comparison with normal heights obtained by differencing GNSS and EGG2015 quasi-
geoid heights showed that adding the hydrodynamic leveling connections lowers the sys-
tematic differences between both height data sets in France and Great Britain. In Great
Britain, the south-north slope disappeared almost completely. In France, the decrease is
mainly visible in the southwest.

5.2. REFLECTION ON THE MAIN RESEARCH OBJECTIVE
Motivated to achieve a 1 cm accurate VRF covering the entire 3D DCSM-FM hydrody-
namic model domain, the main objective of this thesis was an assessment of the potential
of including model-based hydrodynamic leveling data in the realization of the EVRS.

One of the main achievements of this thesis was enlarging the coverage of the EVRF
using model-derived hydrodynamic leveling connections. In the latest realization of the
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EVRS, the EVRF2019, only the datum shift between the Ordnance Datum Newlyn (ODN)
and the EVRF was determined by levelings through the Channel Tunnel. By means of
model-based hydrodynamic leveling we added multiple other connections between the
British leveling network and the one on the European mainland. This allowed to include
the full British leveling dataset in the adjustment, and resulted in a disappearance of the
south-north tilt. This outcome suggests that the method can be applied to connect other
islands (including Ireland) and offshore platforms to the EVRS.

Furthermore, the study demonstrated that combining geopotential differences from spirit
leveling/gravimetry and model-based hydrodynamic leveling enhances the precision and re-
liability of the EVRF. In terms of precision, the coastal countries with poor-quality spirit
leveling networks and those with a poor connection to the rest of the UELN network ben-
efit the most. In terms of reliability, an improvement is observed for the network along
the coastlines. To apply model-based hydrodynamic leveling, it is not required that the
models always and everywhere have good performance; we can omit tide gauges/time pe-
riods where/in which the models have poorer performance. In Chapter 2, it was shown that
adding already a small number of hydrodynamic leveling connections to the UELN dataset
had a significant impact on the quality of the EVRS. The results in Chapter 3 showed that in
each subregion, at least some tide gauges were available where the model had the necessary
skills. Moreover, the results in Chapter 3 indicated that even using a short averaging period
for computing the SMWLs (one year), the impact was significant. At the same time, the
fact that the models have different performances in different regions suggested that further
improvements are possible. That is, one could combine the good elements of all models in
one, new model.

The study also demonstrated that adding model-based hydrodynamic leveling data has
great potential in suppressing systematic errors in the leveling networks. A good example is
Great Britain. As noted above, by adding model-based hydrodynamic leveling connections
we got rid of the tilt.

Whether or not the addition of model-based hydrodynamic leveling to the UELN dataset
will allow a 1-cm accurate realization of an EVRF remains to be seen. In any case, the
results presented in this thesis encourage further development of the technique. In the next
section we will make some recommendations for this.

5.3. RECOMMENDATIONS
While the work presented in this thesis revealed a significant potential of using model-based
hydrodynamic leveling in height system realization, the results are provisional. The most
important recommendations are listed below:

• As mentioned in Chapter 4, for a rigorous implementation of model-based hydrody-
namic leveling we lacked (i) tide gauge records with respect to the tide gauge zero
and (ii) the spirit leveling/gravimetry-derived potential difference between the tide
gauge zeros and the UELN benchmarks. Regarding the first, such information must
be available in the metadata of tide gauges, and it is just a matter of collecting it from
the different authorities in the participating European countries. The second requires
time and money and is best tackled in the framework of a European project.

• The model-based hydrodynamic leveling data have to be reduced to the reference
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epoch adopted for the EVRS. Doing so requires information about the long-term sea
level variability and vertical land motion at the locations of the involved tide gauges.
To apply this reduction, future research should focus on tide gauges at which GNSS
measurements are available.

• In the current study, hydrodynamic leveling connections were only established in
the Baltic Sea and the northwest European continental shelf. Given the quality of
the UELN data in some southern European countries, the addition of hydrodynamic
leveling connections in the Mediterranean Sea and the Black Sea has definitely great
value.

• Regarding the hydrodynamic leveling connections in the Baltic area, we lacked the
long time series of the simulated and observed water levels to compute a proper
noise model for the model-derived coastal SMWLs. Future research should focus on
obtaining such a model by extending the time series.

• As explained in Chapter 3, this thesis uses tide gauges records for developing a noise
model for the model-derived coastal SMWLs. While this dataset provides suffi-
cient temporal resolution, it lacks a homogeneous spatial distribution throughout the
coastal waters covered by the hydrodynamic model domain. It is suggested to in-
vestigate the possibility of using dedicated coastal altimetry products for deriving a
noise model for coastal SMWLs.

• The results in Chapter 3 showed that there is no hydrodynamic model that performs
best everywhere; different models score better in different subregions. This indicates
that there is room for improving the performance of hydrodynamic models. Tailoring
the models with the specific aim to improve their performance in representing the
coastal SMWLs is an interesting topic for future work.

• The results obtained in this thesis encourage to study the potential of model-based hy-
drodynamic leveling in realizing other regional VRSs. It would also be worth inves-
tigating to what extent it can contribute to the realization of the international height
reference system (Sánchez et al., 2021). Note that the preliminary IHRF, completed
in April 2019, comprises 170 stations of which 26 were co-located by tide gauges
(https://ihrs.dgfi.tum.de/en/working-groups/012-ihrs-realization/). However, a
prerequisite for a successful implementation is a close inter-disciplinary cooperation
between geodesy and oceanography.

https://ihrs.dgfi.tum.de/en/working-groups/012-ihrs-realization/
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CONNECTIONS BEING ADDED

Figs. A.1b and A.2b show the model-based hydrodynamic leveling connections included in,
respectively, the Nemo-Nordic and 3D DCSM-FM hydrodynamic leveling datasets. These
connections are the ones being identified by our heuristic search algorithm described in
Sect. 4.2.2. The maps showing the corresponding locations of the tide gauges are included
in Figs. A.1a and A.2a.
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(a)

(b)

Figure A.1: Location of the tide gauges(a), and the connectivity matrix showing which model-based hydrodynamic
leveling connections are included in the Nemo-Nordic dataset(b).
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(a)

(b)

Figure A.2: Location of the tide gauges(a), and the connectivity matrix showing which model-based hydrodynamic
leveling connections are included in the 3D DCSM-FM dataset(b).
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