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A B S T R A C T

Developing optimal controllers for aggressive high-speed quadcopter flight poses significant challenges in
robotics. Recent trends in the field involve utilizing neural network controllers trained through supervised or
reinforcement learning. However, the sim-to-real transfer introduces a reality gap, requiring the use of robust
inner loop controllers during real flights, which limits the network’s control authority and flight performance.
In this paper, we investigate for the first time, an end-to-end neural network controller, addressing the reality
gap issue without being restricted by an inner-loop controller. The networks, referred to as G&CNets, are
trained to learn an energy-optimal policy mapping the quadcopter’s state to rpm commands using an optimal
trajectory dataset. In hover-to-hover flights, we identified the unmodeled moments as a significant contributor
to the reality gap. To mitigate this, we propose an adaptive control strategy that works by learning from optimal
trajectories of a system affected by constant external pitch, roll and yaw moments. In real test flights, this model
mismatch is estimated onboard and fed to the network to obtain the optimal rpm command. We demonstrate
the effectiveness of our method by performing energy-optimal hover-to-hover flights with and without moment
feedback. Finally, we compare the adaptive controller to a state-of-the-art differential-flatness-based controller
in a consecutive waypoint flight and demonstrate the advantages of our method in terms of energy optimality

and robustness.
1. Introduction

Nowadays there is an increasing demand for autonomous quad-
copters for various military and civilian applications [1]. For many
applications such as emergency response, inspection, delivery or racing
the drone must fly as fast, and as energy efficient as possible [2].
However, developing autonomous systems for aggressive high-speed
flight still poses many challenges. One of these challenges is developing
computationally efficient optimal control algorithms that take into
account non-linear dynamics and actuator limits.

Current state-of-the-art research on optimal quadcopter control fo-
cuses on making controllers track a reference guidance trajectory.
Popular tracking methods include the differential-flatness-based con-
troller (DFBC) [3–6] and the traditional nonlinear-model-predictive
controller (NMPC) [7–12]. While the DFBC is more computationally
efficient, traditional NMPC has gained a lot of popularity in quad-
copter control due to advances in hardware. The advantages of NMPC
over DFBC are improved tracking accuracy for dynamically infeasible
trajectories as well as improved robustness to model mismatch [13]
(especially by means of adaptive algorithms [10,14]). Furthermore,
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in recent work, a traditional NMPC method was shown to outper-
form human pilots in a drone-racing task by tracking offline-generated
time-optimal trajectories [15].

Both NMPC and DFBC suffer from a fundamental limitation: they
dissect the control problem into multiple layers of abstraction. These
layers typically encompass the following components:

1. The reference trajectory, which is designed to solve the primary
optimization objective. This process is often computationally
intensive, requiring either offline calculations or online sub-
optimal simplifications, such as polynomial guidance [4,6,16],
point mass trajectories [12,17], or numerical approximation
methods [18–20]

2. A controller for trajectory tracking, which serves a secondary
role in minimizing trajectory tracking errors

3. A low-level rate controller, responsible for determining mo-
tor commands. It carries a third objective of minimizing and
prioritizing thrust and rate tracking errors.

When applied in a real-world context, these layers of abstraction inher-
ently introduce sub-optimal behaviors. For instance, when the drone
vailable online 27 November 2023
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Fig. 1. (a) The reality gap issue is resolved by estimating the moment model mismatch and feeding it to the adaptive G&CNet. b) We perturb the dynamics by adding a weight
on one side, the Bebop drone successfully flies through the 3 × 4 m track by adapting its rpm command based on the observed state and moment model mismatch.
deviates from the optimal planned trajectory due to external distur-
bances, there may exist an alternative trajectory that becomes more
optimal.

A recent trend in quadcopter control research is the application
of machine learning techniques to guidance and control problems.
Deep neural networks have been trained for trajectory generation using
reinforcement learning [21] and supervised machine learning [22].
Similarly, trajectory tracking has been improved by training neural net-
works either from flight data [23,24] or from simulation data [25,26].
Other studies have merged guidance and control within a single neural
network, efficiently removing one abstraction layer through reinforce-
ment learning [27,28] or supervised learning [29–31]. An especially
remarkable case can be seen in a recent Nature paper [27], where a
deep neural network trained with reinforcement learning outperforms
human drone racing champions by directly issuing thrust and rate
commands. In the supervised learning methods [29–31] (also employed
in space applications [32,33]), networks known as G&CNets are trained
to replicate optimal state feedback from a dataset of optimal trajec-
tories. Once trained, the G&CNets provide a computationally efficient
means to compute optimal control onboard the quadcopter, eliminating
the need for trajectory (re)planning. Real flight tests have successfully
demonstrated this approach for longitudinal trajectories, employing a
simplified 2-dimensional quadcopter model [29]. In these experiments,
the G&CNets calculated thrust and pitch acceleration commands, which
were tracked by an INDI controller [34].

In this article, we take the G&CNet approach a step further and
investigate for the first time an end-to-end, i.e., state-to-rpm network
for a high dimensional quadcopter model taking into account drag,
aerodynamic effects and actuator delays. Unlike any of the previous
work our network directly calculates the rpm motor commands al-
lowing us to take advantage of the actuator’s limits without being
limited by any abstraction layers. In our experiments, the optimization
objective is achieving energy optimality, an objective closely linked to
time optimality, resulting in generally rapid and smooth trajectories.
The biggest obstacle with our approach is the reality gap between the
model and the real world. In this research, we identify the reality gap
and propose an adaptive method to mitigate the effects of unmod-
eled roll, pitch and yaw moments. Furthermore, we benchmark our
controller’s performance against a state-of-the-art differential-flatness-
based controller using an identical setup with the same hardware. We
selected DFBC as our benchmark over NMPC due to its similar onboard
computational demands in comparison to our approach. Through this
comparison, we highlight the benefits of our method in relation to
energy optimality and robustness.

2. Methodology

2.1. Quadcopter model

Referring to the quadcopter configuration and axes definition illus-
trated in Fig. 2, the state and control input of the quadcopter can be
2

Fig. 2. Quadcopter configuration and axes definition (z-axis points downwards).

described as follows:

𝐱 = [𝐩, 𝐯,𝝀,𝜴,𝝎]𝑇 𝐮 = [𝑢1, 𝑢2, 𝑢3, 𝑢4]𝑇

Where 𝐩 = [𝑥, 𝑦, 𝑧] and 𝐯 = [𝑣𝑥, 𝑣𝑦, 𝑣𝑧] are the position and velocity in
the world frame, 𝜴 = [𝑝, 𝑞, 𝑟] is the angular velocity in body frame,
𝝀 = [𝜙, 𝜃, 𝜓] are the Euler angles that describe the orientation of the
body frame and 𝝎 = [𝜔1, 𝜔2, 𝜔3, 𝜔4] are the angular velocities of each
of the propellers in rpm. The control input 𝐮 contains the normalized
rpm commands 𝑢𝑖 ∈ [0, 1]. The system dynamics are described by:

�̇� = 𝐯 �̇� = 𝐠 + 𝑅(𝝀)𝐅 (1)

�̇� = 𝑄(𝝀)𝜴 𝐼�̇� = −𝜴 × 𝐼𝜴 +𝐌

�̇� = ((𝜔𝑚𝑎𝑥 − 𝜔𝑚𝑖𝑛)𝐮 + 𝜔𝑚𝑖𝑛 − 𝝎)∕𝜏

Where 𝐠 = [0, 0, 𝑔]𝑇 is the gravitational acceleration, 𝐼 is the moment of
inertia matrix given by diag(𝐼𝑥, 𝐼𝑦, 𝐼𝑧), 𝜔𝑚𝑖𝑛 and 𝜔𝑚𝑎𝑥 are the minimum
and maximum propeller rpm limits and 𝜏 is the first order delay
parameter of the actuator model. Furthermore, 𝑅(𝝀) is the rotation
matrix defined by:

𝑅(𝝀) =
⎡

⎢

⎢

⎣

𝑐𝜃𝑐𝜓 −𝑐𝜙𝑠𝜓 + 𝑠𝜙𝑠𝜃𝑐𝜓 𝑠𝜙𝑠𝜓 + 𝑐𝜙𝑠𝜃𝑐𝜓
𝑐𝜃𝑠𝜓 𝑐𝜙𝑐𝜓 + 𝑠𝜙𝑠𝜃𝑠𝜓 −𝑠𝜙𝑐𝜓 + 𝑐𝜙𝑠𝜃𝑠𝜓
−𝑠𝜃 𝑠𝜙𝑐𝜃 𝑐𝜙𝑐𝜃

⎤

⎥

⎥

⎦

and 𝑄(𝝀) denotes a transformation between angular velocities and Euler
angles. 𝐅 = [𝐹𝑥, 𝐹𝑦, 𝐹𝑧]𝑇 is the specific force acting on the quadcopter
in the body frame which we model as a function of the body velocities
and the propeller RPMs using a thrust and drag model based on [35]:

𝐹𝑥 = −𝑘𝑥𝑣𝐵𝑥
4
∑

𝑖=1
𝜔𝑖 𝐹𝑦 = −𝑘𝑦𝑣𝐵𝑦

4
∑

𝑖=1
𝜔𝑖

𝐹𝑧 = −𝑘𝜔
4
∑

𝜔2
𝑖 − 𝑘𝑧𝑣

𝐵
𝑧

4
∑

𝜔𝑖 − 𝑘ℎ(𝑣𝐵2𝑥 + 𝑣𝐵2𝑦 )

(2)
𝑖=1 𝑖=1
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Table 1
Model parameters for the Parrot Bebop quadcopter. The moments of inertia 𝐼𝑥 , 𝐼𝑦 , 𝐼𝑧 are obtained from [36]. All other parameters have been identified by means of linear regression
with sensor data obtained from various flights.
𝑘𝑥 [rpm−1 s−1 ] 𝑘𝑦 [rpm−1 s−1 ] 𝑘𝜔 [rpm−2 m s−2 ] 𝑘𝑧 [rpm−1 s−1 ] 𝑘ℎ [m−1 ] 𝐼𝑥 [kg m2 ] 𝐼𝑦 [kg m2 ] 𝐼𝑧 [kg m2 ]

1.08e−05 9.65e−06 4.36e−08 2.79e−05 6.26e−02 0.000906 0.001242 0.002054

𝑘𝑝 [rpm−2 N m] 𝑘𝑝𝑣 [N s] 𝑘𝑞 [rpm−2 N m] 𝑘𝑞𝑣 [N s] 𝑘𝑟1 [rpm−1 N m] 𝑘𝑟2 [rpm−1 N m s] 𝑘𝑟𝑟 [N m s] 𝜏 [s]

1.41e−09 −7.97e−03 1.22e−09 1.29e−02 2.57e−06 4.11e−07 8.13e−04 0.06
I
a

a
w

Table 2
Validation loss for a variety of architectures after training on the hover-to-hover dataset
for 10 epochs.

60 neurons 120 neurons 180 neurons
per layer per layer per layer

1 layer 0.00180 0.00113 0.00099
2 layers 0.00060 0.00025 0.00019
3 layers 0.00038 0.00015 0.00010
4 layers 0.00028 0.00014 0.00011

Similarly, 𝐌 = [𝑀𝑥,𝑀𝑦,𝑀𝑧]𝑇 is the moment acting on the quadcopter
which we model with the following equations:

𝑀𝑥 = 𝑘𝑝(𝜔2
1 − 𝜔

2
2 − 𝜔

2
3 + 𝜔

2
4) + 𝑘𝑝𝑣𝑣

𝐵
𝑦

𝑀𝑦 = 𝑘𝑞(𝜔2
1 + 𝜔

2
2 − 𝜔

2
3 − 𝜔

2
4) + 𝑘𝑞𝑣𝑣

𝐵
𝑥

𝑀𝑧 = 𝑘𝑟1(−𝜔1 + 𝜔2 − 𝜔3 + 𝜔4)

+ 𝑘𝑟2(−�̇�1 + �̇�2 − �̇�3 + �̇�4) − 𝑘𝑟𝑟𝑟

(3)

See Table 1 for the parameter values identified for our platform.

2.2. Energy optimal control problem

Given a state space 𝑋 and set of admissible controls 𝑈 , the goal is to
find a control trajectory 𝐮 ∶ [0, 𝑇 ] → 𝑈 that steers the system from an
initial state 𝐱0 to some target state 𝑆 ⊂ 𝑋 in time 𝑇 while minimizing
some cost function. The energy optimal control problem considered in
this paper is formulated as

minimize
𝐮,𝑇

𝐸(𝐮, 𝑇 ) = ∫

𝑇

0
‖𝐮(𝑡)‖2𝑑𝑡

subject to �̇� = 𝑓 (𝐱,𝐮) 𝐱(0) = 𝐱0 𝐱(𝑇 ) ∈ 𝑆
(4)

It is worth highlighting that this objective is closely connected to
the time-optimization criterion. As the motor command vector 𝐮 is
normalized within [0, 1], it is anticipated to exhibit oscillations around
the hover thrust, approximately at 0.5. Consequently, this behavior
implies that the integral will be roughly proportional to the final time
𝑇 .

Similar to [29] the control problem is transformed into a Nonlinear
Programming (NLP) problem using Hermite Simpson transcription. The
trajectories 𝐱(𝑡),𝐮(𝑡) are discretized into 𝑁 + 1 points with a time
step 𝛥𝑡 = 𝑇 ∕𝑁 such that 𝐱𝑘 = 𝐱(𝑘𝛥𝑡) and 𝐮𝑘 = 𝐮(𝑘𝛥𝑡) Using the
AMPL [37] modeling language with the SNOPT NLP solver [38], the
optimal (discretized) trajectory 𝐱∗0 … 𝐱∗𝑁 and 𝐮∗0 …𝐮∗𝑁 can be computed.
To generate extensive datasets for these trajectories, we harness the
power of parallel processing by executing the SNOPT algorithm on
a server equipped with 256 CPUs, where the solver typically takes
approximately 8 s to run on a single CPU.

2.3. Dataset generation and network training

A dataset is created by generating optimal trajectories for a range of
initial conditions. From these trajectories, a dataset of state–action pairs
can be obtained of the form (𝐱∗𝑖 ,𝐮

∗
𝑖 ) 𝑖 = 0,… , 𝑁 . We use these state–
3

action pairs to train a Neural Network 𝑓𝑁 ∶ 𝑋 → 𝑈 to approximate d
the optimal feedback1 that maps 𝐱∗𝑖 to 𝐮∗𝑖 . In all our experiments we
use a neural network with 3 hidden layers of 120 neurons with ReLU
activation and an output layer of 4 neurons with Sigmoid activation
(Fig. 1). This architecture was chosen because it achieved a sufficiently
low loss with a modest number of weights. Increasing the number of
neurons beyond this point did not significantly reduce the loss. For a
comparative assessment of validation loss across various architectures,
please refer to Table 2. Similar to [29] we use the mean squared error
loss function:

𝑙 = ‖𝑓𝑁 (𝐱∗𝑖 ) − 𝐮∗𝑖 ‖
2

with mini-batch size 256 and a starting learning rate of 1e−3.

2.4. Adaptive method

We modify our model by assuming the existence of some constant
external moment 𝐌𝑒𝑥𝑡 = [𝑀𝑒𝑥𝑡,𝑥,𝑀𝑒𝑥𝑡,𝑦,𝑀𝑒𝑥𝑡,𝑧]𝑇 acting on the system.
The external moment can thus be considered part of our state vector
𝐱 = [𝐩, 𝐯,𝝀, 𝛺,𝝎,𝐌𝑒𝑥𝑡]𝑇 The modified system dynamics becomes:

�̇� = 𝐯 �̇� = 𝐠 + 𝑅(𝝀)𝐅 (5)
�̇� = 𝑄(𝝀)𝜴 𝐼�̇� = −𝜴 × 𝐼𝜴 +𝐌 +𝐌𝑒𝑥𝑡

�̇�𝑒𝑥𝑡 = 0 �̇� = ((𝜔𝑚𝑎𝑥 − 𝜔𝑚𝑖𝑛)𝐮 + 𝜔𝑚𝑖𝑛 − 𝝎)∕𝜏

Using the same approach as before, we can now generate optimal tra-
jectories for this system and train a network to approximate the optimal
state feedback. Additionally, the neural network will now have 3 extra
inputs for 𝑀𝑒𝑥𝑡,𝑥,𝑀𝑒𝑥𝑡,𝑦,𝑀𝑒𝑥𝑡,𝑧. The obtained controller will now use
these extra inputs to optimally compensate for the unmodeled moments
(assuming they are constant). For the onboard implementation, we will
obtain the values of 𝐌𝑒𝑥𝑡 by subtracting the modeled moment (Eq. (3))
from the measured moment

𝑀𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝐼�̇� +𝜴 × 𝐼𝜴 (6)

using filtered (8 Hz 2nd order Butterworth low-pass filter) gyroscope
measurements. It is important to note that the filtering causes our
estimates for 𝐌𝑒𝑥𝑡 to be slightly delayed. Furthermore, the controller’s
output is based on the assumption of a constant external moment so we
can expect our method to only be effective if the modeling errors are
in a sufficiently low-frequency range.

2.5. Differential-flatness-based controller (DFBC)

DFBC is a state-of-the-art method for generating aggressive trajecto-
ries using piece-wise high-order polynomials 𝐩(𝑡) = [𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡), 𝜓(𝑡)]𝑇

that pass through a set of waypoints while minimizing the ‘Snap’
defined by the following integral [4]:

∫

𝑇

0
𝜇𝑟
[

𝑥(4)(𝑡) + 𝑦(4)(𝑡) + 𝑧(4)(𝑡)
]2

+ 𝜇𝜓
[

𝜓 (2)(𝑡)2
]

𝑑𝑡

n this problem, the final time is fixed, and the polynomial coefficients
re found by solving a quadratic constraint optimization problem. As

1 From [30]: ‘‘the Hamilton–Jacobi-Bellman equations are important here
s they imply the existence and uniqueness of an optimal state-feedback 𝐮∗(𝐱)
hich, in turn, allow to consider universal function approximators such as
eep neural networks to represent it’’.
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Fig. 3. Experimental setup: The Parrot Bebop’s position and attitude are tracked with OptiTrack and sent via WiFi, while an onboard extended Kalman filter fuses the OptiTrack
and IMU data to get an accurate state estimate for the G&CNet.
shown in [4], if we change the final time by a factor of 𝛼, the new
minimum snap solution is simply a time-scaled version of the original
polynomial 𝐩(𝛼𝑡). By changing the value of 𝛼, the trajectory can be
faster or slower without having to recompute the optimal solution.
In order to achieve accurate tracking, we use an outer-loop INDI
controller where the velocity and acceleration feed-forward commands
are directly computed from the polynomials.

3. Experimental setup

The quadcopter used in our experiment is the Parrot Bebop 1 which
has its onboard software replaced by the Paparazzi-UAV open-source
autopilot project [39]. All computations will run in real time on the
Parrot P7 dual-core CPU Cortex A9 processor. The Parrot Bebop has an
MPU6050 IMU sensor that will be used to obtain measurements of the
specific force and angular velocity along the body axes. Additionally,
the Bebop can measure the angular velocities (in rpm) of each of the
propellers, which is a requirement for our control method.

All flight tests are performed in The CyberZoo which is a research
and test laboratory in the faculty of Aerospace Engineering at the TU
Delft. This lab consists of a 10 by 10 meter area surrounded by nets
with an OptiTrack motion capture system that can provide position
and attitude data in real-time. An extended Kalman filter is used to
fuse the OptiTrack and IMU data to obtain an estimate of the position,
velocity, attitude and body rates. These estimated state variables, along
with RPM measurements obtained from the ESC, serve as inputs for
the G&CNet, which operates at a 500 Hz frequency. The outputs of
the network will be directly used as rpm commands to the motors.
The DFBC method will use the same state estimates to obtain the
feedforward terms for the INDI controller. See Fig. 3 for an overview
of the experimental setup.

4. Results

4.1. Identifying the reality gap

4.1.1. Nominal G&CNet
Using the system dynamics from Eq. (1) we generate a dataset

of 100,000 energy-optimal trajectories with a target hover state de-
fined by 𝐱, 𝐯,𝝀,𝜴, �̇�, �̇�, �̇� = 0. The rpm limits are set to 𝜔𝑚𝑖𝑛 =
5000, 𝜔𝑚𝑎𝑥 = 10000 and the initial conditions are uniformly sampled
from the following intervals:

𝑥 ∈ [−5, 5] 𝑦 ∈ [−5, 5] 𝑧 ∈ [−1, 1]

𝑣𝑥 ∈ [− 1
2 ,

1
2 ] 𝑣𝑦 ∈ [− 1

2 ,
1
2 ] 𝑣𝑧 ∈ [− 1

2 ,
1
2 ]

𝜙 ∈ [− 2𝜋
9 ,

2𝜋
9 ] 𝜃 ∈ [− 2𝜋

9 ,
2𝜋
9 ] 𝜓 ∈ [−𝜋, 𝜋]

𝑝 ∈ [−1, 1] 𝑞 ∈ [−1, 1] 𝑟 ∈ [−1, 1]

𝝎 ∈ [𝜔𝑚𝑖𝑛, 𝜔𝑚𝑎𝑥]4

We split this dataset into a training set of 90,000 trajectories and a test
set of 10,000 trajectories. The G&CNet is trained until a mean squared
error of ∼0.0003 is obtained on the test set.
4

4.1.2. Simulation and flight test
With the trained nominal G&CNet, we simulate the closed loop

system dynamics and do a flight test where the drone flies from hover to
hover in a 3 × 4 m rectangle. In order to fly to the target waypoints, we
subtract the waypoint coordinates from the 𝑥, 𝑦 and 𝑧 neural network
inputs. Both in simulation and the flight test, the drone flies 10 laps in
which the target waypoint is switched every 4 s. In Fig. 4 a top-down
view of the trajectory can be seen for the simulation and the flight
test. As expected, in the simulation, the trajectories show significant
overlap and the drone consistently arrives at the waypoint without
overshooting. In the flight test, the trajectories are more spread out and
a large deviation can be seen in the positive 𝑥-direction. The unmodeled
effects are especially visible in the forward translation maneuver where
the drone speeds up too much and overshoots the next waypoint. In
Fig. 5 these forward trajectories are shown from a sideways view. It
can be seen that the drone loses too much altitude causing it to speed
up and overshoot.

4.1.3. Unmodeled effects
We investigate the unmodeled aerodynamic effects from the for-

ward translation flight by comparing the measured and modeled mo-
ments and specific forces. The measured moments and forces are ob-
tained by using the filtered (16 Hz 2nd order Butterworth non-causal
filter) gyroscope and accelerometer measurements. Fig. 6 shows these
measured and modeled quantities for one of the forward translation
trajectories of the nominal G&CNets from Fig. 5.

It can be observed that the pitch moment seems to have a signifi-
cant low-frequency model mismatch. The unmodeled pitch moment is
mostly negative which might explain why the drone is diving down so
much in the flight test. Because our current parametric model cannot
capture this effect, we choose to go for an adaptive control strategy.

4.1.4. Adaptive G&CNet
We use the modified system dynamics with external moments from

Eq. (5) to generate another 100,000 energy-optimal trajectories with
the same target state and initial conditions as before, only now we also
uniformly sample the external moments from the following intervals:

𝑀𝑥,𝑒𝑥𝑡,𝑀𝑦,𝑒𝑥𝑡 ∈ [−0.04, 0.04] 𝑀𝑧,𝑒𝑥𝑡 ∈ [−0.01, 0.01]

With the generated dataset we train the adaptive G&CNet with 3 extra
𝑀𝑒𝑥𝑡 inputs to learn the optimal state feedback for the modified system.
Again, we train until a mean squared error of ∼0.0003 is achieved.

With the adaptive G&CNet, we perform the same flight test using the
4 waypoints and compare the results to the nominal network. In Figs. 4
and 5 the trajectory is compared to the previous nominal network and
the simulation. It can be seen that the trajectory no longer deviates
towards the positive 𝑥-direction and the overshoot in the forward
translation maneuver is significantly reduced. Furthermore the box-plot
in Fig. 7 shows the arrival time 𝑇 and energy 𝐸(𝑇 ) = ∫ 𝑇0 ‖𝐮(𝑡)‖2𝑑𝑡
corresponding to the trajectories from Fig. 5. As one might expect,
the performance gain of the adaptive network is most significant in
terms of Energy. However, the arrival time and energy in the flight
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Fig. 4. Top-down view of the simulated trajectory next to the Nominal- and Adaptive G&CNet flight test.
Fig. 5. Sideways view of the trajectories between waypoints 1 and 2: Simulation next
to the Nominal- and Adaptive G&CNet flight test.

tests are still significantly higher than in simulation which is probably
due to the remaining unmodeled effects causing the overshoot at the
2nd waypoint

4.2. Bench-marking: Adaptive G&CNet vs. DFBC

4.2.1. Adaptive G&CNet
For the task of flying through consecutive waypoints, we will train

an adaptive G&CNet to reach the waypoint with a forward final ve-
locity in the direction of a 45◦ yaw angle. Using the modified system
dynamics from Eq. (5) we generate a dataset of 10,000 energy-optimal
trajectories with a target state given by:

𝑥, 𝑦, 𝑧, 𝑣𝑧, 𝑝, 𝑞, 𝑟, �̇�, �̇�, �̇� = 0, 𝑣𝑦𝑣𝑥
= tan( 𝜋4 ), 𝜓 = 𝜋

4

The rpm limits are set to 𝜔𝑚𝑖𝑛 = 3000, 𝜔𝑚𝑎𝑥 = 12000 and the initial
conditions are uniformly sampled from the following intervals:

𝑥 ∈ [−5,−2] 𝑦 ∈ [−1, 1] 𝑧 ∈ [− 1
2 ,

1
2 ]

𝑣𝑥 ∈ [− 1
2 , 5] 𝑣𝑦 ∈ [−3, 3] 𝑣𝑧 ∈ [−1, 1]

𝜙 ∈ [− 2𝜋 , 2𝜋 ] 𝜃 ∈ [− 2𝜋 , 2𝜋 ] 𝜓 ∈ [− 𝜋 , 𝜋 ]
5

9 9 9 9 3 3
Fig. 6. Comparison of the measured and modeled moments and (specific) forces
encountered in one of ’Nominal G&CNet’ flights from Fig. 5.

Fig. 7. Energy and time comparison during the 4 m forward flight between waypoints
1 and 2: Simulation compared to Nominal and Adaptive G&CNet.
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Fig. 8. Energy plotted over time during 4 laps of the 3 × 4 m track. The points in
time where a lap is completed are represented by a dot. The DFBC method that uses
the least energy is marked with a ‘‘+’’. The flight that crashes is marked with an ‘‘×’’.

𝑝 ∈ [−1, 1] 𝑞 ∈ [−1, 1] 𝑟 ∈ [−1, 1]

𝝎 ∈ [𝜔𝑚𝑖𝑛, 𝜔𝑚𝑎𝑥]4

We split this dataset into a training set of 9000 trajectories and a test set
of 1000 trajectories and train until a mean squared error of ∼0.0003 is
obtained on the test set. With the trained adaptive G&CNet we perform
a flight test where we fly through 4 waypoints in a 3×4m rectangle (See
Figs. 9 and 11). The controller switches to the next target waypoint and
changes the coordinate system once the drone is within 1.2 m from
the current target. When switching to the next waypoint, we rotate our
coordinate system by 90◦ (around the z-axis) and set the next waypoint
as the origin.

4.2.2. DFBC
We generate a piece-wise 6th order polynomial

𝐩(𝑡) = [𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡), 𝜓(𝑡)]𝑇 that passes through 10 laps of the 4 × 3 m
track with a final time of 40 s. To make sure the trajectory starts in
hover, the initial velocity, acceleration and yaw of the trajectory are set
to 0. At the 2nd waypoint, we constrain the yaw angle to be 45◦ which
we increment by 90◦ for each of the following waypoints. Additionally,
at these waypoints, we constrain the velocity to be aligned with the yaw
direction. Using the time scaling values starting at 𝛼 = 0.7 we generate
faster and faster trajectories by incrementing 𝛼 by 0.05. We then track
these trajectories with the INDI controller for 4 laps. We increased
alpha until the INDI controller could no longer track the trajectory
(resulting in a crash). An overview of all the performed flights can be
found in Figs. 14 and 15 in the appendix.

4.2.3. Energy/time comparison
We now compare the lap times and the energy integral obtained

from the flight tests. In Fig. 8 the energy integral 𝐸(𝑡) = ∫ 𝑡0 ‖𝐮(𝜏)‖2𝑑𝜏
is plotted over time for the adaptive G&CNet flight and all DFBC
flights. It can be noted that the fastest DFBC method finishes the 4
laps significantly faster than the G&CNet. In terms of energy, however,
the adaptive G&CNet outperforms all of the DFBC methods. The DFBC
method that uses the least energy (𝛼 = 1.0) still uses more energy and
time to finish the track. In Fig. 9, a top-down view of the trajectory
of the ’energy optimal’ DFBC method is plotted next to the adaptive
G&CNets flight. It can be seen that the DFBC method travels in a smooth
circular trajectory at a relatively high velocity, while the G&CNet takes
tighter corners and flies at a lower velocity while still finishing the 4
laps quicker.
6

Fig. 9. Top-down view of the adaptive G&CNet’s flight and the ’energy optimal’ DFBC’s
flight at 𝛼 = 1.0.

4.2.4. Robustness experiment
In order to compare robustness, we apply an external moment to the

drone by adding a bumper with a weight on the left side of the Bebop
(Fig. 1). With this alteration, we perform the same flight tests as before.
In Fig. 10 we again show the energy/time plot for all of the performed
flights. It can be seen that the DFBC controller fails a lot earlier at
𝛼 = 1.05. In terms of time, the adaptive G&CNet demonstrated superior
performance, with the quadcopter flying faster than all of the DFBC
flights. The trajectories of the G&CNet and the fastest DFBC flight can
be seen in Fig. 11. Another interesting observation is that the G&CNet
flies slower with this added weight than it did in the previous flight.
Here our method exhibits a clear advantage over DFBC, as it does not
require a reference trajectory, and can dynamically adjust its course
in real time. Furthermore, if we compare the rpm commands of both
methods (Fig. 12) it can be seen that the G&CNet can handle sustained
rpm saturations, while the DFBC method at 𝛼 = 1.05 experiences similar
saturations (at the same propeller) and crashes.

5. Discussion & future work

It is important to contextualize our results compared to current
state of the art control methods. In comparison with traditional con-
trollers like DFBC or similarly NMPC, our approach offers a unique
solution. While these traditional methods involve a multistage process,
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Fig. 10. Energy plotted over time during 4 laps of the 3 × 4 m track with the added
weight. The points in time where a lap is completed are represented by a dot. The
DFBC method that uses the least energy is marked with a ‘‘+’’. The flight that crashes
is marked with an ‘‘×’’.

Fig. 11. Top-down view of the adaptive G&CNet’s flight and the fastest DFBC’s flight
at 𝛼 = 1.0 with the added weight.
7

Fig. 12. Comparison of the normalized RPM commands of the Adaptive G&CNet
compared to the fastest DFBC flight at 𝛼 = 1.00 and the failed flight at 𝛼 = 1.05.

Fig. 13. Trajectory of the adaptive G&CNet through a 4 × 3 m track where the 3rd
waypoint is raised by 1 meter.

with pre-computed trajectories and onboard tracking controllers, our
methodology integrates planning and tracking into a unified control
system. We achieve this by training neural networks with optimal
trajectory data, allowing them to approximate the best path for each
state. Therefore, our work can be viewed as a specialized form of MPC,
where the network offers an approximate solution to the end-to-end
trajectory optimization problem without any limitations tied to a finite
time horizon. Our method boasts several significant advantages. Firstly,
it achieves a substantial reduction in onboard computation time, no-
tably highlighted when comparing the approximately 8 s required by
a powerful server to solve the optimal control problem using SNOPT
versus the mere 0.002 s it takes the trained network to calculate opti-
mal control on the drone’s limited processor. Our approach enhances
optimality by streamlining control layers found in traditional meth-
ods and exhibits improved robustness against unmodeled moments, as
shown in our robustness experiment. However the main disadvantage
of our method is that it requires substantial upfront offline computation
for generating extensive trajectory datasets and training the network,
which may pose a limitation.

In the broader context, the field of neural network based optimal
quadcopter control is still in its early stages, yet it has already deliv-
ered extremely impressive results such as those detailed in the Nature
paper [27] in which a neural controller beats human drone racing
champions. However, current methods are highly specialized and lack
generalizability [21,27,28]. These approaches often rely on neural
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Fig. 14. Top down view of all the DFBC trajectories used in the energy/time comparison from Section 4.2.3.
networks trained for specific track layouts and require complex mod-
eling of aerodynamic effects, including parametric models, Gaussian
processes, and neural networks, sometimes even predicting modeling
errors based on global position coordinates [27]. We acknowledge that,
akin to other studies, our network is highly specialized, as it results
from the utilization of a finely tuned quadcopter model and tailored
trajectory datasets for specific flights. Nevertheless, we have taken
measures to move towards a more versatile form of control. Through
8

training our network on a dataset encompassing a varied range of
initial conditions and modeling errors, we have already made notable
advancements in this direction. Even within the constraints of our
approach, our neural network has demonstrated its ability to execute
various trajectory types, as detailed in Appendix A of the paper.

Furthermore it is important to emphasize that our primary focus
is introducing end-to-end optimal quadcopter control for high-speed
flight. While there are some limits in terms of generalizability, we have
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Fig. 15. Top down view of all the DFBC trajectories used in the robustness experiment from Section 4.2.4.
effectively demonstrated the unique aspects of our approach, including
real-time optimal control at a high on-board frequency of 500 Hz, the
seamless integration of guidance and control, and the development
of a method to bridge the gap between simulation and real-world
applications.

Our method can be extended in several ways to enhance its ca-
pabilities. A logical next step would be to widen our datasets to
include a greater variety of starting conditions, allowing us to perform
a wider range of maneuvers using our approach. Additionally, we
could enhance our neural networks by introducing additional inputs.
This would enable them to represent solutions to parametric optimal
control problems, accommodating variations in final conditions and
additional waypoint constraints. Furthermore, our approach has the
potential for extension to real-world scenarios where obstacle avoid-
ance plays a critical role. Given that our neural networks offer an
computationally efficient means of planning optimal trajectories, they
could be integrated with obstacle avoidance algorithms. In this setup,
the obstacle avoidance algorithm would identify safe waypoints devoid
of obstacles, and subsequently, the G&CNets would be employed to
plan optimal trajectories towards these waypoints. This approach is
reminiscent of [40], which incorporates obstacle-free guidance systems
as local planners alongside a probabilistic waypoint planner, opening
up promising paths for future exploration. While the effectiveness of
these strategies awaits further research and exploration, the prospects
are encouraging.

6. Conclusion

We have presented a novel G&CNet setup to perform energy-optimal
end-to-end quadcopter control. Our approach introduces an efficient
algorithm for on-board optimal control computation, eliminating the
requirement for a reference trajectory or inner-loop controller, albeit
9

with the initial offline computation time as a minor trade-off. With
real flights, we have investigated the performance of this G&CNet,
revealing that unmodeled moments were a significant contributor to
the reality gap. To mitigate these effects, we proposed and implemented
an adaptive control strategy that shows a significant improvement in
flight performance. Furthermore, we compare our proposed adaptive
G&CNet to a DFBC method in consecutive waypoint flight scenarios,
revealing clear advantages of our method over DFBC. Specifically, our
method is more energy efficient, robust against large disturbances, and
more flexible, with the ability to dynamically adjust its path in real
time without relying on a reference trajectory.
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Appendix A. Varying altitude

The adaptive G&CNet utilized in Section 4.2 has, thus far, only
been used to fly through a set of waypoints constrained to a horizontal
plane. To exhibit the versatility of the trained G&CNet, we will now
execute a flight along the same 3 × 4 m track, but with one waypoint

https://github.com/tudelft/optimal_quad_control_SL
https://github.com/tudelft/optimal_quad_control_SL
https://github.com/tudelft/optimal_quad_control_SL
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positioned 1 meter higher in altitude. Fig. 13 shows the trajectory of
this flight. Remarkably, even though the network was trained with a
narrow range of +−0.5 m in 𝑧 variation, it adeptly navigates through all
the waypoints. This demonstration not only underscores the network’s
capability to navigate complex 3D paths but also its ability to generalize
to some degree beyond the provided dataset.

Appendix B. DFBC trajectories

Figs. 14 and 15 show a top-down view of all the performed DFBC
flights.

Appendix C. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.robot.2023.104588.
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