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Abstract Recommender Systems support a broad range of

domains, each with peculiarities that recommendation

algorithms must consider to produce appropriate sugges-

tions. In the paper, we bring attention to a little-studied

scenario related to the news domain: recommendations

catering to media journalists. Based on the particular needs

inherent to a newsroom, the authors introduce SJORS, a

wire news Recommender System that takes into account

the activities of each journalist as well as other critical

factors that arise in this particular domain, such as wire

news recency. Given the nature of the items recommended,

SJORS deals with the inherent ambiguity of natural lan-

guage by exploiting different semantic techniques and

technologies. The authors have conducted several experi-

ments in a media company, which validated the perfor-

mance and applicability of the system. Outcomes emerging

from this work could be extended to other domains of

interest, such as online stores, streaming platforms, or

digital libraries, to name a few.

Keywords Recommender systems � Semantics � Machine

learning � NLP � Journalists

1 Introduction

In recent years, the world of journalism has undergone a

process of transformation motivated by the growing use of

digital devices for the consumption of news, the conse-

quent change in the advertising model, and the 2008

financial crisis. This process has led to a scenario where the

workforce at newspapers has been reduced, with journalists

being expected to undertake more complex work due to the

tough competition among different media, and the imme-

diacy expected by customers (Siles and Boczkowski 2012).

Editors use external news agencies, which send thou-

sands of articles daily. A sample of these pieces of news,

called wire news (Whitney and Becker 1982), can be seen

in Fig. 1. The amount of data received translates into

complex search tasks for journalists, who must go through

the available wire news to locate the most suitable ones to

prepare their articles. Unfortunately, information overload

is not the only problem journalists must face. They also

constantly need high quality, and above all, recent mate-

rials, making temporal considerations fundamental. The

wire news gain importance the more recent they are, which

is why the latest ones are generally deemed more useful. In

addition, the topics covered by the journalists in the

mid/long term also influence what they perceive as a

helpful piece of wire news.

Recommender Systems (RS), which aim at streamlining

the decision-making process (Ricci et al. 2011), can help

journalists by enabling the discovery–among the many

available–of wire news of interest to them bypassing the

need to search for them. Simultaneously addressing the

aforementioned requirements in a RS, however, is not a

trivial task (Feng et al. 2021). This is compounded by the

fact that the wire news to be recommended are described

using extended, domain-dependent metadata (e.g., dates,
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authors, tags, locations) as well as natural language (e.g.,

the content of the piece of wire news or the description of

their attached photographs). The latter introduces further

difficulties that the recommender algorithm must deal

with–interpretation problems due to the inherent ambiguity

of the natural language (Navigli 2009). A good example is

the word Washington, which can refer to a city, a state, a

person, or a sports team1. Disambiguation is crucial, as it

would enable the system to avoid recommending a sports

journalist a piece of wire news focused on the geographical

place.

In this paper, we introduce SJORS, a Semantic JOur-

nalists Recommender System. SJORS identifies the top-N

most relevant wire news for a journalist at any given time,

which he/she can use in composing news articles to pub-

lish. To do so, SJORS adopts a novel recommendation

strategy that depends upon: (1) the activity of the jour-

nalists, including their searches on the agencies’ databases,

their access to the different previous wire news, and their

edited and published articles, (2) the recency and com-

pleteness of the wire news, and (3) the actual piece of wire

news content, i.e., the natural text which can be permeated

by ambiguity.

Nowadays, newsrooms demand their journalists to reg-

ularly change the topics of the news they cover, to maxi-

mize coverage (Westlund and Ekström 2019). SJORS

leverages the historical interaction of the journalists with

the searching and editing system to identify and prioritize

wire news that best suit the needs and domain of expertise

of a given journalist. Although SJORS offers wire news

deemed suitable for journalists’ current tasks, it also pays

attention to the issues previously worked on by the jour-

nalists. Moreover, SJORS prioritizes the most recent wire

news because they have more up-to-date and complete

information, using the dates and times of entry of the wire

news to the information systems of the newsroom. To offer

personalized suggestions, SJORS analyzes the content of

wire news using semantic techniques based on the repre-

sentation of the text using distributional semantics (i.e.,

word embeddings, representation of words using real-val-

ued vectors that encode the meaning of each word (Turian

et al. 2010)) and on the detection and disambiguation of

the entities in the content. This latter task is known as

Named Entity Linking (Sekine and Ranchhod 2009), which

includes detecting named entities (persons, places, orga-

nizations, products, etc.) in the text and grounding them to

a knowledge base (in our case, Linked Data (Bizer et al.

2011)).

The objectives of this work are twofold: on the one

hand, investigating the most suitable strategy to represent

best the data received in a newsroom from external agen-

cies. On the other hand, designing a tailor-made recom-

mendation system capable of accomplishing the specific

task of assisting journalists with their news selection work.

To the best of our knowledge, there are no works similar to

the one we present in this work, including the exploration

of representation strategies for a new domain such as this

one.

The main contributions of the work presented in this

paper are:

• We propose SJORS, a novel RS for the news domain

which, instead of targeting news consumers, targets

news creators, i.e., the journalists.

• We introduce an algorithm that integrates both tempo-

ral and semantically enriched textual information

Fig. 1 Sample of a piece of

wire news, a text-based piece of

news, in a typical presentation

format within a production

software of a newsroom

1 Ambiguity applies to the descriptive text and metadata if the latter

contains pure textual information, i.e., it is not grounded to an entity

like a knowledge base or a knowledge graph.

123
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seamlessly in the recommendation schema. The algo-

rithm also leverages interest models for both the wire

news and the journalists, which results in more

adequate suggestions.

• We carried out an in-depth study of the characteristics

of the application domain of the RS: the newsroom of a

real newspaper and its daily use of wire news. This

study was conducted within a real production news-

room in close collaboration with the journalists from

Henneo2, one of the most relevant media companies in

Spain.

• Given the lack of datasets and benchmarks in this

domain, we collected data to enable analysis and

evaluation by capturing activity in a real newspaper

newsroom and by collecting the news published in that

period, as well as the wire news received. This resulted

in a dataset which we will share with the research

community.3

• We discuss the results of the exhaustive experimenta-

tion we conducted to showcase the correctness and

validity of SJORS in close collaboration with real

journalists, using data obtained from a real newsroom.

We designed an evaluation environment that allowed us

to perform: (1) offline examinations to tune the models

employed as part of the recommendation process,

and (2) online assessments, to showcase the feasibility

of SJORS.

The rest of this paper is structured as follows. In Sect. 2,

we present background and related literature. In Sect. 3, we

offer insights on the application domain of our proposed

recommender, the newsroom. In Sect. 4, we detail the

design methodology of SJORS. In Sect. 5, we describe our

evaluation framework, as well as the results of the empir-

ical study conducted to evaluate the performance of

SJORS. Lastly, in Sect. 6, we offer concluding remarks and

directions for future work.

2 Related Work

In this section, we review existing literature focused on

news RS. Given the textual nature of the items SJORS

suggests, we also offer background on the language mod-

eling techniques that SJORS exploits.

2.1 News RS

The literature on RS in the news domain is exten-

sive (Karimi et al. 2018; Özgöbek et al. 2019; Raza and

Ding 2022; Wu et al. 2023). News recommendation differs

from many traditional recommendation domains such as

e-commerce or entertainment due to traits inherent to the

domain: (1) the relevance of news items can change very

rapidly (i.e., decline or increase due to recent real-life

events), in contrast to other domains like movies or books,

(2) user’s interest can dynamically change, depending on

different contextual factors like the time of the day, the

features of the user’s device (e.g., mobile phone vs. desk-

top), or the user’s current location, (3) the potential need to

surprise readers, and (4) the capacity of yielding more

diverse reading behavior (Bodó 2019).

Regarding news recommendation strategies themselves,

the most prominent ones are those based on click analy-

sis (Zheng et al. 2018), collaborative filtering (Boutet

et al. 2013), semantic analysis (Cantador and Castells

2009; Wu et al. 2019), association rules (Golian and

Kuchar 2017), context analysis (Gabriel De Souza et al.

2019), deep learning (De Souza Pereira Moreira 2018),

and exploration of social network activity (Kazai et al.

2016). Recent works also consider side issues, for example,

the multiple stakeholders which drive the development of

news recommenders (users, journalists, editors, product

owners, etc.) (Smets et al. 2022), or the influence that this

type of technology can have on society (Heitz et al. 2022).

For an outline of open problems in this area, see Abdol-

lahpouri et al. (2021).

What these works have in common is that the news

consumer is always the major stakeholder. This means that

issues related to news recommendations and the method-

ologies applied to generate such suggestions are centred on

the user for whom the news recommendations are intended.

2.2 RS for Journalists

In recent years, we have gradually seen an increase in the

proposal of tools and systems for newsrooms in the media

based on artificial intelligence (Zhang and Pérez Tornero

2021). For example, Berven et al. (2020) developed an

architecture and prototype called News Hunter that uses

knowledge graphs, natural language processing, and

machine learning together to support journalists. Niarchos

et al. (2022) introduced a system for operating a set of

drones integrated with a data retrieval and semantics pro-

cessing system, aiming to mediate real-time breaking news

coverage.

In the case of SJORS, the main stakeholder is the

journalist, who relies on the RS to distill, from the constant

influx of resources emerging from multiple news agencies

and data sources, the suitable pieces of text that can drive

the timely writing of new articles. Even though the litera-

ture from this perspective is limited, we discuss research

outcomes closely aligned with SJORS below.

2 http://www.henneo.com.
3 The dataset will be made available by directly reaching out to

authors, given the use of proprietary data.
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Montes-Garcı́a et al. (2013) introduced a context-aware

RS for journalists that identifies similar topics across dif-

ferent sources. Cucchiarelli et al. (2017, 2019) proposed a

three-fold knowledge representation in which an explicit,

semantic-rich domain knowledge vector space representa-

tion is incorporated between the user and item spaces. The

strategy introduced in Montes-Garcı́a et al. (2013) favors

proximity (i.e., prioritizes news items that occur in loca-

tions of geographical proximity to that of the user) and uses

videos as its use case. In contrast, the work described in

Cucchiarelli et al. (2017, 2019) suggests aspects related to

an event that remain still uncovered (based on information

reported on Twitter or Wikipedia), as opposed to data

sources that journalists should consider in writing their

articles. Voskarides et al. (2021) studied the task of news

article retrieval in the context of event-centric narrative

creation of journalists. They proposed an automatic dataset

construction procedure combining lexical and semantic

rankers taking into account the chronological order. It is

also worth mentioning Finsense (Liou et al. 2021), a topic-

specific system which assists investors and journalists in

sorting out the information in financial news articles.

All the aforementioned strategies overlook some of the

intrinsic characteristics of a journalist: the typology of their

publications, their historical and recent activity, and the

sudden changes in the topics they have covered. The latter

can be due to the polyvalence imposed on them by the

editors due to limited newsrooms’ workforces, or simply

because of the need to cover absences or vacations.

In changing the focus to the journalist, rather than news

consumers and the news articles themselves, there is an

evident limitation on the use of collaborative filtering

strategies as journalists are known to lack the time and

motivation to perform rating tasks within the frenetic pace

of work that is imposed in newsrooms (Bordogna et al.

2006; Montes-Garcı́a et al. 2013). Moreover, journalists

write about different matters (i.e., the topics they cover

change over time and other journalists’ topics might not

ever overlap), so it might not be possible to extract patterns

of similar users, which is critical for collaborative filtering

strategies.

In recent years, another critical issue has disrupted the

world of journalism: ‘‘fake news’’. These are artificially

fabricated news that mimics media content to serve a

particular non-informational purpose (Lazer et al. 2018).

Research related to fake news has primarily drawn atten-

tion in a political context, but also on topics like vaccina-

tion, nutrition, and stock values (Vo and Lee 2018; Nan

et al. 2021). Note that in our scenario, we deal with curated

and trustworthy sources. Otherwise, we would incorporate

some algorithmic functionalities to detect and filter out

fake news (Sharma et al. 2019).

Overall, to benefit a journalist, an RS should: (1) eval-

uate the evolving profile of the user, (2) consider the pre-

vious publications of the journalists, (3) interpret the

information contained in the wire news themselves,

and (4) place the importance of all these factors in time. As

far as we can ascertain, there is an absence of coverage of

these issues in existing recommendation strategies, which

evidences the need for works that study this interesting and

challenging use case in greater depth, such as the one we

present in this work.

2.3 Language Models

In these last years, the use of different language modeling

techniques based on continuous representations (i.e., word

embeddings) has attracted the attention of researchers

focused on enhancing the recommendation process (Vasile

et al. 2016; Greenstein-Messica et al. 2017; Lv et al. 2017;

Caselles-Dupréet al. 2018; Khattar et al. 2018; Ren et al.

2019). These unsupervised techniques provide a method to

represent each word in a text corpora by a vector in a

continuous space. Vectors can be built using many differ-

ent methods. Still, they all share the capability of capturing

the semantics of the words as they follow the distributional

semantics hypothesis proposed by Firth (1957), ‘‘a word is

characterized by the company it keeps’’. Thus, seminal

works such as Word2Vec (Mikolov et al. 2013) or

Glove (Pennington et al. 2014) have boosted the advances

in many different tasks in the field of Natural Language

Processing (NLP). These embedding techniques provide

static representations of the words (i.e., a word has a rep-

resentation regardless of the context where it appears).

Lately, these embedding models have evolved to pro-

vide contextual word representations, where each word/

sentence vector depends on the context where it appears.

Since 2018, these pre-trained language models (PLM),

which utilize self-supervised learning over raw large-scale

texts, have received special attention. Some samples of this

evolution are ElMO (Peters et al. 2018), a contextualized

word representation that models complex characteristics of

word use (e.g., syntax and semantics), and how these uses

vary across linguistic contexts. Followed by BERT (Devlin

et al. 2018), whose main technical innovation was the

application of bidirectional training through the use of

Transformers (Vaswani et al. 2017). More recently, we

find the different versions of Chat-GPT (Wu et al. 2023), a

chatbot that uses natural language processing to create

humanlike conversational dialogue. Chat-GPT is an inte-

gration of multiple technologies such as deep learning,

unsupervised learning, instruction fine-tuning, multi-task

learning, in-context learning and reinforcement learning.

GPT’s implementations first learn a general language

model on unlabeled raw texts, and then are fine-tuned
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Á. L. Garrido et al.: SJORS: A Semantic Recommender System for Journalists, Bus Inf Syst Eng



according to specific tasks. All these models must always

be adjusted for performing particular tasks, and their

behavior in work scenarios where the modeling of the data

and the actors must be combined with a strict temporal

contextualization is still under study.

In SJORS, we adopt static models as they are easier to

obtain for our particular domain, and have been success-

fully applied for domain-independent keyword disam-

biguation (Buey et al. 2021). These models can be easily

extended to sentences, e.g., SIF (Arora et al. 2019) or

document representations, e.g., Doc2Vec (Le and Mikolov

2014), which we use in this work. Once the use case has

been analyzed and understood, one of the next steps will be

to explore the advantages of using LLM to model both

journalists and wire news.

3 Understanding the Domain

To better contextualize the reach and applicability of

SJORS, we present an overview of the domain of this work.

In particular, we describe the usual work environment and

conditions journalists face in a newsroom.

Modern digital newsrooms are smaller, more nimble,

and less hierarchical than their analogue predecessors (Wu

and Lee 2013). Journalists are more dynamic and versatile

than before, and the topics they write about can change

over time (Linden 2017). The fact that a journalist does not

have a fixed beat at the newsroom is already an important

limitation for recommending wire news. The issue goes

beyond preference change over time as it depends on the

multiple topics that are currently either of interest or the

focus for a journalist, and how those can change back and

forward. For instance, a journalist working in the sports

area may be writing about different topics and then, due to

the characteristics of the texts, evolve, but always within

sports. When leaving the area and working on an article on

international politics, the characteristics of the texts and the

entities changed so much that there is no possible transfer.

Therefore, the only reliable information about a journalist

relates to the activities they carry out–the more recent, the

better.

Due to staff reduction, editors know their reporting

limitations and do not try to cover everything on their

own (Carson and Muller 2017; Kramp and Loosen 2018).

Journalists use software tools to access wire news, i.e.,

pieces of news from agencies and other external sources,

such as correspondents, special reporters, and/or photog-

raphers. These tools are usually either the agencies’ own

websites, or proprietary tools that manage the content,

index it, and provide search tools. In a typical newsroom, it

is easy to receive more than 15,000 external wire news per

day.

It is difficult for journalists to find the most helpful

information relevant to their needs. Even more so if the

wire news is not purged from the editorial system,

impacting the number of them available for consideration.

Thus, in this work environment, an RS independent of the

agencies’ search system is a perfect fit, customizing the

content to each journalist.

Figure 2 shows an overview of the typical information

flows in any media newsroom (Gürsel 2012; Cohen 2019;

Johnson and Radosh 2023). The presence of an RS such as

SJORS could help journalists by exploiting the information

stored in the wire news database and production news

database.

Figure 2 shows the following elements:

1. On the left side, we find the external information

sources of the newsroom: agencies and collaborators.

They send text-based wire news, which are stored in

the Wire news Database through an input manager

system of a specific Wire news’ Input Software. As

most media newsrooms work with several agencies,

the presence of an integrated tool that enables access to

all their sources becomes a key requirement to improve

efficiency (wire news Search Engine in the figure).

2. Journalists search and select wire news to read. Wire

news appearing in the searches and wire news accessed

are usually stored into a Wire news Database, kept by

the system to avoid losing any source.

3. Journalists prepare their articles working on the News

Editing System. The intermediate work they do before

publishing the definitive piece of news is difficult to

record since it can also be done outside the system,

using other office tools (word processors, notepads,

etc.).

4. Journalists produce the final Media News by using the

News Editing System. These pieces of news are stored

in the Production News Database.

4 SJORS: Our Proposed News Recommender

for Newsrooms

We discuss SJORS’ design; its complete architecture is

depicted in Fig. 3. SJORS consists of four modules: three

for modeling wire news, published news, and journalists,

and another one for recommendation generation. SJORS

also includes a subsystem that produces the different vector

types that are used for modeling purposes.

Following, we first describe the research objectives and

the data considered for the design of SJORS. We then

explain how to model the data elements, presenting how

the vectors and different techniques are obtained. In addi-

tion, we explain the approach used to model the journalists
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themselves. Lastly, we outline the recommendation

process.

4.1 Research Objective and Considered Data

The research objective of this work is to develop and

evaluate a system that can help journalists by identifying

the most relevant wire news received by external agencies.

This is done for a given journalist at a given time, and

within the context of a particular newsroom. To accomplish

this task, we propose a system (SJORS) able to:

1. Analyze articles previously authored by the journalist

using the newsroom production software. The infor-

mation that can be extracted from these pieces of news

provides SJORS with a view of the long-term profile of

this journalist, modeling the diverse topics that he/she

has recently covered.

2. Obtain all the wire news recovered by the journalist’s

searches from the agency news database. This infor-

mation provides SJORS with a broad view of the topics

that the journalist might be currently interested in.

3. Consider the journalist’s interactions with the wire

news retrieved in response to prior searches (i.e.,

accessed to read). This provides SJORS with a fine-

grained view of the journalists’ particular and recent

interests.

As shown in Fig. 2, we propose that SJORS can access

both databases (i.e., the piece of wire news and production

databases) for generating personalized recommendations to

journalists.

SJORS models a journalist profile based on information

that increasingly varies in its immediacy: from more static,

i.e., the domains that the journalist usually covers, to more

dynamic and volatile, i.e., the wire news that has captured

his/her attention in the stream of news that is continuously

arriving at the newsroom. SJORS then considers the long-

term profile (publications) and a short-term one (searches

and accesses), respectively. In practice, they are inter-

twined in time. For this reason, SJORS does not consider

them separately.

With the information extracted from the different pieces

of news and wire news considered (all of them text-based

elements), SJORS can capture the specifics and possible

modifications/evolution of the topics the journalist has

focused on during a specific time frame. This time frame

may vary depending on the characteristics of each

newsroom.

As stated in Sect. 3, journalists mainly use wire news as

their source of documentation. Thus, the recommended

wire news, as well as the journalists’ interests, are repre-

sented in our system through the content in text format that

accompanies these wire news themselves. We also

acknowledge the importance of multimedia elements

(photos, videos, graphics, etc.), but, as they require dif-

ferent technical solutions to be managed, we consider them

out of the scope of this work, leaving them as future work.

4.2 Representing Wire News and Pieces of News

To handle and recommend the wire news, SJORS simul-

taneously leverages different content-representation

Fig. 2 SJORS’ application

context. The grey arrows

represent the flow of the wire

news and the pieces of news; the

white ones represent the

journalist’s actions. Also noted

are the different steps in a

common newsroom’s

workflow: (1) wire news entry,

(2) searches and inquiries, (3)

journalists’ work, and (4) news

publication
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strategies that provide a vector representation of the text of

the wire news with diverse levels of semantics (Camacho-

Collados and Pilehvar 2018). We describe such modeling

approaches in detail as they are also the basis for the

journalist’s representation.

4.2.1 Modeling Using BOWs

We first describe the simple, yet effective, Bag of Words

(BOW) technique Zhang et al. (2010). For each piece of

wire news, SJORS uses together the title and the body text

of the news item to build a BOW representation with a

configurable amount of words paired with their weights.

Given that this vectorization is the most straightforward

one, it is treated as our baseline in our experiments.

To achieve this representation, SJORS includes a dedi-

cated module in its architecture called BOW Vectors

Generation (see Fig. 3). The first step is to lemmatize4 all

the words in the text. This process simplifies the task of

obtaining keywords and reduces the number of words the

system has to examine. Moreover, SJORS eradicates stop

words: prepositions, conjunctions, articles, and other words

with low semantic information. After lemmatization and

stop word removal, the system has a list of significant

keywords for each piece of wire news. To capture the

importance of keyword k within a text T, SJORS uses the

well-known TF-IDF weighting strategy (Salton and

Buckley 1988):

TF�IDFðk; TÞ ¼ TF � log10
jCj
Ck

� �
ð1Þ

where TF is the frequency of k in T (raw count of a term in

a document divided by the raw count of all terms), |C| is the

total number of documents in a given collection C, and Ck

is the number of texts in C that contains k. Each piece of

Fig. 3 Overview of the RS

SJORS modeling the data

through several approaches

(BOWs, Named Entities, and

Word Embeddings)

4 A lemma can be defined as the canonical form representing each

word, for example ‘‘going’’, ‘‘gone’’, or ‘‘went’’ has the same lemma,

‘‘go’’.
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wire news is represented by a vector containing lemma-

tized words with their respective TF-IDF weights, which

we call vector vtBOW . The use of these vectors implies that,

when performing operations over the wire news, these

operations are executed over vectors of wire news with

dimensions that are the union of the vocabularies/words

that composed them. However, for the sake of efficiency

and without loss of generality, SJORS considers the 100

most frequent components. The system stores these

top 100 terms after their calculation to obtain the final

recommendation. This amount of terms is sufficient to

model wire news, as empirically verified in different works

related to news (Garrido et al. 2016, 2017).

4.2.2 Modeling Using Named Entities and Linked Data

The second vectorization technique used in SJORS exam-

ines Named Entities (NE) (Sekine and Ranchhod 2009). In

the text of the wire news, it is easy to find names of people,

places, or companies. For example, if the piece of wire

news contains the phrase ‘‘San Francisco’’ then together the

words could be considered as a single named entity to

capture its actual meaning. This is a better option than

considering the words ‘‘San’’ and ‘‘Francisco’’

independently.

We explicitly tackle this problem in SJORS by

exploiting Linked Data repositories, which make available

structured data on the Web (Bizer et al. 2009). We do so

by leveraging NEREA, an automatic Named Entity Rec-

ognizer and Disambiguation system (Garrido et al.

2016, 2017)5, which we briefly discuss below for the sake

of completeness, ensuring that the work presented is self-

contained.

4.2.2.1 4.2.2.1 NEREA Overview NEREA aims to rec-

ognize relevant entities from a text in a local document

database and disambiguate them. The system uses three

types of knowledge bases: (1) local classification resour-

ces, (2) Linked Data, and (3) its catalog denominated

Entity Catalog. Local information can have different for-

mats: a close list of terms, a thesaurus, or an ontology. The

result of the process is an Entity Catalog that contains a set

of disambiguated relevant entities within the local reposi-

tory, which are used to represent people, organizations, or

locations.

For entity recognition, NEREA:

1. Receives as the input a named entity, and its context,

i.e., the whole text where that named entity is located.

The context will help to select the entity referenced by

the named entity.

2. For each named entity detected in a text, NEREA

checks if it already exists in the named entity catalog.

In case it does not, NEREA searches for information

related to the named entity in the local classification

resources, or through Linked Data sources. In each of

these sources, NEREA locates the possible candidates

that match the named entity, resulting in a list of

candidates.

3. With the most relevant words of the text where the

named entity appears, NEREA calculates its BOW and

builds a weighted context vector using TF-IDF for

each word.

4. Compares each vector to the context vector generated

by the same procedure for each candidate, using the

cosine similarity, a common method used to measure

the similarity using the BOW model.

To illustrate the NEREA application, suppose we found the

named entity ‘‘Barcelona’’ in a news item. It is a term that

can have several meanings, out of which we focus on three

very different ones: 1) the Spanish city, 2) the soccer team

of that city, and 3) the botanist Julie F. Barcelona. In the

content of each news item, a series of words will appear

that, due to their relevance, will form the context vector. In

the case of the city, these words can be: ‘‘ramblas’’,

‘‘beach’’, ‘‘town hall’’, etc. In the case of the soccer team,

we find: ‘‘match’’, ‘‘result’’, ‘‘coach’’, etc. Finally, in the

case of the person, we find, for example, ‘‘botany’’, ‘‘sci-

entist’’, ‘‘New Zealand’’. Both the city and the soccer team

will almost certainly appear referenced in the local clas-

sification resources of any Spanish media, and with the

context information generated from the published news, it

will be possible to detect whether the news is about the city

or the soccer team. But if the news is related to the biol-

ogist, we can use DBpedia6 (Auer et al. 2007) (one of the

main hubs of Linked Data), where the entry7 provides

enough context (using the abstract field) to discover that

the news item actually refers to her.

In summary, the purpose of this process is to obtain a

local catalog of unique and unambiguous entities, linked

with local metadata or external Linked Data, which can

provide knowledge to the entity. This enables NEREA to

perform the disambiguation tasks automatically, with that

catalog as the main resource of the local environment.

4.2.2.2 Application of NEREA to SJORS To disam-

biguate the entities in the incoming wire news, SJORS

builds an Entity Catalog using the aforementioned

methodology. The Entity Catalog stores a list of records,
5 NEREA was chosen for NE extraction due to its applicability to the

news domain. Prior experiments verifying its effectiveness (70% at

F-Measure, as reported in Garrido et al. (2016)).

6 https://www.dbpedia.org/, although we use the Spanish version.
7 https://es.dbpedia.org/page/Julie_F._Barcelona.
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each one formed by the following elements: (1) the entity

itself (unique), (2) a list of related named entities (they can

appear in other records), (3) an URL to link to an external

source in Linked Data Format (e.g., DBpedia) that contains

textual information about the entity, and (4) a set of key-

words obtained from the textual information about the

Linked Data. The creation of the Entity Catalog is an

offline process that has to be performed before deployment.

However, despite the high number of different entities that

can be found in the wire news received, its update is effi-

cient and can be done continuously and incrementally as

the information goes into the newsroom’s news agency

database.

SJORS uses the named entities contained in the wire

news for composing the vectors, called item vector vtNE. To

obtain this representation, SJORS includes a dedicated

module in its architecture called NE Vectors Generation

(see Fig. 3). After the lemmatization process, with the help

of a morphological analyzer, the system selects those

words detected as named entities8. Unlike BOW, we do not

remove stop words, as they can be part of NEs Using again

TF-IDF as defined in Eq. (1), the system obtains the fre-

quencies of appearance of the named entities to generate

the weighted NE vectors. It is important to note that the

TF-IDF approach is usually associated with power-law

distributions, and its use is appropriate in the context of the

news and the named entities (Zhang and Skiena 2014),

having been validated empirically in the past by Garrido

et al. (2016).

4.2.3 Modeling Using Word Embeddings

For modeling wire news, SJORS also considers techniques

based on static word embedding techniques (WE) (Turian

et al. 2010) that produce representations at different levels:

word, sentence, and document embedding. All of them

require a neural network model to learn word associations

from a large corpus of text, and once trained, the model is

used to identify words whose meaning is similar regardless

of syntax. Below is a brief description of each of these

approaches:

1. Word2vec (W2V): Word-level embeddings are based

on the embedding approach described in Mikolov et al.

(2013). In this case, two-layer neural networks are

trained to reconstruct linguistic contexts of words and

produce a vector space, typically of several hundred

dimensions, where each unique word in the input

corpus is assigned to a corresponding vector in the

space. Words that share a common context in the

corpus are located close to one another in the vector

space. The vector representation of each piece of wire

news is obtained using the W2V representation of its

words, which are averaged using their centroid.

2. SIF: Building on W2V, SIF (Arora et al. 2019)

represents a sentence by a weighted average vector

of its word vectors, from which the most frequent

component of the document corpus is subtracted. The

most frequent component is obtained using PCA/SVD9

over the whole vocabulary vector representation,

considering that this vocabulary representation already

captures the information seen in the corpus. This

component may encompass words that frequently

occur in a corpus but lack semantic content, acting

similarly as IDF term in TF-IDF scoring scheme.

3. Doc2vec (D2V): This embedding method has a differ-

ent learning strategy (Le and Mikolov 2014). It

exploits the idea that the prediction of neighboring

words for a given word strongly relies on the document

as well. It is an extension to the W2V models, adding

another feature vector, which is document-unique, and

its goal is to directly embed each document in the

vector space, regardless of its length. In this case, the

vector of each piece of wire news is directly calculated

by the trained model given the text of a piece of wire

news.

Regardless of the embedding technique used, SJORS can

generate WE vectors denominated item vector vtWE. For

this purpose, SJORS uses a dedicated module in its archi-

tecture called Word Embeddings Vectors Generation (see

Fig. 3). This module is also in charge of building the

required models offline. SJORS needs access to the Agency

News Database to build an internal specific large dataset of

news. Note that the vocabulary, the named entities, and the

writing style (in this case, journalistic style) from the text

of this large dataset have to be aligned, given the specificity

of each wording and domain it covers, with the text data

from the Agency News Database and the Production

Database.

4.3 Modeling Journalists

To model journalists, SJORS explicitly accounts for the

relationship that the journalist has with the accessed wire

news and his/her published articles. To capture the jour-

nalist’s interests, SJORS relies on three different vectors:

8 For NE recognition, SJORS uses Freeling (http://nlp.lsi.upc.edu/

freeling), a natural language tool capable of processing the Spanish

Language.

9 Principal component analysis (PCA) and singular value decompo-

sition (SVD) are commonly used linear dimensionality reduction

approaches in exploratory data analysis and Machine Learning. They

attempt to find linear combinations of features in the original high

dimensional data matrix to construct a meaningful representation of a

dataset.
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• Previous Search Results (PSR). SJORS keeps track of

the previous searches performed by the journalist,

obtained from the Wire news’s Input Software (see

Fig. 3). From each search, SJORS uses the top-k wire

news (i.e., the most relevant) for creating a set of items

called PSR set10. This set reflects the context of the

different searches that the journalist has conducted on

the Wire news’s Input Software. Using the wire news in

PSR, SJORS builds vPSR, a vector obtained by averag-

ing the respective wire news’ vectors.

• Accessed Wire news (AT). Apart from PSR, SJORS

keeps track of the items that the journalist has accessed

for a complete reading, also obtained from the Wire

news’s Input Software (see Fig. 3), called the AT set.

This set captures the actual journalists’ current focus of

research/interest. AT is then used by SJORS to build

vAT , a vector obtained by averaging the vectors of the

accessed wire news in AT.

• Published News (PN). Lastly, SJORS turns to a set that

contains the texts of the pieces of news published by the

journalist. These news articles capture the general

domain of the recent activity of the individual. The set,

called PN, is obtained from the Newsroom Production

Software (see Fig. 3) and it is used to build the vector

vPN .

SJORS models a journalist as a combination of these three

vectors (i.e., vPSR; vAT ; vPN), calculating a linear combina-

tion of the components into one vector called journalist

vector vJ :

vJ ¼ A � vPSR þ B � vAT þ C � vPN ð2Þ

with A, B, C between 0 and 1 and A þ B þ C ¼ 1.

Due to the nature of the items they contain, the sets of

wire news that are used for modeling have different lifes-

pans, which have to be adapted to the particular work pace

of the newsroom. On one hand, the contents of PSR and

AT have to be updated frequently depending on the number

of wire news entering from outer agencies, as well as the

inner maintenance policy (i.e., the lifetime of a piece of

wire news in the system). On the other hand, the temporal

window (or the number of items considered) for PN also

has to be adjusted to reflect the actual subject flexibility

requirements of the journalists. For example, when

deploying SJORS in a real-world newsroom, we observed

that a journalist writes an average of one or two news

articles each day, which means that 20 news articles rep-

resent between two to four working weeks (considering

days off). This amount of time was enough to define the

topics recently addressed by that journalist as shown in our

experiments (see Sect. 5). In our setup, going further back

in time does not seem to have much interest, since the

topics to be published in a media change pretty frequently.

4.4 Recommendation Generation

The Recommendation Generator is the last step in Fig. 3.

Using the vectors representing the wire news and the vector

capturing the interests of the journalists (vt and vJ ,

respectively), SJORS determines the relevance of a given

piece of wire news t for a given journalist J as follows:

relðJ; tÞ ¼ a� 1� ðdt0 � dttÞe

Te

� �
þ b� cosðvJ ; vtÞ ð3Þ

where dt0 the current time, dtt the time when the piece of

wire news was received in the system, T the maximum time

that the item is kept in the system, e a parameter that

defines the novelty and importance of the item for the

ranking, cos is the popular cosine similarity (Li and Han

2013; Gunawan et al. 2018), and vJ and vt the vectors

associated to the journalist and the piece of wire news,

respectively.

Equation (3) has three coefficients (a, b, e) that modu-

late the importance of each of the two dimensions that form

it, time and similarity:

• a represents the weight of the novelty of a piece of wire

news since in our approach we assume that the newest

wire news is going to be more interesting to a

journalist.

• b represents the weight of the proximity of the topic of

the wire news on the topics the journalist is interested in

(the cosine similarity).

• e is a coefficient to adjust the weight of the importance

of the recentness of the piece of wire news for the

journalists. Values between 0 and 1 result in a smooth

importance decay, while values above 1 translate into a

sudden drop in the importance of a piece of wire news

as soon as it takes a certain time in the system,

flattening the values of the recommendation. We have

observed in the experiments that value close to 1 are

best suited to the newsroom domain.

These coefficients are determined empirically, adapting

them to the particularities of each newsroom. Once they are

set up, SJORS generates the list of Top-N wire news for

each of the journalists in the newsroom, ordering them by

the rel(J, it) value.

It is possible to find duplicate elements among wire

news considered for recommendation–it is very common

for a piece of wire news number to be sent several times

sent by one or several agencies. Thus, SJORS eradicates

duplicates by removing from the Top-N list items that have

an overlap greater than 90% as determined using ROUGE-

N (Lin 2004), a well-known metric used for comparing10 In our setup, we experimentally set K = 10.
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texts. In those cases, the piece of wire news of smaller size

is eliminated from the top-N list.

5 Experiments and Analysis

In this section, we first describe the dataset we have col-

lected for assessment purposes. Then, we describe the

metrics employed to quantify the performance of our pro-

posed recommender as well as the experimental frame-

work. Finally, we discuss the results of the empirical

assessment that we have performed to analyze the design

and overall performance of our approach.

5.1 Standard Dataset and Established Baseline

To our knowledge, there is no standard dataset in the

domain under study. Thus, to gather data necessary for

evaluation, while preserving the environment as real as

possible, we established a collaboration with Henneo, the

seventh Spanish communication group by turnover vol-

ume, with several media devoted to local and national

scope.

We built a dataset, called HenneoNR21, that captures a

real newsroom work environment. We registered the

activity of a group of 20 randomly-selected journalists for a

one-month period (30 days) in the newsroom of the

newspaper Heraldo de Aragón. Both the news and the wire

news contained in the dataset are in Spanish. The activities

tracked from journalists in HenneoNR21 include informa-

tion from the external agencies database and the production

database:

1. Searches: The external news search engine only allows

to query the database using date range and free text

filters, obtaining a list of headlines of the wire news

included within the scope of the search. Whenever a

journalist performed a search, a trace with the list of

the wire news retrieved was stored along with his/her

ID.

2. Accesses: When browsing search results, the wire news

that the journalist selected to further read (i.e., clicked

on the headlines) were also traced, indicating that they

have been accessed for further analysis.

3. Publications: The production software kept track of the

authorship of the different pieces of news written,

which allowed us to access the last pieces of news

published by each journalist on the media.

We summarize in Table 1 the main topics often covered by

the journalists who participated in our data collection

process. Recall that journalists in newsrooms can be ver-

satile and work on several topics at the same time.

As wire news from news agencies are purged after four

days, we created a copy of the input coming from the

agencies. We archived over the month period 164,628 wire

news in a test database outside the production system. We

integrated this test database along with the journalists’

activity information to make it possible to completely

replicate journalists’ behavior on real data. This allowed us

to analyze and probe the applicability of SJORS in a

controlled environment.

5.1.1 Capturing Data

To create a gold standard that could be used for evaluating

SJORS, we randomly selected a total of 100 publications

from these 20 journalists, published during 30 days along

which we built the dataset. More than one piece of wire

news can be appealing to a journalist J in terms of helping

him/her compose a publication P. These wire news are

denominated ‘‘relevant’’.

5.1.2 Relevance Assessment

Requiring journalists to label as ‘‘relevant’’ or ‘‘not rele-

vant’’ wire news presented to them is not feasible due to

daily time concerns. We argue that semi-automating this

process can be achieved by looking for wire news that

present a high amount of overlapping content with respect

to a corresponding publication because the wire news have

been searched and accessed before the publication of the

pieces of news. To quantify the degree of overlap between

a piece of wire news (T) and the news published by the

journalist (PN) we use ROUGE-N (Eq. 4).

ROUGE�N ¼
Pgramn2I

i¼1 CountmatchðgramnÞPgramn2I
i¼1 CountðgramnÞ

ð4Þ

where n is the length of the n-gram, CountmatchðgramnÞ is
the maximum number of different n-grams co-occurring

between T and PN, and CountðgramnÞ is the number of

different n-grams in PN.

In the newsroom domain, a recommended item (a piece

of wire news) T is treated as relevant to a given journalist J,

if T’s topic and content are closely related to the news that

the journalist will later publish. It is not practical for

journalists to manually verify the relevance of each of the

aforementioned 100 publications. Thus, we identify as the

‘‘ideal’’ (i.e., relevant) wire news that should be suggested

to the corresponding journalist the top-10 with the highest

ROUGE value (from those collected four days11 before

each of the publications). We do so given that we knew

11 Four days is the average time in which an article can be worked on

before its publication, according to the information obtained from real

journalists.
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what the journalist finally published. ROUGE only serves

to verify a-posteriori, or as in this case, to help us to pro-

duce our Gold Standard.

To evaluate the approaches based on the use of word

embeddings, a database with a large volume of news was

necessary to be able to generate the models. For this, wire

news from different agencies were stored for several

months until reaching two millions.

Given that the resources in HenneoNR21 refer to private

data of Heraldo de Aragón and the news agencies, it is not

possible to make this dataset publicly accessible. However,

researchers interested in accessing HenneoNR21 for

experimental purposes are encouraged to email the corre-

sponding author to provide access through a private

agreement.

5.2 Metrics

To quantify the performance of our proposed recom-

mender, we use two common performance measures:

Normalized Discounted Cumulative Gain (nDCG) (Järve-

lin and Kekäläinen 2002) (Eq. 5) and Mean Reciprocal

Rank (MRR) (Croft et al. 2010) (Eq. 7). The former con-

sider the correctness of the recommendations and penalizes

relevant recommendations positioned lower in the ranking.

The penalization is based on a reduction, which is loga-

rithmically applied to the position of each relevant item in

a ranked list. The latter captures the average number of

suggested items a user has to scan through to identify a

relevant one.

The nDCG for a recommendation list L generated for a

user J is calculated as:

nDCGL;J ¼ DCGL;J

IDCGJ
ð5Þ

with DCGL;J defined as:

DCGL;J ¼ lJðT1Þ þ
XjLj
i¼2

lJðTiÞ
log2ði þ 1Þ

ð6Þ

where Ti is the i-th item in L, lJðTiÞ is J’s utility for Ti (i.e.,

1 if relevant, 0 otherwise); and IDCGJ is computed as

DCGL;J , with respect to a list consisting only of the items

relevant to J in non-increasing order of utility according

ROUGE value.

The MRR for L given J is computed as:

MRRL;J ¼ 1

jQj
XjQj

i¼1

1

ranki

ð7Þ

where ranki is the ranking position of the first relevant

recommended piece of wire news for a sample of queries

Q.

5.3 Experimental Setup

We detail the experiments conducted to assess SJORS.

5.3.1 Ablation Study

We have performed an ablation study using five different

vector representations in five experiments for obtaining the

ideal top-N recommendations. The objective is to see

which is the best methodology, both at a general level and

in particular according to the topics covered by the jour-

nalists. In the first experiment of the study, the wire news

and the journalists were modeled using the BOW vectors.

In the second one, the modeling was performed using NE

vectors disambiguated through Linked Data. Experiments

3, 4, and 5 cover the use of three different techniques based

on word embeddings: Word2vec, Doc2vec, and SIF,

respectively. Finally, we evaluate a linear combination of

the five techniques to try to find combinations that offer

better results.

5.3.2 Time Considerations and Calculations

In all these experiments, once the wire news and journalists

were modeled, for each publication P made by a journalist

J in HenneoNR21, we identified the corresponding best

top-N wire news recommendation following the Eq. (2)

presented in Sect. 4.3. To simulate the behavior of a

newsroom as much as possible in our experiments, we

considered as candidate wire news to be recommended

those available at 20 P.M. of the day before the publication

P was included in the newspaper. We selected this cut-off

since our observations revealed that it is the peak hour for

Table 1 Detailed information about the journalists from the news-

paper Heraldo de Aragón whose activity has been collected to create

the dataset used for evaluation purposes

Main topics Journalists Frequency Size (words)

Local 4 Daily 300–900

Sports 4 Daily 300–900

National-international 2 2–5 a week [ 900

Culture 2 Weekly 300–900

Events chronicle 2 2–5 a week \ 300

Economy and business 2 2–5 a week 300–900

Editorial 2 Weekly \ 300

Entertainment 2 Weekly [ 900
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writing the articles to publish them in the newspaper of the

next day12. SJORS gets the 10 more relevant wire news

and calculates nDCG and MRR to evaluate each recom-

mendation list using Equations (5) and (7), respectively.

When a journalist J performs an action, the journalist

vector vj is recalculated using Eq. (2), and then SJORS

generates the top-N recommendations by examining each

available piece of wire news and determining its relevance

to J using Eq. (3). Thus, the top-N recommendations for a

working journalist are continuously recalculated for taking

into account his/her activity and the continuous entry flow

of wire news.

5.3.3 Dataset Split

For experiment purposes, we divided HenneoNR21 into

two parts: one for development and one for testing. For the

development dataset, we select the data from the first 24

days of the month, with their corresponding 80 publica-

tions from the selected journalists. The testing dataset

consists of the information belonging to the remaining 6

days, including 20 publications edited by the journalists.

We did not employ cross-validation in our evaluations as it

we would break the adequacy of the recommendation to the

temporal thread.

5.3.4 Parameter Exploration

Using the development dataset, we followed a traditional

parameter sweeping strategy (with increments of 0.1

among coefficients) and set SJORS’ coefficients. Using

different coefficient values for A, B, C, a, and b, SJORS
generated recommendations for (journalist, publication)

pairs in the development dataset, which were evaluated

based on the gold-standard (i.e., top-10 ideal wire news)

using nDCG and MRR. As argued in Sect. 4.4, we estab-

lished parameter e from Eq. (3) to 1, to have a linear

decrease in the importance of the news according to their

recentness13. The computed nDCG and MRR were aver-

aged over all (journalist, publication) pairs in Hen-

neoNR21. Lastly, we settled for coefficient values for each

vector modeling, which led to overall better suggestions.

These coefficients, shown in Table 2, are used as the

default parameters for SJORS for subsequent evaluation

purposes.

5.4 Results, Analysis, and Discussion

Following the experimental framework discussed in

Sect. 5.3, we evaluate the effectiveness of our proposed

recommendation. For each model setup, and performing a

sweep, we looked for the set of coefficients that lead to the

best performance, as shown in Table 2. The best result is

provided by the study carried out with word embeddings

generated by SIF, and we can observe the importance of

the accessed wire news (parameter B), while the recentness

of the piece of wire news (parameter alfa) and the simi-

larity of the topics between the piece of wire news and the

journalist (beta parameter) are compensated.

Using the best coefficients for each model, and consid-

ering separately the topic groups of Table 1, we evaluated

our approach on the testing dataset. A summary of the

results is presented in Table 3.

Finally, to best take advantage of the different repre-

sentation techniques to model journalists and wire news,

we consider another approach for a recommendation based

on a weighted linear combination of the different methods.

We run a parametric sweep of the different methods, each

of them with their best parameters appearing in Table 2,

and then point to which one is the best option. Best global

results are given in Table 4, where the importance of

methods based on word embeddings can be appreciated.

Results summarized in Table 2 reveal that, on average,

SJORS works better when vectors are modeled with

semantic approximations based on NE and SIF. Moreover,

it emerges from the results reported in Table 4 that SJORS’

best performance is the result of combining all the mod-

eling techniques, as all contribute to representing items,

users, and context from complementary perspectives. It

should be also noted that the values of semantic approxi-

mations based on WE are always relevant in the best

configurations.

5.4.1 Study of the Coefficients

When observing the importance of the coefficients of

Eq. (3) in Table 2, another significant finding is that, in

general, when SJORS builds the journalists’ vector vj using

the Eq. (2), the most important is his/her access to the

detail of the wire news (vAT , coefficient B), while the

searches (vPSR, coefficient A), and the publications he/she

made in the past, (vPN , coefficient C) are less relevant.

Nevertheless, we cannot directly get rid of them as the

profile of the journalist. The low relevance of coefficient

C might be due to the dynamism of the newsroom. If

journalists work for several sections, or there is high

turnover in the newsroom staff, the value of the C coeffi-

cient is low. In any case, the value for these parameters

12 Note that every time recommendations are generated, the corre-

sponding published pieces of news are compared with an average

number of 20,000 wire news.
13 We tested higher values of parameter e, but the decrease was too

steep and flattened the recommendations favoring just the most recent

items.
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should be tuned for the different deployment scenarios to

make sure whether the historic profile is relevant or not.

5.4.2 Temporal Analysis

If we look in Table 2 at the parameter alpha, which cap-

tures the importance of how recent a piece of wire news is,

compared to the beta parameter, which measures the

degree of similarity between the topics of the piece of wire

news and those covered by the journalist, we see that

although in general the parameter beta has a little more

weight, the temporal aspect cannot be neglected. That

indicates that the novelty factor of a piece of wire news is

something to take into consideration.

5.4.3 Topic Oriented Analysis

Based on the conducted preliminary exploration, given the

relatively low number of published news, we observe that

in micro and macro-averaged results SIF beats the rest of

the approaches (see Table 3). But it is also noteworthy the

low performance of WE-based approaches for economy

and business, culture, and sports topics, which can be

explained by the advantage that keyword and NE-based

approaches can have when proper names are the most

relevant elements.

From results reported in Table 3, we also see that are

two topics for which SJORS apparently has not given the

expected results: editorial and entertainment. On the one

hand, editorial articles provide a specific perspective on an

issue and often use a vocabulary and writing style that

greatly differs from the straightforward, fact-based

reporting often seen in wire news. On the other hand, the

entertainment section typically includes interviews, infor-

mation about health, beauty, religion, hobbies, books, and

authors. It is important to note, however, that this section

only appears in the newspaper once a week, i.e., on

Table 2 Summary of the micro-averaged results obtained by SJORS

on the testing dataset using the best coefficients determined via

parameter sweep using the development dataset. Parameters A, B, and

C are the weight of, respectively, Previous Search Results, Accessed

Items, and Published Items. Parameter alpha represents the time, and

beta the similarity between journalists’ interests and wire news

Model nDCG MRR A B C a b

BOW 0.501 0.633 0.2 0.8 0 0.3 0.7

NE 0.53 0.675 0 1 0 0.2 0.8

W2V 0.48 0.62 0 0.7 0.3 0 1

D2V 0.481 0.703 0.1 0.8 0.1 0.4 0.6

SIF 0.544 0.783 0 0.8 0.2 0.4 0.6

The values that provide the best results are shown in bold

Table 3 Micro and macro-averaged exploratory results obtained by

SJORS on the testing dataset grouped by topics using the best

coefficients determined via parameter sweep using the development

dataset. The subtotal represents the number of pieces of news of each

topic published by the journalists

Method ! BOW NE W2V D2V SIF

Main topic (subtotal) # nDCG MRR nDCG MRR nDCG MRR nDCG MRR nDCG MRR

Local (5) 0.819 1 0.832 1 0.853 1 0.925 1 0.935 1

Economy and business (2) 0.597 1 0.683 1 0.585 1 0.585 1 0.437 1

Events chronicle (2) 1 1 0.765 1 0 0 0.322 0.2 1 1

Culture (3) 0.47 1 0.437 1 0.25 0.2 0.3 0.33 0.45 0.5

Sports (3) 0.376 0.5 0.571 0.75 0.717 1 0.584 1 0.52 1

National-international (2) 0.554 0.33 0.61 0.25 0.83 1 0.379 1 0.508 1

Editorial (2) 0 0 0 0 0 0 0.213 0.5 0.137 0.33

Entertainment (1) 0 0 0 0 0 0 0 0 0 0

Micro-average 0.501 0.633 0.53 0.675 0.48 0.62 0.481 0.703 0.544 0.783

Macro-average 0.477 0.603 0.487 0.625 0.404 0.525 0.413 0.628 0.498 0.728

The values that provide the best results are shown in bold

Table 4 Best results of SJORS on the testing dataset by using a linear

combination of the item modeling techniques

BOW NE W2V D2V SIF nDCG MRR

0.2 0.1 0.2 0.4 0.1 0.606 0.816

0.1 0.2 0 0.5 0.2 0.600 0.816

0.2 0 0.1 0.2 0.5 0.560 0.833

0.2 0 0 0.2 0.6 0.555 0.833

The values that provide the best results are shown in bold
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weekends. Wire news is seldom useful for this type of

content, as the topics covered in the entertainment section

are heterogeneous and can greatly vary from week to week,

making previously published news in this section unrelated

to current stories.

5.4.4 Applicability to Journalists

A positive aspect regarding SJORS’ behavior is its ability

to quickly suggest interesting content to the journalist. The

influence of the journalist’s past publications in obtaining

good suggestions among the recommender items is very

limited in most cases (note the low weight of parameter C,

see Table 2). This suggests that SJORS does a great job in

the short term, which is why despite having little data when

a new journalist joins the newsroom, soon wire news

suitable for their activity will be recommended. Another

insight that seems to emerge from the presented results is

that SJORS yielded better results for journalists who more

frequently work in the newsroom (as we can see in Table 3,

for example, Local vs Entertainment), which is logical

because SJORS have more information about them.

5.4.5 Comparison

Comparisons with existing works focused on RS for which

journalists are the main stakeholders could not be addres-

sed. This is because the information considered in other

works, discussed in Sect.2, is quite different from SJORS,

and, consequently, the datasets are incompatible. As a

result, those systems are hardly comparable in an offline

setting, and it has not been possible to make coherent

comparisons. On the one hand, other works present a dif-

ferent task than SJORS. Moreover, neither strategy bears in

mind what in SJORS have been considered as modeling

characteristics of a journalist: the typology of their publi-

cations, the historical and recent activity over the wire

news received at the newsroom, and the changes in the

topics they have covered. Another important fact is the

situation in the timeline of the news, an aspect that is not

usually considered in other works. The datasets used in

these works do not include all this information, so a rig-

orous comparison cannot be made.

6 Conclusions and Future Work

In this work, we have introduced SJORS, a novel Rec-

ommender System in the news domain. Unlike the vast

majority of research work targeting this area, SJORS is

customized to journalists, instead of news consumers. In

fact, SJORS aims at identifying wire news that journalists

can use to ease their news article writing process.

The main contributions of this work are:

• We have provided an in-depth study of a particular

domain and use case: the recommendation of wire news

to journalists in a newsroom. The objectives of the

users, the implications of choosing one or another

news, and the factors involved in the recommendation

are quite different from media news’ readers.

• We have proposed an approach that considers two of

the main nuances affecting RS in this domain: news

recency and language ambiguity. The former is

addressed through a simple, yet effective strategy that

prioritizes the newer wire news. The latter one is faced,

on the one hand, by performing an in-depth analysis of

the past activity of the journalist, and on the other hand,

by carrying out a semantic analysis of the wire news.

• Due to the lack of benchmark datasets that can be used

to evaluate RS such as SJORS, we have conducted a

study in a real newsroom context, generating Hen-

neoNR21, a dataset in Spanish with information about

the work in a newsroom of 20 journalists during one

month interacting with more than 150,000 wire news.

This new dataset, available under request, will allow

researchers to conduct real-time studies and A/B testing

to continue to understand the challenges/limitations

inherent to this use case and develop new methods to

better serve journalists.

• Based on this newly-created dataset, we performed

several experiments in a real newsroom, which vali-

dated the performance of SJORS with 0.606 at nDCG

and 0.816 at MRR.

As opposed to a simple search or dealing with duplicated

and subtly varied resources from agencies, a recommender

such as SJORS is meant to reduce the overload of infor-

mation for journalists, and to minimize the time journalists

spend looking for resources used for writing news. The

advantages of SJORS’ recommendation strategy are two-

fold: it allows the journalist to discover wire news of

interest without carrying out an explicit search; further, it

improves the journalist’s experience by overcoming pos-

sible limitations of the news editing system. For example,

SJORS can be integrated as follows: (1) The recom-

mender’s suggestions appear at the bottom of the searches

in a different widget, (2) instead of personalizing the

search results, wire news related to what the editor is

currently writing (along with their long- and short term

interests) are suggested, (3) users can set alerts that peri-

odically send them wire news of interest by mail. Besides,

another advantage of SJORS is that it is capable of

adapting to a specific environment without the need for

prior labeling, both at the level of the typology of the texts

and the specific needs regarding the temporal requirements

of the users.
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One of the advantages of the architecture of SJORS is

that, given its modularity, we could add and test new

modeling techniques by adding new modules which pro-

vide different vectorization techniques. This has allowed us

to be able to consider and compare easily all the previous

modeling techniques seen in Sect. 5.

The applicability of this work is not limited to the

journalistic field. In fact, we posit that the proposed

methodology could be applied in other works targeting

environments where there is a need for a recommender that

works on multiple text-based elements (descriptions or

content) for users whose only available information is their

searches and/or their publications, and where the time

factor is relevant. For example, SJORS’ applicability could

be studied in other areas such as online stores, and

streaming platforms; it could be used by archivists, or even

to recommend books or articles to users of a digital library.

However, this work also has some limitations that we

hope to alleviate in the following approaches. On the one

hand, since the system’s functioning is linked to the jour-

nalist’s activity, the lack of recording of that activity would

hinder performance. Too many subjects covered by each

journalist would also have an adverse effect on the results.

On the other hand, the fact that the analysis is based on data

constructed from a particular media organization could

imply certain limitations to the study results: It could have

a particular bias, which will be analyzed through its future

applications in other media.

In future work, we plan to explore the use of pretrained

Language Models (PLMs) such as BERT (Devlin et al.

2018) and its derivations, and the GPT-like (Wu et al.

2023) ones (this is, both masked and generative models)

through the use of prompting (Liu et al. 2023) to reduce

the data requirements, facilitate matching, and alleviate the

ambiguity problem. However, it needs to be clarified how

to include temporal constraints in the prompts, and how to

include temporal knowledge within the PLM by updating

the captured knowledge (Onoe et al. 2023). In this context,

some dense retrieval techniques could be explored (Zhao

et al. 2022), although they suffer from the update problem

as well.

Finally, we want to extend our work to multimedia. We

live in a multimedia world, one where information is no

longer limited to text. Incorporating new types of elements

(as photographs, videos, infographics, etc.) into SJORS’

recommendation process through textual representation

(based, for example, on advances in image semantics

recognition) would surely lead to higher-quality

recommendations.
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