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ABSTRACT

A lean premixed ethylene–air flame in a backstep configuration is simulated on multiple grids using both direct numerical simulations
(DNS) with reduced order kinetic mechanism and large eddy simulations (LES) with flamelet-based thermochemistry. The configuration
includes preheated reactants and a recirculation zone that provides radicals and high temperature gases to stabilize the flame. Heat losses are
present due to the proximity of cooled walls. The reacting flow obtained from DNS at different resolutions is first analyzed to investigate the
property of heat transfer within the recirculation region. LES based on adiabatic flamelets with a correction of the heat capacity is then tested,
and its ability to account for heat losses is compared to results obtained using a three-dimensional non-adiabatic flamelet approach. Mean
fields and subgrid properties are compared to those obtained from DNS to assess the capability of the LES models. The results show that the
non-adiabatic flamelet approach can predict recirculation region and temperature fields with good accuracy. The model with heat capacity
correction is able to effectively correct the heat capacity behavior as observed by a priori comparisons. However, in the a posteriori context, it
is observed to overestimate the temperature field, although the correct size of the recirculation region is predicted. The combined a priori
and a posteriori analyses on the same configuration and at different mesh resolutions allow for a precise separation of modeling effects due to
heat transfer at the wall and combustion closure, thus providing indications on the LES performance in the context of flamelets.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0141108

I. INTRODUCTION

The development of low-emission combustion technologies is
imperative to address the increasingly concerning environmental
effects. Lean premixed technology plays a significant role in this regard
by considerably lowering peak temperatures, resulting in lower NOx
production.1 However, various types of instabilities might arise in pre-
mixed mode, which may lead to phenomena such as flashbacks and
blow-off, which need to be accounted for in the combustor design.
Premixed combustors also have less acoustic damping as compared to
non-premixed counterparts,2 which may result in thermo-acoustic
instabilities. Flame instabilities may lead to the production of
unburned products and even to engine failure.3 In order to stabilize
the flame, recirculation regions are often used in combustors to pro-
vide radicals and high temperature gases to the reaction zone. Such
regions can be established with the use of a backward-facing step con-
figuration, or cavity flame holders often used in ramjet, re-heat, and

interturbine combustors, or swirl flames as used in gas turbine com-
bustors.4–7 These configurations are often characterized by strong heat
transfer to the nearby cooled walls, which may damage the integrity of
the wall structure. The flame itself may be affected by heat losses, pos-
ing challenges for the prediction of the reacting flow field behavior. To
properly design such configurations, it is thus critical to conduct inves-
tigations beforehand to gain valuable insights on flame stability, heat
transfer, turbulent flow field, and their interplay. Many past experi-
mental and numerical works have attempted to shed light on the flame
behavior in backward-facing steps8–11 as well as cavity-based4–7 con-
figurations. Due to the complexity of the flame interaction with the
boundary layer and heat losses, however, the aforementioned interplay
remains still not fully understood.6

Computational fluid dynamics plays an important role in identi-
fying ways to achieve stable flames in modern combustor designs.
Reliable combustion modeling is necessary to achieve this goal; hence,
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the large eddy simulation (LES) paradigm may be more suited than
the Reynolds averaged Navier–Stokes (RANS) approach in the study
of complex unsteady phenomena. In a LES, turbulent scales are
resolved down to a cutoff scale D, which is usually taken to be of the
size of the local mesh cell, while subgrid scale (SGS) motions need
modeling. Since combustion is usually a subgrid scale (SGS) phenome-
non in practical configurations, it must be modeled in a LES. Among
the modeling approaches for turbulence–combustion interaction, there
are those based on geometrical properties such as flame surface den-
sity12,13 or the thickened flame model.14,15 Among the statistical meth-
ods, there is the presumed probability density function (PDF) with
laminar flamelets method,16 conditional moment closure (CMC),17

and the transported PDF method.18 A review of the different modeling
approaches can be found for example in Refs. 19 and 20. The informa-
tion for this modeling can be extracted from direct numerical simula-
tions (DNS). However, a priori DNS investigations are usually
performed at significantly different conditions than those of a posteriori
LES analyses due to the significant increase in computational cost
required, which leaves uncertainty on the accuracy of such models.
Analyses on a range of grid resolutions on the same case for both LES
and (quasi) DNS would instead allow to decouple the effect of SGS
modeling from that of other phenomena, such as heat transfer, allow-
ing to investigate in more detail themodeling assumptions in the LES.

In this work, a multi-scale analysis is performed to assess the
behavior of backstep-stabilised flames in the presence of heat losses.
Starting with data from highly resolved DNS, the resolution is down-
graded to coarse quasi-DNS and LES so that the predictive capabilities
of different methodologies can be assessed. The LES is based on a flame-
let approach21,22 with presumed PDF to account for the SGS wrinkling
of the flame. This method was developed initially for thin flames, where
the flame thickness should be smaller than the Kolmogorov scale, so
that turbulence does not affect the flame structure. However, the flame-
let method was shown to give good results also at high Karlovitz num-
bers23 and may thus be applied in a vast range of conditions. Although
several studies of the flamelet approach in backstep configurations
exist,9,24,25 these mainly concern RANS and adiabatic conditions, while
studies at non-adiabatic conditions are much less frequent. Some past
studies on rocket engines concerned the impact of chemical reactions
and the modeling of the heat transfer at the wall.26,27 In Ref. 27, in par-
ticular, three approaches were considered, namely wall-resolved LES,
wall-modeled LES, and a hybrid RANS/LES method, all producing
good agreement with experiments, even without considering the impact
of chemistry on the wall heat transfer. In Ref. 28, a hybrid RANS/LES
approach was investigated, namely the improved delayed detached eddy
simulation (IDDES), combined with a non-adiabatic flamelet approach.
The results indicated that the method was a suitable candidate for simu-
lations of methane combustion in rocket combustion chambers and
may be used as an alternative to the wall modeled LES. A non-adiabatic
flamelet formulation was compared to adiabatic approaches in Ref. 10,
showing improvements in predicting the recirculation zone length
when the effect of the heat losses is considered. How accurately subgrid
statistics were predicted remains, however, unclear, as no DNS data
were available at the time. This motivates the current study, where the
capability of the flamelet approach can be assessed by direct comparison
to (quasi) DNS data.

In a recent DNS study,8 a lean ethylene–air mixture was simulated
in a backstep configuration at high velocity and inlet temperature,

offering the possibility to investigate wall heat loss effects on the flow
field and temperature distributions at conditions relevant for combus-
tors. This dataset is used in the current study to provide the necessary
SGS information at different scales to assess the LES quality in terms of
modeling of heat losses, filtered probability density function (FDF), and
scalar dissipation rate (SDR). Coarser quasi-DNS are also performed by
the authors to further assess the influence of mesh resolution in predict-
ing the heat transfer process. In terms of LES, two different methods to
account for heat losses are compared. In the first method, the impact of
heat losses on the flame is taken into account by using non-adiabatic
flamelets with the approach used in Ref. 10. In the second, an adiabatic
flamelet is used and heat transfer is accounted only by means of a cor-
rection applied to the heat capacity, to be discussed in Sec. III. Here, the
heat losses do not impact the reaction rates, which would be a reason-
able assumption in the case when the flame is found far enough from
the cold boundaries, and the flow is fast enough to disregard any effect
on the flame structure, both of which conditions are not know a priori.
Both approaches are evaluated at different mesh sizes, all satisfying the
80% rule of turbulent kinetic energy, to appreciate the relevance of the
flamelet closure, and results are directly compared to those from the
quasi-DNS dataset. The two approaches are thus evaluated with and
without significant SGS effects, as these are negligible at some of the
mesh resolutions studied in this work, which allows to distinguish their
influence on the model accuracy from the other modeling components.
To the best knowledge of the authors, such a detailed study of the non-
adiabatic flamelet method has not been performed so far.

The objectives of this paper are thus to revisit the heat transfer
effect on flame and the recirculation region at high turbulence, pre-
heated reactants conditions and to evaluate LES-flamelet modeling
capabilities and limitations in predicting this interaction. The paper is
organized as follows. In Sec. II, the case study is presented. Numerical
details for both quasi-DNS and LES methodologies are provided in
Sec. III, including the combustion modeling used in the LES and
details of computational solver and boundary conditions used. In Sec.
III B, different chemical mechanism for ethylene are further compared
and assessed. The results from both a priori and a posteriori analyses
are presented in Sec. IV, and concluding remarks are given in Sec. V.

II. CASE STUDY

The configuration in this study is taken from the DNS in Ref.
8 and consists of a channel with squared section and backstep as
shown in Fig. 1, where the height of the channel is H¼ 14.7mm and

FIG. 1. Computational domain of the DNS of Ref. 8.
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that of the step is D¼ 3.05mm. The width of the domain in the DNS
is 1 cm. The inflow temperature and bulk velocity are 1125K and
200m/s, respectively, with a rms value of 20m/s and a turbulent length
scale of 5mm. The inlet turbulence for this DNS was obtained from
an auxiliary DNS of a periodic channel flow with Res¼ 790. The
ambient pressure for the DNS is set to 1.72 atm. The Mach number at
the inlet is 0.3; therefore, compressibility effects will be neglected in
this study. The temperature at the walls is set to 600K. The composi-
tion at the inlet is a lean mixture of ethylene and air at an equivalence
ratio /¼ 0.42. Nonreflecting Navier–Stokes characteristic boundary
conditions (NSCBC)19 are set at the outlet. A uniform grid spacing of
24lm is used in the streamwise and spanwise directions while a non-
uniform grid with 24lm in the near-wall region that stretches to
40lm along the centerline of the channel is used in the transverse
direction. This grid ensures that the flame as well as the near-wall
structures are sufficiently resolved. Further details on this DNS can be
found in Ref. 8 Instantaneous data are available to the authors for this
DNS dataset that will be used to conduct the a priori analysis in Sec.
IV.

III. COMPUTATIONAL METHODOLOGY

Further simulations are performed on the case presented in Sec.
II using both (quasi) DNS and LES methodologies. These cases as well
as the DNS in Ref. 8 are summarized in Table I, where D is the typical
cell size in the flame region (same as filter size in the LES), gk is the
Kolmogorov scale estimated in Ref. 8, and dth is the unstretched
laminar flame thickness. The range of normalized wall distance yþ

¼ yus=� is also shown (only for the recirculation zone region, see Fig.
1), where y is the wall-normal coordinate, us is the friction velocity
(from case D1), and � is the kinematic viscosity. The availability of
meshes of different resolution allows to separate effects of heat losses
and subgrid modeling, so that the two can be studied in isolation.
Moreover, the heat loss models in the flamelet approach can be exam-
ined by direct comparison of statistics from LES and (quasi) DNS by
using the same mesh (cases D3 and L1). The specific methodologies
used for the quasi-DNS and LES are described next.

A. Quasi-DNS

Two further quasi-DNS cases, D2 and D3 in Table I, are per-
formed, with cell size of about 2.5 and 4 times that of the DNS in Ref. 8,
respectively, corresponding to about 1/12 and 1/8 of the laminar flame
thickness, dth¼ 0.74mm. The additional quasi-DNS were performed
using the approach described in Refs. 29 and 30, which solves the
Navier–Stokes equations along with equations for species, where the
Arrhenius form is used to model the reaction rates. A reduced kinetic
mechanism is used, consisting of 19 species and 15 reactions. Lewis

number effects are not taken into account. Also, no specific handling of
the energy buildup at the lowest scales was taken into consideration
since no higher order schemes were used for these simulations. Other
numerical details are provided in Sec. IIIC, and a comparison of kinetic
mechanisms is provided in Sec. III B. The use of the “quasi DNS”
denomination is justified for these meshes by the fact that the flame is
resolved with at least eight cells within the laminar flame thickness for
cases D2 and D3 of Table I, and that the SGS contribution remains
below 5% everywhere in the flow according to Pope’s criterion,31 which
is shown in Fig. 2 for the L1 and L2 cases of Table I. The Pope criterion
in this figure is estimated as Q ¼ kres=ðkres þ ksgsÞ, where the resolved
part of the turbulent kinetic energy kres is computed using LES statistics
and the unresolved part ksgs is estimated from its transport equation at
a random time (see Sec. III B for more details). Note that the regions
near the wall whereQ falls below 0.9 are due to the boundary layer reso-
lution and the fact that ksgs ! 0 at the wall, which may lead to an inac-
curate estimation of Q. Midplane representations of the meshes used
for cases L1/D3 and L2 are also shown for reference in Fig. 3.

Due to the high resolution of the computed flow, case D3 offers
the possibility of direct comparison with LES L1, where the same
mesh is used, so that the heat loss model in the flamelet framework is
assessed without the uncertainty one would have in case SGS effects
are strong. Case D2 is only used here for mesh sensitivity analysis, to
be discussed later.

B. LES modeling

The turbulence–flame interaction in the LES is modeled using a
presumed filtered density function (FDF) approach with freely propa-
gating flamelets database. Strain effects are neglected as most of the
strain is resolved for the meshes used in this work,32,33 and the flame
does not exhibit local extinction/reignition processes for which strain
might be needed at subgrid level.34 Also, the studied flame maintains a

TABLE I. Meshes resolution and methodology used.

Case Method D=gk D=dth yþ

D1 DNS 2.0 1/30 0.3–3.5
D2 DNS 5.0 1/12 0.7–0.88
D3 DNS 7.5 1/8 1.0–6.0
L1 LES 7.5 1/8 0.8–6.0
L2 LES 17 1/3 1.0–12.0

FIG. 2. Pope’s criterion in the recirculation region (block 3 in Fig. 1) for L1 (upper)
and L2 (lower) meshes.

FIG. 3. Midplane representation of the computational mesh in block 3 of Fig. 1), for
the L1 (upper) and L2 (lower) cases.
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propagative nature despite preheated reactants, which was verified
using chemical explosive mode analysis (CEMA) on the DNS data in
Ref. 8. This is shown in Fig. 4 in the centerline of block 3 (refer to Fig.
1) and at a random time. The mode index a indicates the relative
importance of diffusion and chemistry. The mode index is defined as
a ¼ /s=/x, where /x and /s are the projected chemical and non-
chemical source terms, respectively. When a > 1, it indicates that the
combustion process is in an assisted-ignition mode (diffusion is the
leading process and promotes ignition); while it has an autoignitive
nature for �1 � a � 1. For values of a < �1, local extinctions would
occur. More details on the CEMA approach can be found in Refs. 35
and 36. One can observe from the figure that the region near the bot-
tom wall can undergo autoignition. However, the chemical explosive
mode index only give information on the combustion mode, which
will occur for that specific mixture only if it is left to evolve indepen-
dently and without further interactions. It does not, for example, indi-
cate the timescale for that combustion (and the associated large heat
release rate) to occur or whether if such combustion mode would still
occur if additional mixing or heat losses are happening. Indeed,
unburnt fuel pockets are found near the wall in the present configura-
tion, but they do not lead to reignition as can be seen from the distri-
bution of the fuel reaction rate in Fig. 4 (bottom).

According to the above analysis, autoignitive modes are not tak-
ing any significant part in the combustion process and are thus not
taken into account in the combustion modeling in the present work.
In the flamelet approach, the thermochemistry is pre-computed and
linked to the LES by tracking the reaction progress. This is done in this
work by using a scaled progress variable, defined following previous
studies37 as a linear combination of CO2 and CO mass fractions,
c ¼ ðYCO2 þ YCOÞ=ðYCO2 þ YCOÞmax . The transport equation for its
Favre-filtered value, ~c, is given by

�q
D~c
Dt
¼ r � qD þ

lsgs

Scsgs
r~c

� �
þ _x c; (1)

where D/Dt is the total derivative, qD � ~l=Sc is the filtered molecular
diffusion, l is the dynamic viscosity computed via Sutherland’s law,
Sc � 0:7 is the laminar Schmidt number, �q is the filtered density, lsgs
is the SGS viscosity, and Scsgs¼ 0.7 the SGS Schmidt number. The
overbar and overtilde signs refer, respectively, to Reynolds- and Favre-
filtered operations. The filtered reaction rate is modeled as

_x c ¼
1
�q

ð1
0

_xcPðc;~c;r2
c Þdc; (2)

where _xc is the flamelet reaction rate and P is the Favre-filtered
density function, presumed as a b-function, which was shown to be
of good accuracy for the relatively small filter sizes used in this
work (e.g., see Refs. 33 and 38) or a product of a b-function and a
d-function, respectively, for adiabatic and non-adiabatic cases. The
FDF of enthalpy is assumed to be a d-function following past stud-
ies.39,40 Indeed, the dependence of temperature and the species mass
fraction on the enthalpy is almost linear,39 so turbulent fluctuations of
enthalpy are assumed to be negligible. This assumption was further
verified a posteriori, and it was found that the SGS variance of absolute
enthalpy is indeed negligible in the region of the flame. The b-function
requires a value for the SGS variance of ~c; r2

c , whose transport equa-
tion is

�q
Dr2

c

Dt
� r � qD þ

lsgs

Scsgs
rr2

c

� �� �
þ 2

lsgs

Scsgs
r~c � r~cð Þ

þ2 c _xc � ~c _xc

� �
� 2�q~ec:

(3)

In the above equation, the reactive term (third term on the right-
hand side) is modeled consistently with Eq. (2), while the SGS scalar
dissipation rate (SDR) is closed as37,41

~ec ¼ F 2Kc
SL
dth
þ C3 � sC4DaDð Þ 2u0D

3D

� �" #
r2
c

bc
; (4)

where u0D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ksgs=3

p
, with ksgs being the subgrid kinetic energy, and

the model constant bc is estimated dynamically as in Ref. 42. All other
parameters signify the interaction between turbulent and combustion
processes and were found via DNS.41 The laminar flame speed SL is
12.9m/s for the investigated case, and the laminar flame thermal
thickness is dth � 0:74 mm. Kc ¼ 0:79s is a thermochemical parame-
ter, where s ¼ ðTb � TuÞ=Tu is the heat release parameter and Tb and
Tu are burnt and unburnt gas temperatures, respectively. The parame-
ters C3 and C4 are functions of the SGS Karlovitz number defined as
KaD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u03Ddth=ðS3LDÞ

p
; more information on this SDR model can be

found in Refs. 37 and 41. Finally, F ¼ 1� expð�0:75D=dthÞ is an
exponential function that ensures that ~ec ! 0 for D! 0.

The effect of heat losses in the LES is taken into account in two
ways. In the first method, a database of flamelets at different enthalpies
is pre-computed, where different enthalpies are set by different inlet
temperatures. This method was shown to perform well in Ref. 10.
Different flamelets are then accessed depending on the local value of
the Favre-filtered absolute specific enthalpy ~h (sum of sensible and for-
mation enthalpy), which is transported in the LES. Temperature in
this case is pre-computed using an equation consistent with Eq. (2)
and taken from the flamelets database. Since reaction rates change
according to the enthalpy of the flamelet, this method implicitly
accounts for both heat losses at the wall (the thermodynamic effect)
and on the flame structure (the chemical effect). A second simplified
approach is proposed here where a single adiabatic flamelet is used
with inlet temperature equal to that of the backstep inlet, and only the
thermodynamic effect is taken into account. The reaction rates are,
therefore, not affected by heat losses. This approach is considered here
to be able to discern the relative importance of thermodynamic and
chemistry and thus understand whether the latter is sufficient to model
the reacting flow field in the backstep configuration. The temperature
in this case is computed as

FIG. 4. Distribution of chemical explosive mode index a (top) and the reaction rate
of ethylene (in kg/(s m3Þ, bottom) in the recirculation region at the midplane (block
3 of Fig. 1) for a random time from case D1 of Table I.
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~T ¼ T0 þ ~h � ~Dhof

	 

=~Cp;eff

�; (5)

where ~Dhof is the Favre-filtered formation enthalpy and T0 ¼ 298K.
The modified specific heat capacity ~Cp;eff

� is computed as follows.
First, an effective Cp is computed as Cp;eff ðTÞ ¼

Ð T
T0
CpðT 0ÞdT 0=

ðT � T0Þ, where Cp and T are the mixture specific heat capacity and
temperature from the flamelet; second, the so-obtained Cp;eff is pre-
integrated in the c space with the presumed FDF consistently with Eq.
(2) and in line with past works (e.g., see Refs. 33 and 43). The Favre-
filtered value as constructed would depend on temperature only
through ~c, i.e., ~Cp;eff ¼ ~Cp;eff ð~cð~T Þ;r2

c Þ. In order to account for tem-
perature variations on the heat capacity at constant c, due to heat
transfer to the wall, the following correction to the heat capacity is
used:

~C
�
p;eff ¼ ~Cp;eff h

� þ ð1� h�ÞCp;loss; (6)

where Cp;loss is the effective heat capacity at T¼Tw, h� ¼ ðh� hwÞ=
ðhin � hwÞ is the normalized enthalpy, and subscripts “in” and
“w” refer to inlet and wall conditions in the LES, respectively. Note
that while hin is a constant, the enthalpy at the wall hw depends on the
mixture and thus is also pre-computed and parametrized according to
~c. This method is a simplification in respect to the Newton–Raphson
inversion of the JANAF polynomials and is used here to avoid com-
mon numerical convergence issues in the LES. Its accuracy is assessed
in Sec. IV. It is worth noting that in the assumption that reaction rates
are not affected by the heat losses, the thermodynamic effect on tem-
perature can only be related to a variation of heat capacity, since the
enthalpy of formation in Eq. (5) only depends on the local mixture
composition. On the other hand, the total enthalpy (sum of sensible
and formation enthalpies) appears both in Eqs. (5) and (6), and this
could lead to an analytical redundancy. This is, however, not the case
for the proposed modeling, and further details are provided in
Appendix A.

C. Computational details

Cases D2 to L2 of Table I are performed using OpenFOAM
libraries, which solve the reactive Navier–Stokes equations for mass,
momentum, and specific enthalpy (sum of formation and sensible
enthalpies), along with those described in Sec. III using the finite vol-
ume method and a low-Mach approximation. The pressure–velocity
coupling is solved using the pressure-implicit with splitting of opera-
tors (PISO) loop with additional five outer iterations to loop over the
combustion equations at each time step. The boundary layer is treated
with a two-layer wall model44 when the local value of
yþ ¼ yqus=l > 5. The SGS heat fluxes are obtained from the SGS
viscosity as qD ¼ lsgs=Prsgs, with Prsgs¼ 0.7. Note that, although in a
previous study for rocket engines,26 near-wall effects on chemical
kinetics were considered in the modeling of the wall heat transfer, the
flame in the current backward-facing configuration sits relatively far
from the wall as compared to its flame thickness; therefore, effects of
chemical reactions on the thermal boundary layer are not considered
in the present work. The filtered density is computed via ideal gas
equation of state from the filtered temperature ~T and pressure �p as
�q ¼ �p ~W=ðR0~T Þ, where R0 is the universal gas constant and ~W is the
Favre-filtered molecular mass of the mixture, which in the case of
the presumed-FDF method is computed consistently with Eq. (2). In

the LES, the subgrid stresses are closed using a one-equation model as
in Ref. 34. The subgrid stresses in the momentum equation are thus
modeled as lsgs ¼ Ck�qDk1=2sgs , where Ck � 0:1 is the model constant
and the SGS kinetic energy ksgs is obtained from transport equation.
The gradient hypothesis is used for all scalars fluxes. Second order
schemes (with Gamma limiter in the flame region in the case of LES)
were used for the spatial derivatives for the velocity field. An implicit
Eulerian scheme was used for time discretization, and the constant
time step was chosen to keep a Courant–Friedrichs–Lewy (CFL) num-
ber everywhere below 0.3. It is worth noting that, as described, the
cases D2 and D3 of Table I are not performed in the canonical sense
involving higher order polynomial schemes and could be for this rea-
son categorized as quasi-DNS or coarse-DNS; they will be named here
as quasi-DNS for simplicity. Nevertheless, this does not affect the pur-
poses of this work where these meshes are used to assess the LES per-
formance in predicting main statistics when SGS turbulence effects are
negligible, which is the case for cases D2 and D3 (see Fig. 2). The
assessment of subgrid statistics is instead performed using case D1,
where higher order schemes were used. Boundary conditions are
assigned identically in DNS and LES simulations. A turbulent inlet
profile for velocity is assigned according to the data in Ref. 8, where
further turbulent channel flow simulations were used to find the fully
developed turbulence conditions, and a synthetic eddy method45 is
used to reproduce the turbulent scales and root mean square (rms)
velocities observed in Ref. 8. The imposed profile for temperature at
the inlet is uniform. No-slip conditions are assigned at the wall for
velocity, and a zero-gradient condition is used for the scalars, except
the enthalpy that is computed from the fixed temperature. Pressure is
fixed at the outlet and extrapolated at the inlet. Periodic conditions are
assigned to the lateral sides of the domain. All meshes used in this
work satisfy the Pope’s criterion for turbulent kinetic energy, with the
coarsest case (L2 of Table I) having at least 86% of this energy
resolved. Sensitivity analyses conducted by varying length and width
of the numerical domain up to three times those in Fig. 1 showed the
negligible effect on the solution in the recirculation region. The results
in Sec. IV refer thus to the numerical domain described in Sec. II. The
flamelet databases were generated using the code Chem1D46 and con-
sist of 100, 50, and 6 points, respectively, for ~c; r2

c , and
~h spaces.

Although the inlet temperature is quite high at 1125K, the autoigni-
tion time (estimated using perfectly stirred reactor computations in
Cantera47) is much larger than the flow-through time of the flamelet
domain. Therefore, there are no autoignition effects in the generated
flamelets, as was discussed for Fig. 4.

IV. RESULTS

This section discusses how heat transfer from the wall affects the
reacting flow field within the recirculation region and the accuracy of
the LES modeling in predicting it. The instantaneous data available in
Ref. 8 (case D1 of Table I) are used for assessing subgrid statistics,
while cases D2 and D3 are used for mean statistics. Note that this dis-
tinction is no different from common practices for a priori/a posteriori
analyses, with the peculiarity though that in the present study the a
priori and a posteriori configurations are identical, unlike most past
works. One should also note that a direct comparison of main statistics
between cases D1 and the others would require further considerations
due to the different nature of the numerical codes and schemes used.
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For the preheated, subsonic configuration of Sec. II, it was found
that the temperature distribution in the recirculation region is strongly
affected by the heat transfer near the wall, despite the flame being
found at a distance y � 4dth from the lower wall. This can be observed
in Figs. 5 and 6, showing, respectively, midplane mean contours of
enthalpy and temperature in the region of the recirculation region.
Unlike cases with jet impingement where convection is much stronger
than diffusion processes, here, the low-speed region produced by the
recirculation region allows the cooling of gases by the wall to be effec-
tive on the flame, represented by the isoline of mean progress variable
in Fig. 5, hci ¼ 0:5. This suggests that the effect on reaction rates may
be significant, which will be discussed later. Despite this, the size of the
recirculation region Lr, computed as the distance between the corner
wall (x¼ 0) and the point on the lower wall where the mean shear
stress is zero, is weakly affected by flame heat release from the flame or
the cooled walls, which was verified by performing sensitivity analyses
with adiabatic walls. Instead, Lr varies mainly with inlet turbulence
due to saturation at the relatively high turbulence regime explored
here.48

According to these analyses, the accuracy of the LES in predicting
the heat transfer effect on flame and recirculation region is mainly dic-
tated by four effects: (i) SGS statistics, as predicted by the presumed-
FDF approach; (ii) thermodynamic properties. Since the formation
enthalpy is independent of temperature, this effect only concerns the
heat capacity in the modeling framework used; (iii) effect of heat losses
on the reaction rate; and (iv) mesh resolution near the wall, or in case
the thermal boundary layer is not well resolved, the wall-function
model. Thanks to the availability of (quasi) DNS and LES on different
meshes, these parameters can be evaluated in isolation.

Subgrid effects, quantified in terms of Pope’s criterion, were
shown to be negligible at least up to case D3 (see also analysis on FDF
in Sec. IVA). A comparison between results from cases D2 and D3 of
Table I is provided in Fig. 7 for mesh sensitivity purposes and to ascer-
tain whether the coarser mesh is able to reproduce the main flow fea-
tures. As can be observed from Fig. 7, mean temperature results from
the two meshes remain very similar with a maximum error always
found below 3%. The error is defined as the difference between the D3

and D2 temperatures at a y location, divided by the D3 temperature.
Since these (quasi) DNS cases are only used to assess the statistics as
explained earlier, only the mesh of case D3 is used from now on.
Moreover, the LES case L1 has the same mesh as case D3; therefore, its
analysis will allow to assess the accuracy of the flamelet model in pre-
dicting the heat transfer process in isolation, while SGS and wall reso-
lution effects can be evaluated by the analysis of the coarser L2 case. In
order to further ascertain that SGS effects are negligible on mesh D3,
mean temperature profiles have been further compared using LES
[case L1 of Table I with and without (lsgs ¼ 0) the SGS model (not
shown)]. Note that the latter case is different from case D3 since the
thermochemistry is tabulated in case L1, and the presumed FDF
approach is used. The effect of the SGS turbulence on mean tempera-
ture statistics within the recirculation region was observed to remain
very small and below 40K everywhere. Therefore, the results from
cases D3 and L1 of Table I can be effectively used to assess the thermo-
chemistry in the flamelet model in isolation as explained earlier. This
assessment is conducted both by means of a priori and a posteriori
analyses in Secs. IVA and IVB.

FIG. 5. Zoom in the recirculation region showing the variation of absolute specific
enthalpy due to wall cooling, for case D3 in Table I. The white isoline shows the
mean filtered variable and is used to indicate the flame position. Three reference
axial locations are also indicated.

FIG. 6. Zoom in the recirculation region showing the variation of temperature due
to wall cooling, for case D3 in Table I.

FIG. 7. Vertical profiles of mean filtered temperature hTi at 1 mm (red line), 2 mm
(green line), and 3mm (blue line) from the corner in the axial direction, obtained
from cases D2 (solid lines) and D3 (dashed lines) of Table I.

FIG. 8. Comparison between beta-FDF (lines and the data obtained from the DNS
(bars) for two filter widths.
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A. A priori analysis

The a priori analysis is conducted using instantaneous data from
case D1.8 The FDF obtained from the DNS using different filter widths
(representative of the LES cases) is compared first to the presumed
beta-FDF in Fig. 8. Bins in close proximity and with the same values of
~c and r2

c were clustered together in order to smooth-out the FDF from
the DNS. The conditions in the figure represent, respectively, an aver-
age value and the maximum SGS variance found in the flame, respec-
tively, for the two filter widths. A very good agreement with the beta-
FDF is observed for both filter widths, which confirms the accuracy of
the beta-FDF for such a configuration also in the presence of heat
losses, at last at the flow and mesh conditions investigated in this
work. The subgrid scalar dissipation rate (SDR) model needed for the
SGS variance in Eq. (3) is tested next. In Fig. 9, the subgrid SDR from

DNS, ~ec ¼ D grc � rc� ~Dr~c, is compared to that obtained by directly
using Eq. (4), where the “exact” subgrid variance and subgrid velocity
are taken again from the DNS case D1 at the same filter size. The value
of bc is than chosen as best fit to match the DNS green curve. The plot,
obtained using all domain points in the flame region (identified in this
context as the region where 0:1 < ~c < 0:9), shows a very good agree-
ment between DNS and Eq. (4) for best fit values of bc ¼ 0:55 and
0.5, respectively, for D=dth ¼ 1=6 and 1=3:3. These values of filter size
refer to the ones used for explicit filtering of the DNS dataset on mesh
D1 and do not match exactly the LES filter sizes for L1 and L2 cases
reported in Table I because only a finite number of cells could be used
for the explicit filtering from D1 case. Nevertheless, the sensitivity of
the subgrid SDR to the reported range of filter sizes is limited as
observed from Fig. 9; therefore, the best-fit values obtained for bc

remain meaningful. These values are lower than those reported in pre-
vious works (e.g., see Ref. 41), which is a consequence of the relatively

small filter widths used, since bc is scale dependent. Nonetheless, these
values are consistent with those obtained a posteriori using dynamic
procedures (albeit obtained for slightly different filter sizes as
explained earlier), respectively, for cases L1 and L2 of Table I, sugges-
ting that the LES is able to mimic the right interactions between turbu-
lence and combustion in premixed flames at the subgrid level. The
conditional mean of bc from the two LES cases is further shown in Fig.
10 (left). The decrease in bc on the coarser mesh is consistent with the
fact that the subgrid SDR has to increase [bc is at the denominator in
Eq. (4)] as one would expect. Note that for values of ~c ! 0 and
~c ! 1, the conditional mean of bc is observed to approach zero. This
is simply a consequence of the fact that at these values of progress vari-
able, the subgrid variance must also approach zero, so the dynamic
procedure is forced to produce values that consistently increase the
SDR. In order to have meaningful statistics, only the region of strong
reaction rates is then taken into account, identified here as the region
where 0:4 < ~c < 0:8. The distribution of instantaneous bc values in
this region can still exhibit a relatively large variation as shown, for
case L1 only, in Fig. 10 (right). Conditional values, however, remain
close to those extracted from DNS as discussed earlier.

These comparisons suggest that ~ec is well predicted by the LES at
the filter sizes of interest in this work. It is worth noting that although
the values ofD used are relatively small for LES standards, SGS variance
effects may still be non-negligible as inferred by Figs. 8 and 9, which is
due to the fact that, unlike subgrid stresses, combustion processes are
prevalent at small scales, and the reactive term in Eq. (3) is of leading
order.33 Thus, the good match observed in the same figures indicates
that the presumed FDF approach performs well in the presence of heat
losses at these filter widths, thus deviations from quasi-DNS, to be dis-
cussed in Sec. IVB, must not be related to this modeling.

The effect of heat losses on the effective heat capacity model and
how accurately this quantity is estimated in the LES are assessed next.
The influence of heat losses on the heat capacity are observed to be sig-
nificant for the studied case, despite the LES filter widths being rela-
tively small. Figure 11 shows variation of this quantity extracted from
the DNS case D1 along the x axis at different distances from the cooled
wall. Values are shown for zero SGS variance in order to distinguish
this from the effect of the SGS modeling, evaluated earlier. This is done
by setting the SGS variance to zero before accessing the tables. When
Cp;eff is estimated using Eq. (6), values fall from an error of about 12%
to below 5% deviation from those obtained using the JANAF polyno-
mials, at any location inside the recirculation region. By referring to Eq.
(5), this corresponds to reducing the maximum error in the tempera-
ture from about 150K to below 70K. This result indicates the

FIG. 9. Comparison of conditional SGS scalar dissipation rate obtained from DNS
and LES for different filter sizes.

FIG. 10. Left: Comparison of conditional bc obtained from cases L1 (red line) and
L2 (blue line) of Table I. Right: PDF of bc obtained for case L1 within the flame
region (0:4 < ~c < 0:8).

FIG. 11. Effective heat capacity obtained from DNS case D1 (•) and modeled with
(�) and without (�) the correction in Eq. (6), at y=D ¼ 0:01D (blue line), 0.05D
(green line), and 0.12D (red line), where D and L are the lengths indicated in Fig. 1.
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effectiveness of Eq. (6) in correcting the heat capacity behavior near the
cooled walls. However, the error on temperature may still be non-
negligible; therefore, this analysis will be repeated also a posteriori in
Sec. IVB.

B. A posteriori analysis

The analysis in Secs. IV and IVA has indicated that at least up to
the resolution of grid L1 of Table I, effects of heat losses due to wall
resolution and presumed-FDF modeling are negligible. This way the
contributions of the thermodynamic effect (heat capacity) and reaction
rates can be evaluated in isolation by directly comparing the LES
results to the statistics taken from the quasi-DNS case D3. Mean tem-
perature profiles from this quasi-DNS at the three axial locations indi-
cated in Fig. 5 are compared in Fig. 12 to those from case L1 obtained
using the non-adiabatic and adiabatic flamelet approaches, the latter
with and without the correction for heat capacity in Eq. (6). The best
agreement with the quasi-DNS is observed for the non-adiabatic
flamelet method as one would expect, where heat transfer processes
are taken into account both for Cp and reaction rates. In this case, both
magnitude and temperature peak position are caught, while underesti-
mations are observed for the adiabatic flamelet case without Cp correc-
tion. The adiabatic flamelet result with correction of Eq. (6) markedly
reduces this underestimation; however, this correction seems to pro-
duce a temperature overestimation at x¼ 3mm and for y> 2mm as
compared to case D3. It is also worth noting that, as one would expect,
the non-adiabatic approach is more computationally expensive. In
fact, in terms of execution time, the computations take between 1.4
and 1.5 times longer than for the adiabatic approach.

To further understand the root causes of these discrepancies, the
enthalpy distributions are shown in Fig. 13 at the same locations indi-
cated in Fig. 5. Again, a better overall agreement is observed for the
non-adiabatic flamelets case. The L1 case with Cp correction in this

case is observed to underestimate the enthalpy value, which in turns
correspond to overestimation of progress variable shown in the same
figure. Thus, heat losses affect the progress variable in the flamelet
modeling, which in turn affects flow field and thus enthalpy itself. On
the other hand, no significant differences are observed in the enthalpy
predicted with the adiabatic flamelet approaches, with and without
heat capacity correction, except at x¼ 3mm and for y � 2 mm, in
contrast with the differences observed for the temperature profiles in
Fig. 12. This is because the differences in temperature are directly due
to the correction of heat capacity, which is significant as can be
observed in Fig. 14. Further insight on the above points is provided in
Fig. 15, showing temperature scatter plots, colored by enthalpy, from
case D3 (recirculation region only). Temperature plots from flamelets
calculation for five levels of enthalpy are also shown for reference.
Temperature values are observed to fall quite well on the flamelets
manifold, which explains why the non-adiabatic flamelet approach
reproduces the quasi-DNS statistics well. On the other hand, a marked
and broadband shift toward higher temperature values is observed for
case L1 with Cp correction. Since Eq. (6) was observed to improve the
prediction of temperature as compared to the case without correction
(Fig. 12) at least for y < 2mm (i.e., the region underneath the flame)
and since, according to the a priori analysis, only the effect on reaction
rate changes between the two LES cases, it is obvious that in this con-
figuration, and particularly in the recirculation zone, the interaction
between heat loss at the wall and reaction rates is large. Indeed, the
largest deviation in Fig. 15 (right) is at the larger enthalpy values, cor-
responding to regions away from the wall and where the flame is. The
aforementioned interaction is thus not captured by the modified heat
capacity model, while it behaves more satisfactorily closer to the wall.
This observation could not be made in the a priori analysis where Cp

was computed from a “frozen” enthalpy field. On the other hand, this
interplay between heat losses and flow dynamics does not seem to
affect significanly the size of the recirculation region. Mean tempera-
ture contours along with stream lines are shown for this purpose in

FIG. 12. Comparisons of temperature from quasi-DNS D3 (dashed line) and LES
L1 obtained with non-adiabatic (green line) and adiabatic flamelet approach with
(red line) and without (blue line) Eq. (6).

FIG. 13. Profiles of absolute enthalpy (top) and progress variable (bottom) from
quasi-DNS D3 (dashed line) and LES L1 with non-adiabatic (green line) and adia-
batic flamelet approach [with red line and without blue line, correction of Eq. (6)].

FIG. 14. Profiles of filtered effective heat capacity at different streamwise locations
obtained from LES L1 and adiabatic flamelet approach [with (red line) and without
(blue line) correction of Eq. (6)].

FIG. 15. Scatter plots of temperature colored by enthalpy (in kJ/kg) from cases D3
(left) and L1 with adiabatic flamelet closure (right). Black lines are from non-
adiabatic flamelets.
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Fig. 16. As one can observe, the size of the recirculation region is not
significantly affected by the modeling used for the LES and is in good
agreement with that predicted in the quasi-DNS. Not taking into
account heat losses on the reactions is observed to only impart a modi-
fication of less than 2% on this size, at least for the configuration under
investigation. This could be due to the fact that the level of turbulence
reached already saturation for the relatively high speed case investi-
gated here. It was shown in fact in Ref. 48 that the size of the recircula-
tion region is significantly affected by heat release only up to moderate
levels of turbulence, and the effect of the heat release rate on Lr
becomes negligible for u0=Ub � 0:1, where u0 and Ub are the rms and
bulk velocities at the inlet, respectively (see Fig. 9 of Ref. 48), indeed,
for the case under study in this work u0=Ub ¼ 0:1. On the other hand,
the velocity distribution within the recirculation region exhibits signifi-
cant variations as indicated by the mean streamlines behavior when
the non-adiabatic flamelet model is used. By looking at the reaction
rate contours of progress variable in Fig. 16, one can notice that the
flame is not attached when heat loss effects on the reaction rate are
considered, which unavoidably alters the local velocity gradients as
compared to the anchored case. Nevertheless, the combustion remains
overall complete for all cases as indicated by the progress variable pro-
files of Fig. 13, implying that overall the same amount of heat (which
depends on the fuel mass flow rate) is released. This would further
indicate that the final length of the recirculation region only depends
on the overall heat release, as already pointed in Ref. 48 for bluff-body
configurations. For this purpose, the scaling equation provided in the
latter work is tested here. By inspecting the curve in Fig. 9 of Ref. 48,
for the u0=Ub ¼ 0:1 of the present configuration, the scaled value
becomes û0 ¼ u0=û0ref � 11:1, where û0ref ¼ 0:009 is the value of
the isothermal case in Ref. 48, and the associated value of the scaled
recirculation length, given by,

L̂ ¼ G
Gref

Lr=D
Lr;ref

û0

û0ref

 !�a
ðsþ 1Þ�b (7)

is about 0.003, where s is the heat release parameter defined earlier. In
the above expression, the factor G=Gref is introduced to consider the
different geometry, where G ¼ 1� H=D must be used in place of
Gref ¼ 1� pðD=2WÞ2 (this comes directly from mass conservation,
the reader can refer to the derivation in Ref. 48) By inverting the above
expression using the suggested values a¼ 2.5, b ¼ �0:25, and refer-
ence value of L̂r ¼ 1:45, one obtains Lr=D � 6:8, which is close to the
value Lr=D ¼ 7:3 obtained directly from the LES. This supports the
argument that Lr depends on global quantities regardless of the local
distribution inside the recirculation region, even in the presence of
heat losses, at least for relatively large values of u0=Ub.

1. Coarser LES

A final consideration is for the effect of coarsening the LES mesh
(case L2 of Table I). Note that it was not possible to go coarser than L2
in order to keep a sufficient amount of numerical cells along the step
height, given this step only amounts to few millimeters. When the L2
mesh is used, the LES is observed to overestimate the temperature as
compared to quasi-DNS by about 50K at x ¼ 1mm to 100K more
downstream, as shown in Fig. 17. Since the a priori analysis suggested
that SGS effects are still well represented by the combustion model at
this filter width, it is possible that these over-predictions are caused by
the mesh characteristics near the wall. Note that wall-functions for the
velocity field, with the two-layer wall-model of,44 are always used
when the local yþ > 5. The maximum yþ in the region near the cor-
ner of the domain is about 6 and 12, respectively, for L1 and L2
meshes (values computed from the DNS data), which both fall within
the buffer layer (5 < yþ < 30), where viscous and turbulent stresses
are of similar order, and the two contributions are weighted in the
treatment used for this work.34 However, the SGS heat fluxes are com-
puted from the SGS viscosity as qD ¼ lsgs=Prsgs, with Prsgs¼ 0.7 in
the whole domain, thus no differential treatment is used for velocity
and the thermal boundary layer. To have a qualitative understanding
of this, two further LES’s using the non-adiabatic flamelets model have
been performed by increasing the value of the turbulent Prandtl num-
ber at the wall from Prw¼ 0.7 to 0.85 and 1.2. It is worth noting that
the purpose here is only to assess the sensitivity to the (unresolved)
gradient of temperature near the wall and, therefore, no other model-
ing approaches for differential treatment are explored here. The
Prandtl number at the wall affects in fact the mean temperature gradi-
ent and in turn the temperature distribution. As observed in Fig. 17,
the increase in Prw reduces the overestimation of temperature signifi-
cantly, although no optimal value could be found for all axial locations.
On the other hand, the size of the recirculation region remains about
the same as case L1 (not shown). A further simulation is performed by

FIG. 16. Mean streamlines on top of instantaneous progress variable reaction rate
contours are shown at a random time for quasi-DNS D3 (bottom) and LES L1
cases with adiabatic (middle) and non-adiabatic (top) flamelets approach. The
lengths of the recirculation region as defined in Sec. IV are marked with �.

FIG. 17. Temperature profiles from quasi-DNS D3 ( dashed line) and LES L2 with
non-adiabatic flamelet approach with Prw ¼ 0:7 (blue line), 0.85 (green line), and
1.2 (red line). The L2 case with wall refinement and no wall functions is also shown
(red dashed line).
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refining the mesh near the wall on mesh L2, which results in a maxi-
mum yþ � 4, and results are also shown in Fig. 17. This simulation
was repeated with and without the use of thermal wall functions,
showing the negligible effect of the latter for this level of refinement,
and thus indicating that the linear region of the boundary layer has
been captured in the mesh. It can be observed from the temperature
plots in Fig. 17 that the case L2 with extra wall refinement lead to a
temperature distribution, which is very similar to the case L2 (without
refinement) and Prw¼ 0.85. This result, on the one hand, suggests that
the use of standard thermal wall function with a constant Prandtl
number at wall is sufficient to represent the near-wall physics for the
type of configuration studied in this work, at least for mesh resolutions
having yþ falling within the buffer layer. On the other hand, the devia-
tion from quasi-DNS data, in particular at x¼ 2mm, suggests that
other factors are coming into play. Since the comparison between
cases D3 and L1 (with non-adiabatic flamelets) in Fig. 12 showed a
somewhat lesser discrepancy, it is plausible that for mesh L2, the scalar
dissipation rate and FDF modeling start to have an influence on the
results as the LES filter size is approaching the laminar flame thickness.
In fact, although the modeling used for these quantities was shown to
well mimic the DNS data from case D1 in the a priori analysis (see
Sec. IVA), small imperfections still lead to some differences a posteri-
ori. This aspect is not investigated further in the present work, where
the purpose is to assess what modeling is necessary, in the context of
flamelets in backstep-type configurations depending on the mesh reso-
lution. Nevertheless, the results in Fig. 17 still suggest that the flamelets
model with presumed FDF approach performs reasonably on coarser
meshes (with LES filter size remaining within the laminar flame thick-
ness) as long as an appropriate value of the Prandtl number at wall is
chosen. This also indicates that discrepancies in the flow field predic-
tions from flamelet-based approaches are not directly attributable to
the flamelet assumption.

V. CONCLUSIONS

LES with flamelet closures are evaluated in their ability to model
preheated subsonic premixed flames in backward-facing configura-
tions, with heat losses to the nearby walls. The low-speed recirculation
region implies that enthalpy variations due to heat losses are not con-
fined to the region near the wall and thus have a major effect on the
temperature distribution up to the flame anchoring zone. This, how-
ever, does not affect the length of the recirculation region significantly
at the studied regime due to the relatively high level of turbulence. The
effect of heat losses is modeled in the LES using two methods, an adia-
batic flamelet approach where heat losses are taken into account only
by means of a proposed correction for the heat capacity, and a non-
adiabatic flamelets approach where also effect on reaction rates is
taken into account. Both a priori and a posteriori analyses are per-
formed, where the LES approaches are assessed against quasi-DNS
data for the same configuration. These analyses suggest that both
effects on heat capacity and reaction rates are important to predict the
right temperature distribution. Because of this, the modified heat
capacity model proposed to predict the thermodynamic behavior of
heat losses in reacting flow is observed not to be sufficient to predict
the right temperature distribution near the flame anchoring point,
despite showing good performance in the a priopri analysis. This also
indicates the importance of a posteriori tests to complement the a pri-
ori investigations as performed in this study.

The combined a priori/a posteriori analysis and multi-grid assess-
ment of statistics performed in this work allowed to separate effects on
the modeling of FDF, SGS variance, and its scalar dissipation rate,
chemistry (from flamelet tabulation), and thermodynamics. The results
show that all these quantities are well inferred in the core flow and for
meshes up to the order of the laminar flame thickness. For meshes with
yþ > 5, results obtained from flamelets model with presumed FDF still
yield relatively good predictions as compared to the quasi-DNS case, as
long as an appropriate value is chosen for the Prandtl number at the
wall, which is found to be Prw ¼ 0:85 in this work. This further suggests
that no special treatment of the thermal boundary layer is necessary for
the type of configurations studied in this work.
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APPENDIX A: RELATION BETWEEN MODIFIED HEAT
CAPACITY AND ENTHALPY

The specific enthalpy equation (sum of sensible and formation
enthalpies) is defined for an ideal gas as

h ¼ Dh0f þ
ðT
T0

CpðT 0Þ dT 0; (A1)

where Dh0f is the formation enthalpy at T0, which is commonly tab-
ulated for T0 ¼ 298:15K. In the context of flamelet modeling for
premixed flames, if the heat capacity at constant pressure Cp is
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tabulated, then CpðTÞ ¼ CpðcðTÞÞ, where c is an opportunely cho-
sen progress variable. The dependence on the SGS variance r2

c is
omitted in this treatment for simplicity of discussion, but this does
not lead the generalities of the discussion. To avoid integration at
the LES time when retrieving the temperature [see Eq. (5)], an effec-
tive heat capacity can be defined as

Cp;eff ðTÞ ¼

ðT
T0

CpðT 0ÞdT 0

T � T0
; (A2)

and this quantity can be pre-computed and tabulated. This way the
relation between enthalpy (transported in the LES) and heat capac-
ity becomes linear, h ¼ Dh0f þ Cp;eff ðT � T0Þ, and this equation is
exact as long as CpðTÞ is a continuous function in T. Taking the
configuration of Fig. 1 as reference, let’s consider the case for which
the inlet temperature Tin > T0, without wall cooling yet. Since the
flamelet initial temperature is T ¼ Tin in this case, and for c¼ 0 this
status has to be retrieved, the heat capacity expression can be
rewritten as

Cp;eff ðTÞ ¼

ðTin

T0

CpðT 0ÞdT 0 þ
ðT
Tin

CpðT 0; cÞdT 0

T � T0

¼
i0 þ

Ð T
Tin

CpðT 0ÞdT 0

T � T0
;

(A3)

where the two contributions now mark the fact that for T � Tin the
heat capacity only depends on temperature, while for T > Tin there
is the further dependence on the mixture, which is changing
through the flame, and this variation can be represented by the pro-
gress variable c. The minimum possible value in the flamelet tabula-
tion is therefore Cp;eff ;min ¼ i0=ðT � T0Þ. Now let’s consider wall
cooling. For simplicity, let’s consider the case c¼ 0 at the
wall (unburnt mixture). Since the temperature at the wall is Tw

< Tin; Cp;eff ðc ¼ 0Þ as tabulated would be wrong, in this case over-
estimated, which is a consequence of the fact that Cp in the second
integral in Eq. (A3) cannot be expressed as CpðT; cÞ ¼ CpðTðcÞÞ.
Consequently, the temperature computed via Eq. (5) would be
underestimated. Note that the formation enthalpy in this flamelet
formulation, Dh0f ðcÞ, is independent of temperature, and thus
remains correct. The actual value of effective heat capacity at the
wall should be instead

Cp;loss ¼
Ð Tw<Tin

T0
CpðT 0; c ¼ 0ÞdT 0

T � T0
<

i0

T � T0
: (A4)

The same reasoning can be generalized to any other fixed value
of progress variable c ¼ c�.

Now let’s consider the scaling introduced in Eq. (6), written
again below for simplicity:

~C
�
p;eff ¼ ~Cp;eff h

� þ ð1� h�ÞCp;loss

with h� ¼ ðh� hwÞ=ðhin � hwÞ as defined in Sec. III B. Note that
hw ¼ hwðcðx; tÞÞ and c vary in space and time at the wall, thus both
h and hw at the wall boundary needs to be updated at any time step
in the LES. Now, since with the modification of Eq. (6) the enthalpy

is both at numerator and the denominator in Eq. (5), the computa-
tion of temperature might result in the appearance of identities. To
assess this possibility, let’s have the following considerations:

• At the wall, h ¼ hw � Dh0f þ ki0, for 0 � k � 1. This is a conse-
quence of Eq. (A4).

• At the inlet, h ¼ hin ¼ Dh0f þi0 ¼ Dh0f þCp;eff ðc ¼ 0ÞðTin � T0Þ.
• At a generic point xy, h ¼ hxy ¼ hw þ aðhin � hwÞ. This linear
combination is justified because h is a conserved quantity and thus it
has to vary monotonically between the upper (hin) and lower (hw)
bounds for a fixed boundary condition. Since enthalpy is varying at
the wall boundary, the above assumption remains in good approxi-
mation as long as the time advance in the LES is small enough that
hw does not change abruptly between two time steps.

By combining the above equations one obtains, for a fixed
value of c

hxy ¼ hw þ aðhin � hwÞ ¼ ahin þ ð1� aÞhw
¼ a Cp;eff ;inðTin � T0Þ þ Dh0f
h i
þð1� aÞ Cp;lossðTw � T0Þ þ Dh0f

h i
¼ aCp;eff ;inðTin � T0Þ � aCp;lossðTw � T0Þ
þCp;lossðTw � T0Þ þ Dh0f :

By substituting the above into Eq. (5), after some algebra one
obtains

Txy ¼ T0 þ
1

Cp;eff ;xy

n
aCp;eff ;inðTin � TwÞ

þðTw � T0Þ Cp;loss þ aðCp;eff ;in � Cp;lossÞ
� �o

:

Since h varies linearly with Cp;eff , the latter also can be expressed as
Cp;eff ¼ Cp;loss þ aðCp;eff ;in � Cp;lossÞ and the above equation
becomes

Txy ¼ T0 þ
aCp;eff ;inðTin � TwÞ

Cp;eff ;xy
þ ðTin � TwÞ

¼ Tw þ a
Cp;eff ;in

Cp;eff ;xy
ðTin � TwÞ:

Since Tw, Tin and Cp;eff ;in are constant, when replacing Cp;eff ;xy with
its modified version C�p;eff ;xy in Eq. (6), no redundancy in the
enthalpy value is introduced. Moreover, since near the wall
C�p;eff ;xy < Cp;eff ;xy , this correction effectively increases the tempera-
ture, so reducing the underestimation one would have without
correction.

APPENDIX B: VALIDATION OF THE CHEMISTRY
MECHANISM

The flamelet databases have been generated with the compre-
hensive UCSD mechanism.49 Before conducting 3D LES simula-
tions, the UCSD is first compared to the 22 species mechanism50

used in D1 through a 2D quasi-turbulent backward-facing step sim-
ulation in order to evaluate the ability of the reduced mechanism to
mimic the fully detailed chemistry of the UCSD mechanism. This
information is important for the present investigation as, due to
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computational limitations, it was not possible to use the UCSD
mechanism for the DNS cases D2 and D3 of Table I. By looking at
both the conditional reaction rate of ethylene and scatterplot across
values of progress variable in Fig. 18, at three locations from the
corner shown in Fig. 5 and within the recirculation region, one can
notice that the 22-species mechanism leads to significant underesti-
mation of the fuel reaction rate. This is reflected in the mean tem-
perature profiles at the same regions, shown for the three
mechanisms in Fig. 19. On the other hand, the reaction rate values
predicted with the 19-species mechanism compare very well with
the UCSD mechanism. Moreover, the small underestimation that is
still observed in the former, and its somewhat lower scatter, do not
seem to affect significantly the temperature prediction, which
remain within 1% error in respect with the UCSD mechanism. Note
that the 22-species mechanism was further observed not to repro-
duce the stoichiometric flame speed found in the literature in fur-
ther simulations (not shown) of a freely-propagating premixed
ethylene–air flame, indicating there might be some some further
considerations to be made for how this mechanism is handled in
OpenFOAM, which goes beyond the purposes of the present study.

Due to the discussion above, and since minor species (which
could be more significantly affected by the choice of the mecha-
nism) are not of interest in the present work, the 19-species mecha-
nism51 is used for the D2 and D3 cases in the present work, while
the 22 species mechanism is not investigated further.

Also note that the above assessment is only limited to the par-
ticular case studied, where only main statistics are of interest (e.g.,
temperature) and in the context of flamelet modeling; therefore it
does not have to be interpreted by the reader as a generalized
assessment on the kinetic mechanisms performance.
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