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Abstract: Value and moral change have increasingly become topics of interest in the philosophical literature.
Several theoretical accounts have been proposed. These are usually based on certain theoretical and concep-
tual assumptions. Their strengths and weaknesses are often difficult to determine and compare because they
are based on limited empirical evidence. We propose agent-based modeling to build simulation models that
can theoretically help us explore accounts of value change. We can investigate whether a simulation model
based on a specific account of value change can reproduce relevant phenomena. To illustrate this approach,
we build a model based on the pragmatist account of value change proposed by Van De Poel & Kudina (2022).
We show that this model can reproduce four relevant phenomena, namely 1) the inevitability and stability of
values, 2) societies differ in openness and resistance to change, 3) moral revolutions, and 4) lock-in. This makes
this account promising, although more research is needed to see how well it can explain other relevant phe-
nomena and compare its strengths and weaknesses to other accounts. On a more methodological level, our
contribution suggests that simulation models might be useful to theoretically explore accounts of value change
and make further progress in this area.

Keywords: Value Change, Moral Change, Agent-Based Modelling, Exploratory Modelling

This article is part of a special section on "Modelling Values in Socio/Technical/Ecological Systems", guest-
editors: Amineh Ghorbani, Anna Melnyk, Bruce Edmonds, & Ibo van de Poel

Introduction

1.1 Technological and societal developments can lead to changes in values. Under different headings (e.g., tech-
nomoral change, moral revolutions, moral progress, and value change), this phenomenon has increasingly
drawn attention in the philosophical literature (Baker 2019; Buchanan et al. 2016; Danaher 2021; Kitcher 2021;
Morris 2015; Swierstra 2013; Van De Poel & Kudina 2022; Van Der Burg 2003). In the philosophy of technology,
scholarship has evolved from the initial view that technology determines society (e.g., Ellul 1964) to the idea
that technologies are human constructs shaped by interests and values (e.g., Winner 1980) and, more recently,
a co-evolutionary view on technology and values, where technologies and values develop in interaction and
co-shape each other (Jasanoff 2016; Rip & Kemp 1998; Swierstra & Rip 2007; Van De Poel 2020).

1.2 The literature offers various accounts of value change (e.g., Baker 2019; Swierstra 2013; Van De Poel & Kudina
2022). Most are based on certain theoretical assumptions and few empirical examples. In general, the empiri-
cal evidence for the approaches is scant. We think further headway can be made by building formal simulation
models of value change accounts. Building such models has several advantages. First, creating a simulation
model forces the proponents of certain accounts to be more explicit and precise about the key assumptions
and the presumed mechanisms of value change. Second, simulation models can be used for conceptual and
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theoretical exploration (Edmonds et al. 2019). Once we have built a simulation model based on a certain ac-
count, we can systemically explore whether the model can reproduce certain phenomena that we consider key
for value change or - more broadly - for the interaction between society, technology, and values. The underlying
idea is that if a model based on a certain theoretical account of value change can reproduce key phenomena,
the underlying account is more convincing. In this way, we can explore and compare the theoretical strengths
and weaknesses of accounts of value change in more detail. It should be noted that this approach does not
address the empirical adequacy of a simulation model or the underlying theoretical account of value change.
This needs to be addressed in further research.

1.3 To further develop our approach, we create an explorative agent-based model that models value change based
on ideas and assumptions from philosophical pragmatism, particularly Dewey (1939). More specifically, we
build on a proposal by Van De Poel & Kudina (2022) in which values are seen as “evaluative devices” to gauge
existing technologies and related moral problems. We assume that the incapacity to cope with new morally
problematic situations may cause value change and foster innovation. Next, we use an exploratory approach
combining agent-based modeling (Epstein & Axtell 1996) and scenario discovery (Bryant & Lempert 2010) to
investigate whether and under what conditions we can reproduce relevant value phenomena as well as the
underlying (expected) mechanisms resulting in the occurrence of these phenomena. The agent-based model
simulates potential value change that might emerge in a specific society. Using the scenario discovery tech-
nique, we run the model multiple times and classify value change phenomena in different kinds of societies.

1.4 In particular, we zoom in on the conditions under which specific phenomena described in the philosophical and
social science literature and which can be related to value change occur. This paper focuses on four phenomena:
1) the inevitability and stability of values, 2) differences in openness and resistance to value change between
societies, 3) moral revolutions, and 4) lock-in. With this work, we contribute to a new field of application for
agent-based modeling. While promising, the using agent-based models and exploratory tools within ethics of
technology is still relatively scarce. We contribute to the discussion on conceptualizing values by doing justice
to how they are understood in different scientific fields (e.g., behavioral science vs. ethics of technology). Addi-
tionally, we contribute to building formal models of value change. We aim to enrich the philosophical literature
by formalizing the relationship between technology, society, and values.

Theory

Previous work

2.1 The literature has examined several multiple agent-based models that include values. Examples include
Boshuijzen-van Burken et al. (2020), de Wildt et al. (2021), Gore et al. (2019), Harbers (2021), Kreulen et al. (2022),
and Mercuur et al. (2019). In most cases, these models are either built on the literature on value-sensitive de-
sign (e.g., Friedman & Hendry 2019) or Schwartz’s theory of values (e.g., Schwartz & Bilsky 1987, and Schwartz
1992), or a combination of both. 1 In this literature, values are either very broadly understood as “what peo-
ple consider important in life” (in the value-sensitive design literature) or as part of someone’s personality (in
Schwartz’s theory or other psychological theories (e.g., Steg & De Groot 2012). Values have also been modeled
in operations research, where they mainly function as (given) decision criteria in complex decision problems
with multiple alternatives and various conflicting values (Brandao Cavalcanti et al. 2017; Curran et al. 2011;
Keeney 1996; Keeney & von Winterfeldt 2007).

2.2 Our approach is different from extant literature in three respects. First, we are interested in values at the level
of society. So rather than modeling values as characteristics of individuals or as (external) decision criteria,
we model them as characteristics of societies. Second, as far as we know, we are the first to explicitly model a
pragmatist account of values, in which values are considered functional for recognizing, addressing, and solving
moral problems. We explain the pragmatist account in more detail below. Third, we are interested in value
change at the societal level and in interaction with technology. Although existing models can address value
change at the individual level, they ignore the societal level and/or the interaction with technology.

The theoretical basis of our model: pragmatist account of value change

2.3 As starting point for our model, we use the pragmatist account of value change presented in Van De Poel & Kud-
ina (2022). In this account, values are understood as tools for moral evaluation. They help people to recognize,
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analyze and (possibly) resolve morally problematic situations. The idea is that values can change if and when
they are no longer helpful (functional) in recognizing, analyzing, and resolving these situations. This means
that value change may be triggered when new morally problematic situations arise that cannot, or not suffi-
ciently, be resolved with existing values (or existing priorities among values). For example, the emergence of
sustainability as a value in the 1980s may be seen viewed as a response to increasing environmental problems
and tensions between economic and environmental values that could not be solved by existing values.

2.4 Van de Poel and Kudina’s pragmatist account of value change (2022) is broadly functionalist, i.e., it understands
values as serving certain functions, primarily moral evaluation. 2 However, it is different from other functionalist
accounts of values in the social sciences and psychology. Values may also serve a social function, such as pro-
viding a shared identity, contributing to social stability, or aligning intentions and actions. They can also fulfill a
psychological function for individuals, such as identity formation or coping with certain universal human chal-
lenges. Here, we understand values primarily as serving a function in moral evaluation and problem-solving.

2.5 Van De Poel & Kudina (2022) distinguish between three dynamics of value change: (1) value dynamism, (2) value
adaptation, and (3) value emergence. The first occurs if human agents confronted with a morally problematic
situation reinterpret existing values to better deal with such a situation. This may lead to some change in how
a value is understood or prioritized vis-a-vis other values, but the change does not carry over to the societal
level and is, therefore, short-lived. The second case is similar to the first, but the value change carries over to
the societal level and will last longer. In the third case, agents cannot resolve the morally problematic situation
based on existing values. This may lead to a new value to deal with the problem, which may induce a societal
change.

2.6 The value change account offered by Van De Poel & Kudina (2022) is broader than just technology-induced value
change, but they apply it to technology, which we will do in this paper. We model the interaction between
values and technologies at the societal level. To this end, we assume that technologies are developed and
employed in a society to fulfill certain needs that exist in a society. However, employing technologies may
also have unintended effects that manifest as (new) morally problematic situations. In line with the pragmatist
account of value change and the underlying ideas of the pragmatist philosopher John Dewey, we will assume
that such moral problems are initially latent.3

2.7 We assume that agents must have the relevant values to recognize a morally problematic situation and make
a latent moral problem a perceived one. For example, agents need environmental values to identify environ-
mental problems. However, if a morally problematic situation is not recognized or resolved, the problem may
increase and become apparent so that the relevant value emerges (cf. Van De Poel & Kudina 2022). For example,
societies may employ an energy technology, like coal, to meet energy needs. As an unintended by-product, this
may create environmental problems. If these societies have no environmental values, agents may not immedi-
ately recognize the environmental issues as problematic. However, the problem may become undeniable, and
an environmental value (like sustainability) may emerge.4

2.8 We assume that the values of a society influence the technologies the society employs. In other words, agents
will use technologies that serve their needs and choose those that best align with their values. For example,
a society that places importance on environmental values will strive to avoid using coal as energy technology.
Once another technology – like, for example, wind energy – that fulfills the same needs but is more in line with
the values of that society becomes available, it is likely to switch to that technology. This brings us to a final
element of how we model the interaction between technologies and values. To a certain extent, societies tend
to innovate, i.e., to look for (and find) new technologies that fulfill their needs. However, they may differ in
terms of (unintended) effects and, therefore, in the degree to which they respect certain values.

Phenomena of value (change)

2.9 Van De Poel and Kudina’s pragmatist account was developed to explain value change better. Although there
are other accounts of value or moral change (Baker 2019; Nickel 2020; Swierstra et al. 2009), the authors claim
that their account can also (or even better) explain aspects of value change highlighted by these other authors.
In this paper, we have a somewhat different interest. We do not aim to compare the pragmatist account with
other accounts. We are interested in investigating whether it can reproduce some related phenomena in the
interaction between values, technology, and society.

2.10 We identify four phenomena related to values and value change. We build a simulation model and investigate
whether the conceptualization of value change offered by Van De Poel & Kudina (2022) can reproduce these
phenomena and, if so, under what conditions.
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2.11 We focus on the following four phenomena:
• The inevitability and stability of values

• The difference between societies in openness and resistance to value change

• The occurrence of moral revolutions

• The occurrence of lock-in

2.12 This list resulted from an initially longer list of relevant phenomena that seemed relevant in the interaction
between technology, society, and values. We then reduced this list to those phenomena that would roughly re-
quire the same model conceptualization. Some phenomena, for example, would require distinguishing specific
values (e.g., sustainability or privacy), which our chosen model conceptualization does not allow.5 We describe
these phenomena in more detail below.

The inevitability and stability of values

2.13 It would seem a social fact that societies are characterized by values. It is difficult to imagine a society with
no values. Humans are evaluative and normative beings who seem to hold certain values by their very nature.
Moreover, values are relatively stable over time. They differ from attitudes and preferences, which are more
situation-specific and transient (Rokeach 1973; Williams Jr. 1968). They also differ from norms, which are more
specific than values and contain prescriptions for action often based on sanctions (Hitlin & Piliavin 2004). Values
transcend specific situations and are relatively stable over time (Schwartz & Bilsky 1987).

2.14 While it may seem a truism that values are inevitable and rather stable elements of a society, it is not straight-
forward that a functionalist conceptualization of values that allows for value change can account for the in-
evitability and stability of values. In a functionalist account, it would seem conceivable – at least theoretically
– that values disappear once the function they fulfill is no longer needed or required. In our case, we consider
values to be functional for addressing and resolving moral problems. This suggests that they may disappear if
all moral problems are solved.

2.15 This does not mean that a functionalist conception of values cannot account for the inevitability and stability
of values. In such a conception, the absence of stable values is a theoretical possibility. However, one would
expect that such a society (without stable values) would not be able to deal with moral problems adequately.
In other words, if we simulated a society without stable values, we would expect it to be characterized by a high
severity of moral problems, or at least a severity of moral problems that are significantly higher than societies
with stable values.

Societies differ in openness and resistance to change

2.16 It seems likely that societies differ in their openness or resistance to change, and this characteristic is likely to
affect, among others, how such societies react to external events or shocks. Theoretically, this difference in
what we will call “openness to change” may be understood along two dimensions that are sometimes under-
stood as distinct differences between traditional and modern societies in the literature. These differences are:
(1) the pace of technological change and innovation and (2) the degree to which a society is characterized by a
division of labor and, consequently, the extent to which different value spheres co-exist in a society.

2.17 Traditional and particular pre-industrial societies are often characterized by a slower pace of technological de-
velopment emphasizing technological innovation. Similarly, they are typically more homogenous. So-called
modern societies are characterized by complex divisions of labor (Durkheim 1933), which may give rise to social
spheres in which values are prioritized (Walzer 1983; Weber 1948). Therefore it seems likely that such societies
have a higher plurality of values and are more open to value change.

2.18 We recognize that distinguishing traditional from modern societies is difficult and potentially controversial. Any
defining difference might meet objections and counterexamples. Moreover, the idea that there is any sharp
distinction might be contentious. Still, we maintain that, theoretically, it is worthwhile distinguishing societies
with different degrees of “openness to change.” And we believe it would be a virtue of a conceptualization of
value change if it could explain why such a difference matters for how societies react to external perturbations.
The question of which societies are more or less open to change and whether this maps on any distinction
between ‘traditional’ and ‘modern’ societies is empirical and beyond the scope of this paper.
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Moral revolutions

2.19 While value changes may gradually emerge over time, sometimes they occur suddenly and in a relatively short
period. An example is the sexual revolution, which led to a change in sexual morality– and hence a value change
– in certain societies in a relatively short period (Diczfalusy 2000; Swierstra 2013; Van Der Burg 2003). Such
phenomena have been described as moral revolutions (Appiah 2010; Baker 2019; Lowe 2019; Pleasants 2018).
Baker (2019), for example, understood moral revolutions as being akin to Kuhnian scientific revolutions (Kuhn
1962). According to him, certain moral dissenters articulate moral anomalies by pointing out that the old moral
paradigm can no longer address current moral problems.

2.20 In a survey article on recent accounts of moral revolutions in moral philosophy, Klenk et al. (2022) suggest that
there is an agreement in the literature that “part of what makes revolutions distinctive is the radicality, depth or
fundamentality of the moral changes involved.” There is no agreement that moral revolutions need to happen
suddenly. Appiah (2010, 172) describes a moral revolution as ‘a large change in a small time’, whereas authors
like Baker (2019), Pleasants (2018), and Kitcher (2021) think they can stretch over longer periods, even several
generations. Klenk et al. (2022, 6) state that “some of the apparent tension between these comments on the
speed of revolutions may be resolved by acknowledging that a moral revolution can be slow in the making (the
challenging of moral codes, the presentation of an alternative, the individual activism etc.) while the behavioral
change can be sudden.”

2.21 To see whether our model can reproduce moral revolutions, we will understand such revolutions as implying
a significant or radical change in the importance of values in a relatively short period. Since time is relative in
our model, it is measured in ticks, but we can compare the time in which a value change occurs to the entire
length of the model run. We do not assume a particular period in which the radical value change happens, but
it needs to be short compared to the typical lifespan of societies.

Lock-in

2.22 We are interested in seeing whether our simulation model can simulate a lock-in that occurs when a technol-
ogy is used despite it being morally unacceptable. In the literature, technological lock-in is often understood
as the phenomenon that a technology is dominant in use even though a better technology that roughly ful-
fills the same needs is available (Arthur 1989; David 1985). ‘Better’ can mean that the alternative technology is
more effective or more efficient in fulfilling needs or does so with fewer harmful secondary consequences, like
pollution and risks. In the literature, lock-in has been analyzed as the result of path dependencies in the devel-
opment and adoption of technology (Arthur 1989; David 2007). Such path dependencies may, for example, be
caused by increased returns to adoption or by network externalities A classic example is the QWERTY keyboard.
A layout was chosen to avoid typewriter jamming, but ergonomically, it was allegedly not the best layout for
users in terms of efficiency and muscle strains (David 1985). However, it remains the dominant design in the
computer age (where jamming is impossible) mainly because so many people have become used to it. It has
become the standard in typing and training courses.

2.23 Bergen (2016) points out that path dependency and lock-in are not purely economic phenomena. Political,
institutional, and infrastructural lock-in in a certain technology option or project has been discussed in the lit-
erature (e.g., Frantzeskaki & Loorbach 2010; Walker 2000). Terms such as carbon lock-in (Unruh 2000) and moral
lock-in (Bruijnis et al. 2015) have been used in the literature to refer to the continued use of a morally undesir-
able technology. Bergen (2016) suggests lock-ins may also occur without (better) technological alternatives.
He points out that the absence of technological alternatives may result from path dependencies and micro-
irreversibilities, for example, if a technology is preferred due to political (or ideological) factors, even if it has
significant drawbacks.

2.24 It should be noted that our operationalization of lock-in terms of the continued use of unacceptable technology
reflects an idea that is also found in the literature on lock-in, namely the idea that it is undesirable. For some
authors, the undesirability lies in the fact that a better technology is available but not used (e.g., David 1985).
For others, it is the fact that it is more difficult to develop alternative technologies (e.g., Bergen 2016). Still
others understand lock-in simply as the continued use of an undesirable technology, for example, carbon (e.g.,
Unruh 2000) or moral lock-in (Bruijnis et al. 2015).
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Model Description

3.1 This section describes the conceptualization and parameters of the model. The model can be found online 6.
An ODD+D description (Müller et al. 2013) of the model is provided in the Appendix.

Simulation goal and requirements for model validation

3.2 The simulation experiment aims to evaluate whether the pragmatist account of value change proposed in Van
De Poel & Kudina (2022) can successfully reproduce the four phenomena described in the previous section. To
do so, the simulation experiment should comply with the following two requirements. First, it should follow
the conceptualization of value change by Van De Poel & Kudina (2022). Table 1 shows how key elements of the
pragmatist account of value change have been translated into the model. The model is based on four key as-
sumptions: (1) values influence the selection of preferable technologies, (2) technologies may have unintended
consequences and lead to (new) morally problematic situations, (3) values are necessary to recognize moral
problems caused by technologies, and (4) society may respond to moral problems through value dynamism,
value adaptation, and innovation.

3.3 Second, the simulation experiment should allow us to evaluate whether the conceptualization can reproduce
the relevant phenomena. To do so, we need to pay attention to the metric (whether the phenomenon occurred
in the model) and the mechanism (whether the process leading to the phenomena is plausible).

3.4 We use an agent-based model (ABM) because we expect that agent heterogeneity (i.e., technologies having
different properties and needs having different impacts) will affect the occurrence of the emergent behavior
(i.e., the phenomena of value change). Additionally, ABM has advantages in explicitly visualizing processes
leading to value change compared to other modeling paradigms, such as system dynamics (i.e., populations
using technologies to address certain needs).

3.5 We discover the occurrence of value change using the scenario discovery approach (Bryant & Lempert 2010).
Exploratory modeling and analysis (EMA) (Bankes 1993; Kwakkel & Pruyt 2013) is used to run the simulation
model multiple times, each time with a different combination of input parameters (e.g., degree of openness to
change of societies, propensity for value adaption, dynamism, and innovation). PRIM (Patient Rule Induction
Method) (Friedman & Fisher 1999) is used to trace which combinations of input parameters led to the occurrence
of the phenomenon of interest.

Model conceptualization

Model elements

3.6 The conceptualization of the model follows the account of value change of Van De Poel & Kudina (2022) (See
Table 1), as well as some other common assumptions in the relevant literature. For example, we do not only
assume that technologies meet human needs (a commonsense assumption) but also that they may have unin-
tended consequences that can lead to moral problems (e.g., Van De Poel & Royakkers 2011). We further assume
that values affect the choice of technologies and can affect technological innovation, an assumption that is
common in the literature on value-sensitive design (e.g., Friedman & Hendry 2019; van den Hoven et al. 2015),
responsible innovation, and in Science and Technology Studies (e.g., Bijker & Law 1992). We use three options
for reacting to moral problems (value dynamism, value adaptation, and innovation) based on Van De Poel &
Kudina (2022), but with two deviations. First, we do not distinguish value emergence as a separate response
because, in our model, it is an extreme case of value adaptation, where value importance changes from zero to
a positive number (so we include it implicitly). Second, we distinguish innovation as a separate response. The
literature recognizes that innovations can be developed to address moral problems (e.g., van den Hoven et al.
2015). For example, they may be developed to meet the sustainable development goals of the United Nations
(e.g., European Commission 2012; Voegtlin et al. 2022). By adding innovation as a response, our model can sim-
ulate the mutual interaction between technology and values (society), an important phenomenon according to
several authors (Rip & Kemp 1998; Swierstra 2013; Van De Poel 2020). We further assume that moral problems
are not recognized if society lacks the relevant values (following the pragmatist account, see Table 1). However,
they will be recognized if they become too big (a commonsense assumption). Finally, we assume that values
that are not ‘used’ will disappear over time, an assumption we explained in the section on ‘the inevitability and
stability of values’ above.
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Pragmatist account of value change In model
Indeterminate situation Latent moral problem
Values help to see what is morally salient Values are needed to recognize (latent) moral prob-

lems
Values help to evaluate situations Values determine the acceptability of technologies
Values provide clues/guidance for action Values help to suggest innovations
Value dynamism Temporary change in the importance of values
Value adaptation Structural change in the importance of values
Value emergence A new value appears in the model

Table 1: Pragmatist Account of Value Change in the Model.

3.7 Our simulation model represents a society where agents fulfill societal needs by using technologies. The usage
of these technologies can cause moral problems. If so, agents have three options to address these problems.
First, they can adjust the values of society temporarily (value dynamism). As a result, the technology that has
caused the problems becomes less desirable. Second, they can adjust society’s values, but permanently (value
adaptation). The consequences are the same as for value dynamism, but the values that have been adjusted
will not return to their initial settings over time. A third option is to create a new technology (innovation). If pos-
sible, the newly created technology will align with society’s current values (assuming agents aim for responsible
innovation). Figure 1 visualizes the model, and Figure 2 conceptualizes it.

Figure 1: Visualization of the model with 20 technologies (hammers), 10 needs (objects), 5 moral problems
(warning signs) and 4 values (hearts).
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Figure 2: Conceptual model.

3.8 Example. Society is characterized by various needs. One example of such a need is energy. Various technolo-
gies, like coal power, nuclear power, and wind energy, may be used to fulfill that need. In the model, existing
values determine which technologies are considered acceptable and are used. Suppose a society is character-
ized by the values of safety and reliability and has access to the technologies of coal and nuclear power. In light
of these values, coal power rather than nuclear power is deemed acceptable to generate energy. In turn, the use
of this technology causes environmental problems. Since society does not yet have the value of sustainability,
these environmental problems are initially not recognized and are latent. However, above a certain threshold,
they become perceived, and the value of sustainability emerges. The emergence of sustainability may have
several consequences in the model. First, it may affect the acceptability of available technologies. If society
has access to coal and nuclear power, the new value of sustainability might make coal power less and nuclear
power more acceptable. This could change the technologies used to fulfill the energy need (and which moral
problems are caused). The value of sustainability may also trigger new innovations and, for example, may make
wind energy available to society. Suppose this technology (wind energy) becomes the (dominant) technology
to fulfill the energy need, it may then cause new moral problems. For example, windmills may negatively affect
landscape aesthetics, or their noise may create moral health problems for people. These problems may again
lead to new value changes, which may trigger further technological changes.

3.9 Needs. The model comprises several needs. The role of agents in the model is to fulfill these needs using tech-
nologies.

3.10 Technologies. To fulfill a need, agents first need to choose a technology. Multiple technologies might exist that
can fulfill the same need. In this case, the agent will choose one that is morally acceptable (not those in red in
Figure 1) and that has frequently been used (the agent has learned to use the technology efficiently).

3.11 Moral problems. After choosing a technology, the agent turns to the need it aims to fulfill. After fulfilling the
need, the usage of the technology may have caused moral problems. The severity of a moral problem can vary
between zero and ten. Each time a technology is used, the severity of the moral problem may increase. This
is determined by the characteristics of the technology and how well the agent has learned to use it (the more
frequently the technology is used, the more efficient its usage). The severity of the moral problem is likely to
trigger a reaction from agents. If it reaches the first threshold, the status of the problem changes from inexistent
to unperceived (white warning sign in Figure 1). If it reaches a second threshold, the moral problem becomes
perceived (colored warning sign in Figure 1).

3.12 Values. Moral problems can become perceived if their severity is high and if society has the appropriate values
to recognize them. Each value in the model has specific properties that allow a society to identify certain moral
problems. Values in society determine whether technologies are deemed morally unacceptable (those in red
in Figure 1). Agents will try to choose acceptable technologies if available. The importance of a value increases
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when the corresponding moral problems become more severe. As a result, technologies that were initially
acceptable can become unacceptable over time.

3.13 Values may disappear if related moral problems have not occurred for some time. The variable ‘value memory
of society’ affects how quickly values are forgotten.

3.14 Value deliberation. If a moral problem is perceived, an agent can act on it in three ways: value dynamism, value
adaptation, and innovation. This choice depends on society’s preferences towards each action (see Table 2).

3.15 If the agent chooses value dynamism, the importance of the value(s) corresponding to the moral problem in-
creases temporarily. If the value does not yet exist, a new one is created. Increasing the importance of values can
cause technologies that were first deemed acceptable to become morally unacceptable. After a certain number
of ticks, the importance will return to its initial level. If the agent chooses value adaptation, the importance
of values is also increased, but permanently. If the agent chooses innovation, a new technology that aligns
with society’s values (i.e., morally acceptable) is likely to be created. The agent heads toward the ‘innovation
area’. Whether the agent successfully creates these technologies depends on society’s openness to change and
a certain degree of chance (random distribution).

Model specification

3.16 This section provides an overview of the input and output parameters for the model. Output parameters are
used to trace phenomena of value change.

Parameters Description Range
Propensity_value_dynamism Probability that agents choose value dy-

namism to act on moral problems.
[0-1]

Propensity_value_adaptation Probability that agents choose value adapta-
tion to act on moral problems.

[0-1]

Propensity_innovation Probability that agents choose innovation to
act on moral problems.

[0-1]

Openness_to_change Pace at which values are changed and the
probability of finding new technologies

[0-100]

Value_memory_of_society Pace at which unaffected values are forgotten [0-100]
max_need_change Maximum increase or decrease of needs if

these change over time
[0.5-4]

Table 2: Model input parameters.
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Output parameters Output parameter name
Number of moral problems discovered
throughout simulation run using their
values

‘number_of_moral_problems_discovered_through_values’

Number of moral problems discovered
throughout simulation run because they
exceeded the threshold (moral problems
were severe)

‘number_of_moral_problems_discovered_through_threshold’

Sum of severity of moral problems en-
countered throughout the simulation
run

‘total_severity_of_moral_problems’

Average number of existing perceived
moral problems throughout simulation
run

‘average_number_of_perceived_moral_problems’

Average number of existing unperceived
moral problems throughout simulation
run

‘average_number_of_unperceived_moral_problems’

Number of moral problems emerged
throughout the simulation run

‘number_of_moral_problems_emerged’

Number of moral problems that existed
when moral revolutions occurred

‘count_moral_problems_when_moral_revolution’

Number of values that existed when
moral revolutions occurred

‘count_values_when_moral_revolution’

Average number of moral problems in
the model throughout the simulation
run

‘average_number_of_moral_problems’

Average number of values in the model
throughout the simulation run

‘average_number_of_values’

Number of moral revolutions that oc-
curred throughout one simulation run

‘count_moral_revolutions’

Number of lock-in situations that oc-
curred throughout one simulation run

‘count_lock_in_situations’

Table 3: Model output parameters.

Model runs

3.17 An important criterion for successfully performing the analysis is that the number of runs is sufficiently large
to perform PRIM experiments (see subsection ‘Simulation goal and requirements for model validation’). Us-
ing PRIM, we can identify the input parameters (and subsequent ranges) that caused the occurrence the phe-
nomenon of interest.

3.18 We use Saltelli’s sampling scheme (Saltelli 2002) to determine the number of model runs as it offers good cov-
erage of the input space for sensitivity analysis. We set the number of samples to 512 (N) to ensure that the
number of runs is sufficiently large and because this sampling scheme recommends that the sample number is
a power of 2. The number of runs is calculated using the following formula: N× (2D+2), where D is the number
of input parameters. The number of runs performed is 7,168.

Model validation

3.19 We validate the model using the ‘evaludation’ protocol of Augusiak et al. (2014) and considering the criteria for
model validation established in the section ’Simulation goal and requirements for model validation’. For the
data evaluation step, we verified that the ranges of input parameters are sufficient to generate all phenomena
of value change that could be observed in the model. For the conceptual model evaluation step, we verified with
one of the authors of the pragmatist account of value change proposed by Van De Poel & Kudina (2022) that the
model conceptualization was correct. We conducted a series of tests to verify the absence of code errors and
bugs in the model. The model output verification step was achieved by verifying that the model could generate
phenomena of value change and that some of the mechanisms leading to value change were plausible. The
use of EMA (see subsection ‘Simulation goal and requirements for model validation’) is beneficial for the model
analysis step, as the sensitivity of input parameters is immediately perceived. The model output corroboration
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step is part of the result section, as we aim to evaluate to what extent the model can reproduce phenomena of
value change.

Results

Reproducing phenomena of value change

4.1 We test the ability of the model to reproduce phenomena of value change by formulating several hypotheses.
Table 4 lists our hypotheses. These are derived from the earlier described phenomena of value change as fol-
lows:

• The first phenomenon is ‘the inevitability and stability of values.’ As indicated earlier, we expect societies
without stable values to be less able to address moral problems (hypothesis 1).

• The second phenomenon is based on the distinction between traditional and modern societies. We de-
fine the former as having a lower rate of technological innovation and less propensity for value change.
They have a more challenging time reacting to external shocks because the pace at which they can in-
novate or change values in response to these shocks is lower (hypothesis 2). Modern societies are more
likely to innovate and have a variety of value spheres, making value change more likely. These societies
can innovate and solve problems due to external shocks, but these innovations will likely lead to new
moral problems in the long run (hypothesis 3).

• The third phenomenon relates to moral revolutions. Authors like Baker (2019) suggested that moral dis-
senters often trigger moral revolutions. Although we have not modeled ‘dissent’, it likely correlates with
model parameters such as the number and severity of moral problems (hypothesis 4). Similarly, exter-
nal shocks may lead to unsolved moral problems and hence dissent (hypothesis 5). Moral revolutions are
more likely to occur if the problem-solving capacity of a society is lower. Since we conceive values as tools
to solve moral problems, this would seem to be the case if a society has few values. A moral revolution
may be seen as an event that tries to correct this state of affairs (hypothesis 6).

• The fourth phenomenon is lock-in, which we conceptualize as the continued use of a morally unaccept-
able technology. Two factors seem to be at play in causing lock-in. One is that value change may make
a technology that was deemed acceptable to suddenly become unacceptable, contributing to lock-in.
Second, a low level of technological innovation will make it more difficult to develop acceptable tech-
nologies, leading to more unacceptable technologies and, most likely, more lock-in (hypothesis 7).

Phenomenon Hypothesis
Phenomenon 1: The in-
evitability and stability of
values

Hypothesis 1: Societies cannot adequately address moral
problems without stable values.

Phenomenon 2: Societies dif-
fer in openness and resistance
to change

Hypothesis 2: Societies resistant to change are less resilient
in dealing with external shocks.

Hypothesis 3: Societies with high openness to change can
solve more moral problems but also create more new moral
problems.

Phenomenon 3: Moral revolu-
tions

Hypothesis 4: Moral revolutions are more likely if a society
is confronted with many moral problems and/or severe moral
problems.
Hypothesis 5: Moral revolutions are more likely in cases of
external shocks.
Hypothesis 6: Moral revolutions are more likely if a society
has few values.

Phenomenon 4: Lock-in Hypothesis 7: Lock-in is caused by a combination of value
change and low innovation.

Table 4: Hypotheses formulated to test the ability of the model to reproduce phenomena of value change.
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Phenomenon 1: The inevitability and stability of values

4.2 In a functionalist account, the function of values is to help societies address and resolve moral problems.
4.3 To test hypothesis 1, we run several simulations for various value memories of a society. A society with low-

value memory means values tend to be forgotten quickly (i.e., values are unstable). This may result in less
awareness of potential moral problems caused by technologies. We measure the average severity of moral
problems observed in a society and the number of problems discovered in a society.

4.4 Figure 3 shows the results of the simulations. A longer value memory indeed helps to address moral problems.
This is particularly apparent when the value memory is between 0 and 20. If it is lower than 20, moral problems
are mainly discovered through the severity threshold (the problem is so severe that it becomes perceived in
a society even if it lacks the values to perceive the problem directly). When the value memory is higher than
20, moral problems are often discovered thanks to the values that society already has. As a result, the total
severity of moral problems is lower when the value memory is higher than 20. The results in Figure 3 largely
confirm hypothesis 1 that societies cannot adequately address moral problems without stable values.

Figure 3: Values help to discover and address moral problems.

Phenomenon 2: Societies differ in openness and resistance to change

4.5 Societies may differ in degree of openness to change. For example, some societies might be more open to
new technologies and new moral considerations in the face of social and technological change. Although this
openness can be beneficial to adjust to new situations, technological and moral change can also lead to new
moral problems.

4.6 To test hypothesis 2, we perform simulations in which the society has various degrees of openness and where
the needs of the society change in a succession of shocks. The variable ‘max_need_change’ determines the size
of these shocks. We then measure the cumulative severity of moral problems observed in a society. Figure 4
shows the results of the simulation. The figure on the left shows a kernel density estimate (KDE 7) plot of the
cumulative severity of moral problems observed for each simulation run. The figure indicates that the aver-
age cumulative severity is around 600,000. Using PRIM, we select simulation runs that end with a cumulative
severity higher than 850,000 (worst cases). We inspect which ranges of the input parameters generated these
runs. The figure on the right reports these results. It shows that the severity of moral problems was highest
when both the need changes were high (between 2.3 and 4) and openness to change was low (between 0 and
31). This means that a high severity of moral problems most likely occurs in societies that combine a low open-
ness to change with large external need changes (i.e., large external shocks). This confirms hypothesis 2 that
societies resistant to change are less resilient in dealing with external shocks.
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Figure 4: Societies that are open to change can cope better with external shocks.

4.7 To test hypothesis 3, we run several simulations for various degrees of openness of a society. We measure the
number of moral problems in a society in each simulation run (both perceived and unperceived) and the num-
ber of new problem problems that emerged during the simulation run.

4.8 Figure 5 presents the simulation results. These seem to confirm hypothesis 3. The number of perceived moral
problems that a society has to deal with is lower if the openness to change of a society is high. However, high
openness to change also leads to more unperceived moral problems and more new moral problems.

Figure 5: Open societies solve more moral problems but also create new ones.

Phenomenon 3: Moral revolutions

4.9 Technological change may induce moral revolutions. More specifically, they can be triggered by multiple and
severe societal problems, external shocks, and too few values (which could help solve moral problems).

4.10 To test hypothesis 4, we measure the number of moral problems a society faces before a moral revolution and
compare it with the average number of moral problems a society faces. Figure 6 shows the results. It shows
two KDE plots of both measures. The average number of moral problems faced before moral revolutions was
7,242, with an average of 5,549 moral problems in society. We can therefore confirm Hypothesis 4 that moral
revolutions are more likely if a society is confronted with many problems and/or severe moral problems.
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Figure 6: A higher number of moral problems faced prior to moral revolutions.

4.11 To test hypothesis 5, we perform simulations where the needs in a society change through a series of shocks.
We measure the number of moral revolutions in each simulation run. Figure 8 confirms hypothesis 5, namely
that moral revolutions occur more frequently when external shocks are stronger (also see Figure 7).

Figure 7: The occurrence of moral revolutions increases as external shocks are stronger.

4.12 To test hypothesis 6, we compare the number of values in a society when moral revolutions occur to the average
number of values in that society over the entire model run (see Figure 8). The figure indicates that the number
of values seems lower before moral revolutions (often only two), confirming hypothesis 6.
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Figure 8: The number of values in the model is typically lower prior to moral revolutions.

Phenomenon 4: Lock-in

4.13 Lock-in may occur without (better) technological alternatives, making it impossible for a society to react to new
morally unacceptable technologies.

4.14 To test hypothesis 7, we perform simulation runs in which societies have different propensities towards in-
novation, value dynamism, and adaptation and measure whether lock-ins have occurred. The outcomes of
the simulations suggest that the hypothesis cannot be confirmed. Rather, we identify three combinations of
propensities that lead to lock-in situations (see Table 5).

Scenario Lock-ins Innovation Value Dynamism Value Adaptation
1 A few short ones High High Low
2 Several larger ones High Low High
3 Many short ones Low High Low

Table 5: Scenarios of lock-in situation observed.

4.15 The mechanism of value dynamism explains the occurrence of the three scenarios. In the case of value dy-
namism, society changes its values only temporarily to get out of lock-in situations for a short period. However,
if society keeps using the same technologies, the same lock-in situation will reappear as soon as the impor-
tance of values resorts to its initial state (scenario 3). In contrast, a high innovation rate can help avoid lock-in
situations (scenario 1). In scenario 2, there is no mechanism to quickly escape lock-in situations due to the low
propensity of value dynamism. Values may adapt, but it might take longer before society finds innovations that
align with new values. Although our simulation results do not confirm hypothesis 7, they do not reject it either.
Moreover, our model can simulate the lock-in phenomenon, albeit under somewhat different conditions than
expected.

Discussion

5.1 We first consider each of the four studied phenomena in detail and then draw more general conclusions about
the strength and weaknesses of the pragmatist account of value change. We also discuss the added value of
agent-based modeling in developing theories of value change and propose possible directions for future re-
search.

The inevitability and stability of values

5.2 In a pragmatist account of values, values can theoretically disappear in a society if the function they fulfill is
no longer required. This suggests that, theoretically, there are also no values in a society without moral prob-
lems Yet, in the actual world, values seem to be inevitable but also rather stable, as also suggested by many
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(other) theories about values (e.g., Schwartz 1992). How then can we account for this phenomenon in a prag-
matist account of value? We suggested that a society without stable values cannot adequately address moral
problems if we assume values to be functional in recognizing, addressing, and solving moral problems. Our
experiments mostly confirmed this hypothesis, suggesting that values in most societies are more or less ‘in-
evitable’ and rather stable (otherwise, societies may not persist). This may be one of the strengths of the model
and the underlying conceptualization in the sense that we can reproduce the phenomenon of the inevitability
and stability of values without assuming it in advance.

5.3 Of course, other value scholars may argue that there is an intrinsic, conceptual connection between values
and human agents (or between values and societies). One can also build a simulation model based on such
a conceptual assumption, but then the inevitability and stability of values are assumed in the model. In our
case, we did not make this assumption and show that a pragmatist functionalist account of values nevertheless
requires that values are present in a society and need to be rather stable for a society to address moral problems.

Societies differ in openness and resistance to change

5.4 We wanted our model to reproduce differences in societies in terms of openness and resistance to change. In
particular, we were interested to see whether they would lead to differences in how societies react to external
shocks. In the experiments, we operationalized an external shock as a sudden change in needs. In reality, such
sudden changes in needs may be caused by an external shock. For example, a society hit by drought might
suddenly have an increased need for food, or a society struck by an earthquake for housing.

5.5 Our experiments show that societies less open to change are, on average, confronted with a higher total cumu-
lative severity of moral problems when plagued by bigger external shocks. Although more open societies are
more open to change and can adapt more quickly, our experiments also suggest that they are not necessarily
better able to avoid moral problems in the long run (see Figure 9). Although the figure suggests that the total
severity of moral problems decreases when the openness to change increases, the effect of openness seems
limited, implying that societies open to change have their own issues in properly addressing moral problems.
One possible explanation is that the higher pace of technological innovation, leading to the use of new tech-
nologies, may, in turn, cause new types of moral problems. Although new values may arise to address these
problems, these societies may not always be able to successfully abate moral problems in the long run. This
explanation is in line with our hypothesis 3.

Figure 9: Societies that are more open to change can adapt much more quickly.

5.6 This finding suggests that although ‘modern’ societies are more adaptive than ‘traditional’ ones when reacting
to external shocks, they are more plagued by moral problems of their own making, particularly due to new tech-
nologies. Current human-induced climate change seems to be an example of the latter. Some have interpreted
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it as a sign that we are entering a new era, sometimes called the Anthropocene (e.g., Crutzen 2006), in which
the circumstances in which we live, but also the problems that confront us, are much more the result of human
actions and technological developments, than in the past (cf. Kolbert 2021).

Moral revolutions

5.7 Our experiments suggest that moral revolutions can occur in our model. They are characterized by relatively
sudden and drastic changes in the importance of values. Our simulations also suggest that moral revolutions
typically happen when a society faces various moral problems it cannot resolve. This is in line with the literature,
which suggests that moral revolutions may occur when an existing paradigm can no longer cope with moral
problems (e.g., Baker 2019). Similarly, we found that moral revolutions are more likely in societies confronted
with external shocks or those with limited capacity to solve moral problems due to few values.

Lock-in

5.8 We also wanted our model to reproduce the phenomenon of lock-in, understood as the continued use of a
morally unacceptable technology. Our results show that under some circumstances, lock-in occurs in our
model, while in others not or less. Although we were thus able to reproduce the lock-in phenomenon, the cir-
cumstances under which it occurred were somewhat different from the ones we formulated in hypothesis 7.
Our model could not simulate lock-in cases where a better or more acceptable technology is available. This is
probably because the current model assumes that society always prefers an acceptable technology to an unac-
ceptable one. However, this model assumption is not based on the underlying pragmatist conception of values
(and value change) and can be adjusted without changing the underlying pragmatist conception of values.

5.9 The literature often understands lock-in as the consequence of path dependencies; in other words, lock-in oc-
curs due to historical contingencies that affect the further development of a society. An agent-based model is
– at least in principle - able to simulate such path dependencies, as the state of the variables in an agent-based
model at a given time is dependent on previous states of these variables. In our experiments, we have only
investigated more structural factors that make lock-in more likely to occur. Still, it would be interesting to see
whether we can also investigate which events are more likely to lead to lock-in and which may result in lock-out.

Comparison with other models and theories of value and value change

5.10 Existing (agent-based) models typically model values as decision criteria and/or as individual characteristics
(see the theory section). Such models can model (and potentially explain) how values affect the choice of tech-
nologies and how these technologies affect the realization of moral values (and the occurrence of moral prob-
lems). Typically, do not model how the moral problems created by certain technologies affect values in society
and how they may lead to value change. In contrast to existing models, we model the interaction between
technology and values full circle, including how the technologies used affect values. This limitation of existing
models partly stems from modeling choices that can easily be made differently, for example, by adding other
or more mechanisms to existing models. However, there seems to be also an underlying conceptual reason
why some existing models are limited in this respect. They are based on Schwartz’s theory of values, which as-
sumes that there are only ten basic individual values, which are universal and timeless and thus cannot change
(Schwartz 1992). Only the relative importance of these values can change. This limits the theoretical resources
of this theory to understand value change. Schwartz’s theory does not seem to help us understand the interac-
tion between values and technologies.8

5.11 If we compare our account and model of value change with other existing theories of value change or moral
change, we can make the following observations. One influential idea is moral revolutions (Appiah 2010; Baker
2019; Pleasants 2018). Our model based on a pragmatist notion of value can account for moral revolutions.
Conversely, it is difficult to see how Baker’s theory of moral revolutions can account for phenomena like lock-
in or differences between societies in openness to change. Another important theory, developed by Swierstra
(2013), is related to technomoral change. This is one of the few other accounts that conceptualizes how technol-
ogy may affect morality, although its focus is on moral routines rather than values. However, it fails to explain
how values affect the choice of technology. In that respect, our pragmatist account seems quite promising in
modeling the full interaction between technology and values.
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Strengths and weaknesses of the pragmatist conceptualization of values and value
change

5.12 We selected four phenomena that a model based on a pragmatist conceptualization of values and value change
should be able to reproduce. By and large, our model was indeed able to reproduce these phenomena. It could
reproduce the inevitability and relative stability of values for societies with a certain minimal value memory. It
also reproduced lock-ins and moral revolutions.

5.13 This suggests that the pragmatist account is promising to understand value change and account for several
related phenomena. Nevertheless, we mention some caveats and limitations. First, it is often difficult to tell
whether the ability to reproduce a certain phenomenon in the model is due to the underlying pragmatist con-
ceptualization of value change or to other assumptions and choices. Second, we focused on four phenomena.
There might be other relevant phenomena. Moreover, we did not compare our results with real-world data,
so we cannot draw any conclusions about the empirical adequacy of our model or the underlying account
of value change. Third, although we could reproduce the four phenomena, our model is still rather coarse-
grained, so sometimes it was unable to reproduce the more precise dynamics associated in the literature with
these phenomena (particularly in the case of moral revolutions and lock-in). Fourth, our model assumes rather
homogenous societies. It hardly differentiates between individual agents within a society, ignoring individual
differences in value, and does not model interactions between societies with different values.

The added value of (agent-based) modeling

5.14 We see our model also as a proof-of-concept of how agent-based models – and more generally, simulation mod-
els – may be of added value in developing theories of value change. As we have shown, ABM can be used to ex-
plore a certain theory or conceptualization of value change, in this case the pragmatist account of value change
proposed in Van De Poel & Kudina (2022). Our exploration here took the form of testing, through experiments,
whether the developed model could reproduce four relevant phenomena.

5.15 However, it should be emphasized that we learned a lot from developing the model in terms of theoretical
exploration. One of the authors of this paper has a stronger background in agent-based modeling, the other in
the philosophy of technology, and developing the model required a dialogue between both viewpoints. On the
one hand, it required us to become more precise about the underlying conceptualization of value change. On
the other hand, it made us aware that sometimes modeling assumptions are less innocent than they may seem.
Certainly, when it came to trying to simulate or reproduce the four phenomena of interest, it was clear that
it was sometimes difficult to clearly distinguish between modeling assumptions coming from the underlying
conceptualization of values and value change and additional assumptions that were needed to build the model.
We generally tried to keep the model as simple as possible to stay close to the underlying conceptualization.
In doing so, we had to reduce the number of phenomena of value change we initially had in mind by choosing
those more closely related conceptually.

Future research

5.16 Future research could address several issues. First, exploring whether the model can reproduce other rele-
vant phenomena concerning the interaction between values, technology, and societies might be interesting.
For example, can we reproduce that different societies have different values (value pluralism)? In a pragmatist
functionalist account of values, such pluralism may be because societies are confronted with different moral
problems (or developed different technologies). It would be interesting to see whether our model can repro-
duce this.

5.17 Second, other values or value change conceptions could be modeled. For example, scholars could model
Schwartz’ value theory (Schwartz 1992) and see whether it can account for value change and the other phe-
nomena studied in this paper. Future research could model Baker’s (2019) account of moral revolutions and
compare how well it can account for different relevant phenomena compared to our model.

5.18 Third, it would be interesting to further develop and detail our model. For example, it would be useful to explore
the phenomenon of lock-in in the light of the pragmatist account of value change. The current model is still too
coarse-grained to simulate the dynamics of lock-in in more detail. Further research could distinguish agents
with different roles in the model (e.g., technology developers and users of technology) or allow agents to have
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different values (which is currently not yet the case). This might be useful for exploring specific phenomena and
making the model more realistic and empirically adequate.

Conclusions

6.1 We developed an agent-based model to explore the theoretical strengths and weaknesses of the pragmatist
conception of value change proposed by Van De Poel & Kudina (2022). We systematically investigated whether
this model could reproduce four phenomena that seem (theoretically) relevant for the interaction between
technology, society, and values, namely 1) the inevitability and stability of values, 2) how different societies
may react differently to external shocks, (3) moral revolutions, and (4) lock-in. By and large, we were able to re-
produce these phenomena, although the exact dynamics associated with them were sometimes not completely
reproducible, probably because our model is rather coarse-grained.

6.2 We draw two main conclusions The first is that the underlying pragmatist conception of value change is the-
oretically promising as it can account for several relevant phenomena. However, there are some significant
limitations to this conclusion. First, we did not compare the account with others, which could also reproduce
the relevant phenomena. Second, there may be other relevant phenomena than the four studied. Third, it is
often difficult to tell whether the ability to reproduce a relevant phenomenon is due to the underlying account
or to additional modeling choices. (This applies mutatis mutandis also for the inability to reproduce some of
the more detailed dynamics of these phenomena).

6.3 The second conclusion is that ABM – and more generally simulation models that allow ‘growing the system’ –
are promising for exploring the theoretical strengths and weaknesses of accounts of value change. First, they
offer the apparatus to systematically investigate whether certain phenomena can be reproduced (under certain
variations of the main parameters). Second, building a simulation model forces us to become more precise
about an account of value change and articulate certain assumptions based on the account. In that sense,
building a model already has clear added value.
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Appendix

The ODD+D model description can be found here: https://www.jasss.org/27/1/3/odd_d.pdf

Notes

1The only exception in the mentioned papers is de Wildt et al. (2021) who use the capability approach.
2Van De Poel & Kudina (2022) distinguish five more specific functions of values in moral evaluation: (1) dis-

covering what is morally salient in a situation; (2) normatively evaluating situations; (3) suggesting courses of
action (4) judging whether a problematic situation has been resolved and (5) moral justification

3Dewey calls such situations indeterminate situations. See also Van De Poel & Kudina (2022).
4Following Dewey (1939) and Van De Poel & Kudina (2022), we thus assume that what Dewey calls indeter-

minate situations may be recognized by agents because they are unsettling, even if agents do not yet have the
relevant values to turn the indeterminate situation into a morally problem one. More specifically, in the model
we assume that the situation may only be felt as unsettling if the latent problem reaches a certain threshold.

5Our initial list comprised seven phenomena: Lock-in, innovativeness, value plurality, moral progress, moral
revolutions, resistance to change, and resilience. We excluded value plurality and moral progress because they
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would require another model conceptualization. The three phenomena, that we initially called Innovativeness,
resistance to change, and resilience are now combined under the heading “The difference between societies in
openness (and resistance) to value change.” The first phenomenon (‘inevitability and stability of values’) was
later added when we realized that our model could lead to the disappearance of values, which seemed unde-
sirable.

6https://www.comses.net/codebase-release/fa63f0f2-a91f-4051-af08-bf65579c2ba9/
(temporary private link)

7A KDE plot is a visualization of the distribution of observations in a dataset. The visualization is similar to a
histogram, but smoothing is applied to improve visibility.

8However, it might be argued the Schwartz value theory is much better empirically corroborated than the
pragmatist account of value that we used.
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