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ABSTRACT

The aim of the present study is to analyze the performances of unsteady Reynolds-averaged Navier–Stokes (URANS) and large eddy simula-
tion (LES) approaches in predicting the airflow patterns inside car cabins and to give insight in the design of computational fluid dynamics
simulations of a real car cabin. For this purpose, one eddy viscosity-based turbulence model (shear stress transport k–x) and two subgrid
scale models (wall-adapting local eddy-viscosity and dynamic kinetic energy) were tested, and numerical results were compared with particle
image velocimetry measurements carried out on a commercial car. The URANS model exhibited great accuracy in predicting the mean flow
behavior and was appreciably outperformed by the LES models only far from the inlet sections. For this reason, it was deemed suitable for
conducting further analyses, aimed at characterizing the airflow patterns in winter and summer conditions and performing a thermal comfort
analysis. The thermal regime was found to have a very little effect on the air flow patterns, once the quasi-steady state regime is achieved; in
fact, both in winter and in summer, the temperature field is fairly uniform within the car cabin, making the contribution of buoyancy negligi-
ble and velocity fields to be very similar in the two seasons. Findings also reveal that thermal comfort sensation can be different for passengers
sharing the same car but sitting on different seats; this aspect should be considered when designing and operating the ventilation system,
since the minimum comfort requirements should be met for all the occupants.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0180823

I. INTRODUCTION

Computational fluid dynamics (CFD) has undergone significant
developments in the last few years, becoming a suitable tool for investi-
gating velocity, pressure, and temperature fields in various indoor
microenvironments, including aircraft cabins,1–17 trains,18–20 buses,21–28

and cars.29–45 Despite its versatility, if not properly validated, numerical
modeling may be affected by large errors and produce misleading
results, thereby eliminating all the advantages deriving by its employ-
ment (i.e., reduced costs and times with respect to experiments). These
errors could be induced by several factors: definition and discretization
of the domain (oversimplification of the geometry and bad quality cells
in the computational grid), selection of the boundary conditions, and
wrong assumptions in the mathematical modeling (i.e., choice of the
governing equations to be solved and models for the fluid and solid
properties). Therefore, before applying any numerical tool to engineer-
ing problems, a verification and validation procedure is required to

ensure the reliability and accuracy of the results.46 In this regard, the
particle image velocimetry (PIV) technique can be used to provide
accurate data for the validation of numerical simulations. Looking at
the scientific literature, several studies rely on PIV data for the valida-
tion of numerical codes. Among others, You et al.2,9 employed PIV
data to validate the CFD models adopted to investigate the impact of
gaspers on the airflow patterns inside an aircraft cabin; Yang et al.4

conducted large eddy simulations to investigate the airflow characteris-
tics in a simplified Boeing 737-200 cabin model, validating numerical
results against PIV measurements. While a considerable amount of
research was dedicated to achieving a better understanding of airflow
patterns inside aircraft, buses, and trains, very few properly validated
numerical studies are available concerning car cabins. Chang et al.31

developed a CFD model to study the effects of the ventilation rate on
the air quality inside a car cabin and to establish the amount of fresh
air required for each occupant in a vehicle; however, validation of the
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numerical model is provided by comparing simulated and experimen-
tal CO2 concentrations in the cabin and not in terms of velocity fields.
Khatoon and Kim33 and Yang et al.32 performed CFD simulations to
investigate passenger comfort inside car cabins; even in these cases,
validation was not provided in terms of velocity fields but comparing
temperature values at specific points of the domain. Zhang et al.34,35

evaluated the influence of different factors on the thermal comfort and
the energy consumption in a car cabin, comparing measured and pre-
dicted transient temperatures. Dehne et al.36 presented three vertical
ventilation concepts for car cabins, comparing them to common dash-
board ventilation using both experimental and numerical approaches;
the analyses were carried out on a simplified cabin prototype and the
CFD model was validated with mean temperature and velocity values
taken at multiple points of the cabin. Ullrich et al.37 conducted a
numerical study, validated with PIV measurements, in order to opti-
mize the heating, ventilation, and air conditioning (HVAC) system
and reduce its energy consumption; unfortunately, detailed informa-
tion about the geometry is not available, making the reproduction of
the numerical setup not possible. Danca et al.41,42 carried out experi-
mental and numerical analyses to investigate the air distribution and
the thermal comfort inside a car cabin mockup; a simplified geometry
was used to reproduce the in-vehicle environment, which may be not
representative of life-like scenarios.

Mathai et al.39 performed Reynolds-averaged Navier–Stokes
(RANS) simulations to study the aerosol distribution inside a vehicle
cabin, for different combinations of open and closed windows; Sen
and Singh40 also used a CFD model to analyze the droplets dispersion
inside a moving car with the windows open, by adopting a Eulerian–
Lagrangian approach. Both these studies, however, make use of an
extremely simplified geometry and do not provide a quantitative vali-
dation of the numerical results.

More recently, Sip et al.47 provided a benchmark for the charac-
terization of the flow immediately downstream of automotive vents,
comparing two theoretical approaches and validating them with mea-
surements acquired with the constant temperature anemometry
(CTA) technique. Finally, Djeddou et al.38 analyzed the performances
of five RANS turbulence models in predicting the airflow inside a pas-
senger car cabin, providing validation against mean velocities and tur-
bulence intensity profiles obtained with hot-wire anemometers; as
claimed by the authors themselves, the PIV technique would have
been more suitable since it is non-intrusive and provides information
about the direction of the flow.

In previous research activities,29,30 the authors realized a tran-
sient, non-isothermal numerical model able to predict airborne droplet
dispersion inside car cabins; the tool was validated against PIV mea-
surements carried out on a glass-made scaled model and then applied
to quantify the risk of infection from SARS-CoV-2 of passengers shar-
ing a car with an infected subject for a 30min journey. Findings
revealed that CFD approaches are needed to properly describe the air-
flow patterns in such confined spaces and can be used to design new
ventilation strategies for the purpose of improving the indoor air qual-
ity (IAQ) and the comfort of the occupants. The results obtained by
CFD analyses, however, may be considerably influenced by the geome-
try adopted for reproducing the in-vehicle environment; hence, a situa-
tion as realistic as possible is desirable. For this reason, on the wave of
our previous works, transient non-isothermal CFD simulations are
herein performed and compared with PIV measurements carried out

on a commercial car. Both unsteady RANS (URANS) and large eddy
simulation (LES) approaches are employed, assessing the performance
of one eddy viscosity-based model, the shear stress transport (SST)
k–x and two subgrid scale (SGS) models, the wall-adapting local
eddy-viscosity (WALE), and the dynamic kinetic energy (KE) models.

The URANS model, owing to the very good agreement with the
experimental results and to the reduced computational time with
respect to LES, was selected to conduct further numerical analyses,
aimed at characterizing the thermal-fluid dynamics fields inside the
car cabin in summer and winter conditions. A thermal comfort analy-
sis is also conducted, calculating the evolution over time of the pre-
dicted mean vote (PMV) and the predicted percentage dissatisfied
(PPD)48,49 at multiple significant points of the cabin. For the scenarios
here presented, the car cabin is assumed to be empty, since the PIV
measurements were carried out in the absence of occupants. The main
objective of the present work is, in fact, to numerically reproduce the
experiments and to give insight in the design of CFD simulations of a
real car cabin (from the creation of the geometry model to the selection
of the boundary conditions and of the most convenient approach for
turbulence modeling). The focus is also on the comparison between
URANS and LES approaches, particularly useful in the modern scien-
tific landscape. The increasing computational resources available to
researchers and industries worldwide are, indeed, expanding the use of
LES in pursuit of more accurate and reliable results. However, this
comes with higher complexity and computational costs, making it nec-
essary to define when such complications are required.

Future works, relying on the numerical tool here validated, will
include the presence of the occupants and explore broader scenarios,
with the purpose of improving the indoor air quality (IAQ) and the
comfort of the passengers as well as reducing the energy consumption
by the car HVAC system.

The paper is organized as follows: Sec. II outlines the methodol-
ogy, the experimental setup, and the case study; details on the numeri-
cal setup are provided in Sec. III; Sec. IV shows the comparison of
URANS and LES results with PIV data; in Sec. V, the discussion of
numerically predicted velocity and temperature fields in winter and
summer conditions is provided, together with a thermal comfort anal-
ysis; finally, conclusions are drawn in Sec. VI of the paper.

II. METHODOLOGY

The HVAC system produces a highly transient, three-
dimensional, and turbulent flow pattern inside the car cabin, which is
influenced by several factors: position and shape of the vents, inlet air
velocity, geometry, and size of the interior.29,30,50 A careful design of
the numerical analyses is, thus, required; in the present study, particu-
lar attention was paid to the reproduction of the in-vehicle environ-
ment, identification of inlet and outlet sections, and the proper
definition of the boundary conditions.

The experimental facility is represented by a Peugeot 206, shown
in Fig. 1. Highlighted in the left picture are the vents enabled during
the experiments (representing the front ventilation mode). On the
right, the position of the axis system selected as the reference for PIV
measurements is shown; it has been placed in the middle of the central
vents to ensure the repeatability of the experimental conditions.

PIV measurements, and so the numerical simulations, were car-
ried out for the case of front ventilation mode, fresh air intake (i.e., no
air recirculation), and HVAC system’s fan strength set at level 3 out of
the four available for mass flow rate adjustments.
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A. PIV experimental setup

Experiments were conducted in the backyard of the
Aerodynamics Laboratories of the Delft University of Technology; for
security reasons, the car and all the equipment employed were placed
inside a tent 3m wide, 2.6m high, and 6m long. Temperature and
humidity inside and outside the car (i.e., inside the tent) were moni-
tored during the experiments with an Alecto Weather Station 1500,
ensuring a resolution uncertainty of 0.1K for temperature and 1% for
relative humidity.

Planar PIV measurements were taken on the xy plane at
z¼�0.03 m (with reference to the axis system shown in Fig. 1). Two
cameras were used to have a wider area for the acquisition of velocity
fields, able to capture the tail of the jet coming out of the central vents.
The measuring area is displayed in the right image of Fig. 2, whereas
on the left the arrangement of cameras and laser is sketched.

The laser sheet gains access to the cabin through the windshield
and enlightens the flow field, seeded with micrometric water-glycol
droplets produced by a SAFEX seeding generator placed inside the car
cabin; the optical access is provided to the cameras, placed on the right
of the car, by the side windows (which were kept closed during the
tests). A set of 500 uncorrelated image pairs was recorded for each
camera; in the overlap area, the arithmetic average of the acquired flow
fields was computed.

The parameters of the experiments are reported in Table I. For
further details, the reader is referred to our recently published work,51

presenting the preliminary results of an extensive experimental cam-
paign carried out on the same car here numerically reproduced.

B. Geometry modeling

To facilitate the analyses and save computational resources, a
simplified model of the Peugeot 206 car has been reproduced while
keeping the main geometric characteristics of the passenger compart-
ment; in fact, an overly detailed geometry would require an excessive
grid refinement with unreasonable CPU times, which is beyond the
scope of the present work. The cabin, whose internal volume is
2.05m3, has four inlet vents (two in the center and one at each side;
only these vents have been considered for the computational domain
definition, since in the experimental campaign only the front ventila-
tion mode has been investigated) and one outlet section as shown in
Fig. 3. Specific analyses were conducted to identify the output: the flow
induced by the ventilation system was seeded with micrometric water-
glycol droplets produced by a SAFEX seeding generator (the same
used for PIV measurements, see Table I), observing the flow patterns
within the cabin and visually detecting where the air leaves the passen-
ger compartment; these investigations revealed that the air exits the
cabin at multiple locations, being the vehicle not perfectly air-tight, but
the main flow is directed back to the parcel shelf; this last finding was
later confirmed by PIV measurements, described with a greater detail
in Ref. 51, and for these reasons, the exit section has been defined as
depicted in Fig. 3. To reproduce the inlet vents, only the section

FIG. 1. The experimental facility. Left: picture of the car dashboard, with the front vents highlighted; right: position of the axis system selected as reference for PIV
measurements.

FIG. 2. Sketch of the PIV measurements setup. Left: arrangement of cameras and laser; right: measuring area covered by the cameras.
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available to the air flow stream has been considered. For what concerns
the walls, glazed surfaces (i.e., windshield, side windows, and rear win-
dow) have been distinguished from non-glazed ones to ensure an accu-
rate definition of the boundary conditions.

C. Definition of the inlet mean velocity boundary
condition

Being the air flow patterns within the car cabin strongly affected
by the velocity at the inlet sections, a proper definition of such bound-
ary condition is desirable to ensure a trustable reproduction of actual
operating conditions. For this purpose, 3D measurements of the air-
flow exiting the front vents were performed by using the ProCap
Compact 5-hole digital probe by Streamwise; a detailed description of
the experimental apparatus is available in Ref. 51 to which the inter-
ested reader is referred. The measured mean velocity data were fitted
with the 2D Gaussian function represented by Eq. (1), employing the
Excel Evolutionary solver. Gaussian fitting for velocity profile at the
inlet allows us to have a simplified expression, which can be imple-
mented with more ease as the boundary condition in the code

uG y; zð Þ ¼ umax � exp � z � z0ð Þ2
2rz2

þ y � y0ð Þ2
2ry2

 ! !
: (1)

The parameters of the Gaussian function implemented in the numeri-
cal simulations are listed in Table II for the different boundary patches,
whereas in Fig. 4, a visual comparison among measured and numeri-
cally reproduced velocity fields is provided. The asymmetry of the
HVAC system has been reproduced in order to have an accurate
reproduction of the thermal-fluid dynamics fields inside the car cabin.
The experimental fields of Fig. 4 are taken on surfaces whose normal
vector lies in the xy plane and is inclined to the y axis by 73� for central
vents and 60� for lateral vents.

D. Case study

The main objective of this work is to assess the accuracy of
URANS and LES approaches in predicting the characteristics of flow
patterns arising inside car cabins and to point out the main criticalities
that may affect the CFD modeling of these indoor micro-
environments. This is achieved through a careful analysis of all numer-
ical aspects (Sec. III) and a comparison with PIV measurements
(extensively described in Sec. IV).

The URANS model is then employed to study the airflow charac-
teristics in winter and summer conditions, bringing up the main

TABLE I. Experimental parameters.

Parameter Camera 1 Camera 2

Illumination Quantel Evergreen Nd:YAG laser (200 mJ pulse energy,
wavelength k¼ 532 nm, maximum repetition frequency of 15Hz)

Seeding system SAFEX seeding generator (water-glycol droplets of 1 lm median diameter)
Imaging LaVision Imager sCMOS camera (16 bit, 2560 � 2160 pixels, 6.5lm pixel size)
f-number, f# 5.6 4
Lens objective (mm) 35 50
Field of view (mm2) 653 � 545 454 � 382
Magnification factor 0.025 0.037
Acquisition frequency (Hz) 15
Pulse separation, Dt (ms) 1
Number of recordings 500
Outside temperature (�C) 30.2
Relative humidity (%) 28
Inside temperature (�C) 43.6

FIG. 3. Computational domain with boundary patches.

TABLE II. Parameters for the Gaussian function imposing the mean velocity magni-
tude at the inlet.

Surface umax ðm=sÞ z0 ðmÞ y0 ðmÞ rz ðmÞ ry ðmÞ
Central right
vent

4.900 �0.052 61 �0.012 22 0.0244 0.0106

Central left
vent

4.240 0.052 61 �0.012 22 0.0244 0.0106

Right vent 4.520 �0.578 65 �0.041 92 0.0244 0.0159
Left vent 3.675 0.578 65 �0.041 92 0.0244 0.0159
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aspects affecting the well-being of the passengers. The following ref-
erence temperatures have been assumed: for winter scenario, the
internal temperature is set to 20 �C and the external to 10 �C; for
summer scenario, internal and external temperatures are 25 and
30 �C, respectively. Such outdoor temperature values were selected
as representative of the typical Mediterranean climate, as claimed by
Golasi et al.52

E. Methodology for thermal comfort assessment

Despite the existence of more advanced methods for thermal
comfort predictions,53–56 in our analysis, the PMV and PPD indices
(recommended by the international standards48,49,57) are selected as
reference parameters, due to the relatively easy implementation and
to the easy-to-grasp information provided about the well-being of
the passengers. Their usage to assess thermal comfort in transient
environments is allowed if the operative temperature does not
change more than �2 �C during a 1 h period;48,49 however, if these
temperature variations are induced by adjustments by the users (as
in the scenarios here investigated), higher values may be
acceptable.49

The PMV and PPD indices have been calculated according to the
ISO 7730 Standard,48 and their evolution over time has been moni-
tored in correspondence of five points inside the domain, as explained
in Sec. V; for this purpose, the pythermalcomfort package developed by
Tartarini and Schiavon58 was employed.

The PMV is an index allowing us to predict the mean value of
votes of a large group of people exposed to same environment on the
seven-point thermal sensation scale given in Table III, based on the
heat balance of the human body.

The PMV can be calculated using the following equations:

PMV ¼ 0:303 � exp �0:036 �Mð Þ þ 0:028
� �
� M �Wð Þ � 3:05 � 10�3
�

� 5733� 6:99 � M �Wð Þ � pa
� �� 0:42

� M �Wð Þ � 58:15½ � � 1:7 � 10�5 �M
� 5867� pað Þ � 0:0014 �M � 34� tað Þ
�3:96 � 10�8 � fcl � tcl þ 273ð Þ4 � �t r þ 273ð Þ4

h i
�fcl � hc � tcl � tað Þ�; (2)

tcl ¼ 35:7� 0:028 � M �Wð Þ � Icl

� 3:96 � 10�8 � fcl � tcl þ 273ð Þ4 � �t r þ 273ð Þ4
h in

þfcl � hc � tcl � tað Þ�; (3)

hc ¼
2:38 � tcl � taj j0:25; 2:38 � tcl � taj j0:25 > 12:1 � ffiffiffiffiffiffi

var
p

12:1 � ffiffiffiffiffiffi
var

p
; 2:38 � tcl � taj j0:25 < 12:1 � ffiffiffiffiffiffi

var
p ;

(
(4)

var ¼ v þ vag; (5)

FIG. 4. Measured (top) and numerically reproduced (bottom) mean velocity fields at the inlet vents, in the case of HVAC system’s fan strength set at level 3.

TABLE III. Seven-point thermal sensation scale.

þ3 Hot
þ2 Warm
þ1 Slightly warm
0 Neutral
�1 Slightly cool
�2 Cool
�3 Cold
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vag ¼
0; M � 58:2W=m2

0:3 � M
58:2

� 1

� �
; M > 58:2W=m2;

8><
>: (6)

fcl ¼ 1:00þ 1:290Icl; Icl � 0:078m2 � K=W;
1:05þ 0:645Icl; Icl > 0:078m2 � K=W;

	
(7)

where M is the metabolic rate (W/m2), W is the effective mechanical
power (W/m2), Icl is the clothing insulation (m2 K/W), fcl is the cloth-
ing surface area factor, ta is the air temperature (�C), �t r is the mean
radiant temperature (�C), var is the relative air velocity combining the
average air speed of the environment v plus the relative air speed
resulting from the body movement vag (m/s), pa is the water vapor par-
tial pressure (Pa), hc is the convective heat transfer coefficient [W/(m2

K)], and tcl is the clothing surface temperature.
On the other hand, the PPD predicts the percentage of thermally

dissatisfied people who feel too cool or too warm. According to the
ISO 7730 Standard, thermally dissatisfied people are those who will
vote hot, warm, cool, or cold on the seven-point thermal sensation
scale of Table III; the rest of the group will feel thermally neutral,
slightly warm, or slightly cool. With the PMV value determined, the
PPD is calculated using the following equation:

PPD ¼ 100� 95 � exp �0:033 53 � PMV4 � 0:2179 � PMV2ð Þ: (8)

An environment satisfying all the occupants is not possible due to the
individual thermal sensation; for this reason, standards specify particu-
lar criteria to be met.59 The ISO 7730 defines three classes: (i) class A,
requiring �0.2 <PMV< 0.2 (PPD< 6%), represents a high level of
expectation and is intended for spaces occupied by very sensitive and
fragile persons with particular requirements; (ii) class B, with �0.5
<PMV< 0.5 (PPD< 10%), is the level commonly adopted for
design and operation; and (iii) class C, with �0.7 < PMV< 0.7

(PPD< 15%), which ensures an environment that is still considered
acceptable but presents some risk of reduced occupants performance.59

In the present study, the class B is taken as a reference, since this is the
same level defined as acceptable by the American national standard
ASHRAE 55-2020.49

III. NUMERICAL SETUP

URANS and LES simulations were performed employing the
open-source OpenFOAM code, based on the finite volume formula-
tion. Air density is assumed to vary linearly with temperature, accord-
ing to the Boussinesq approximation, due to the small temperature
gradients in the computational domain.60

A. Setup for URANS simulations

For URANS simulations, the shear stress transport (SST) k–x
model was selected since previous studies on a simplified car cabin
revealed its better performance with respect to other eddy viscosity-
based models.29 Transient simulations were carried out using the
PIMPLE algorithm, which is a combination of PISO (pressure-implicit
with splitting of operators) and SIMPLE (semi-implicit method for
pressure-linked equations), processing the overall transient phenome-
non as consecutive steady-state time steps; a time step of 0.01 s was
adopted and as requirement for time step convergence the scaled resid-
uals were set<10�3 for pressure and<10�5 for velocity.

To ensure the independence of the URANS solution from the
adopted grid, a mesh sensitivity analysis has been performed. Three
unstructured hex-dominant meshes have been employed, generated
using the snappyHexMesh algorithm. An x–y plane at z¼ 0 [see
Fig. 5(a)] is available in Figs. 5(b)–5(d) for the different grids, while
details of the computational meshes are summarized in Table IV.

FIG. 5. Computational domain with the x–y plane at z¼ 0 highlighted (a); slices at z¼ 0 of the computational grids employed for mesh sensitivity analysis [(b)–(d)].
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All grids were refined in the jet zone (upper area of the passenger
compartment) and in correspondence of solid walls, where a boundary
layer region composed of five layers has been defined; this construction
strategy allowed accurate description of the gradients of the solution
and led to the maximum, minimum, and average yþ values reported
in Table IV. Grid convergence tests were performed considering the
Richardson error estimation procedure.61 According to such criterion,
the average error in a fine grid solution and in a coarse grid solution is
determined by

Efine
Mesh1 ¼

f2 � f1
1� rp

; (9)

Ecoarse
Mesh2 ¼

rp f2 � f1ð Þ
1� rp

; (10)

where p is the formal order of accuracy of the algorithm, calculated as
follows:

p ¼
ln

f3 � f2
f2 � f1

� �
ln rð Þ : (11)

In the expressions above f1, f2; and f3 are numerical solutions obtained
with grid spacing equal to h1, h2; and h3, respectively (with subscript 1
indicating the finest grid in the present notation) and r ¼ hi=hi�1 > 1
is the refinement factor adopted for the generation of the different
grids. A constant refinement factor equal to 1.3 was adopted here, and
the average formal order of accuracy of the algorithm is equal to 3.36.
Figure 6 shows the velocity profiles compared for the sensitivity

analysis, obtained with the three selected grids at x¼ 0.25 and
z¼�0.03 m (i.e., the measuring plane of the PIV experiment). The
location where the profiles are extracted is highlighted in yellow color
on the right picture in Fig. 6, portraying the above-mentioned x–y
plane at z¼�0.03 m. The average error obtained for Mesh 2, Ecoarse

Mesh2,
is equal to 4.03% while the average error obtained for Mesh 1Efine

Mesh1 is
equal to 2.85%. Being the error below the 5%, it can be concluded that
Mesh 2 provides nearly grid-independent results and has been selected
for numerical investigations.

Since the flow field is affected by periodic temporal fluctuations
in the jet region, grid convergence study and numerical vs experimen-
tal comparison were conducted in terms of time-averaged velocity
fields. Targeted analyses were conducted to establish the proper aver-
aging time interval, finding that 25 s are needed to have a deviation of
less than 1% among the predicted mean velocity profiles.

B. Setup for large-eddy simulations

The LES simulations were initialized with the results from the
URANS simulation and carried out on the finest grid (i.e., Mesh 1).
Pressure–velocity coupling was solved with the PISO algorithm, setting
the maximum Courant number Co¼ 5 (corresponding to a time step
of 0.0002 s).

Two different subgrid scale (SGS) models were tested: the WALE
model with default coefficients62 and the dynamic KE model.63

Simulations have included a start-up phase equal to five flow-through
times TFT ¼ W/UFT ¼ 0.61 s (to make the flow develop and reach a
condition of stable fluctuations) and then a time-averaging phase (to

TABLE IV. Details of the computational meshes.

Mesh no. Number of cells Skewness max Non orthogonality max yþ max yþ min yþ avg

3 2 030 376 4.52 50 25.94 5.78 � 10�04 1.45
2 3 839 689 4.77 65 24.19 3.46 � 10�04 1.31
1 7 443 494 3.56 65 19.32 2.84 � 10�04 1.28

FIG. 6. Velocity profiles obtained at x¼ 0.25 m and z¼�0.03 m (measuring plane, shown on the right), for the three grids considered in the sensitivity analysis.
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get the mean solution) equal to 12 s. W (m) is the extension of the
computational domain in the x direction, whereas UFT (m/s) is the
mean flow velocity at the inlet vents.

To assess the suitability of Mesh 1 for LES computations, the LES
index of quality LESIQ is calculated according to the following expres-
sion by Celik et al.:64

LESIQ ¼ kresolved
ktotal

¼ 1

1þ 0:05 � � þ �SGS
�

� �0:53 ; (12)

where � is the molecular viscosity and �SGS is the SGS viscosity; this
parameter, representing the ratio of the resolved to the total turbulent
kinetic energy (TKE), must be greater than 80% for a well-resolved
computation.65 Figure 7 shows the contours of LESIQ on the x–y plane
at z¼�0.03 m, for the WALE model; the minimum value is 79.4%
whereas the average on the plane is 92.5%; therefore, it can be argued
that the LES computations resolve a large fraction of the total turbulent
kinetic energy and that the adopted grid is suitable for the
investigations.

IV. NUMERICAL MODEL VALIDATION AGAINST PIV
MEASUREMENTS

In this section, the validation of the numerical model is presented
by comparing measured and predicted velocity fields within the longi-
tudinal plane at z¼�0.03 m (PIVmeasuring plane).

The boundary conditions imposed for the validation of the
numerical model are available in Table V; I indicates the turbulence
intensity, ‘ ðmÞ is the turbulent length scale, and L ðmÞ is the charac-
teristic length, assumed equal to the width of the inlet sections. Patches

not specified in Fig. 3 have been modeled as walls and distinguished
between glazed (highlighted in light-blue color in Fig. 3) and non-
glazed surfaces (highlighted in gray color in Fig. 3). Regarding temper-
ature, non-glazed walls have been modeled as adiabatic while at glazed
surfaces a fixed value has been imposed, equal to the temperature of
the measurement environment during the experiments (see Sec. II A).

In URANS simulations, a Gaussian function was imposed for
velocity at the inlet, defined by experimentally fitted coefficients (see
Sec. II C); in LES simulations, the divergence free synthetic eddy
method (DFSEM) boundary condition was adopted for the generation
of synthetic turbulence, imposing the same Gaussian function for the
mean velocity and mapping the Reynolds stress tensor and the turbu-
lent length scale from the RANS solution.66,67 Overall, the HVAC sys-
tem provides an air change per hour of 60 1/h.

In Fig. 8, the experimental (bottom picture) and URANS (top
picture) mean velocity contours are shown; the experimental field of
view is superimposed on the CFD field to display its extent in com-
parison with the whole computational domain. Figure 9, instead,
depicts the instantaneous velocity field predicted with the WALE
model after 5 s; from this picture, it is possible to observe the jet
destabilization and the turbulent mixing, aspects that cannot be cap-
tured by URANS.

In Fig. 10, mean velocity profiles in five different sections (i.e.,
x¼ 0.25, x¼ 0.35, x¼ 0.45, x¼ 0.55, and x¼ 0.65 m) are outlined; the
locations where the profiles are extracted are shown in Fig. 8 with five
yellow-colored vertical lines.

The capability of the URANS and LES models to reproduce the
experiments was assessed quantitatively by calculating the root mean
square error (RMSE) between the predicted and measured data

FIG. 7. Contours of LESIQ on the x–y
plane at z¼�0.03 m (PIV measuring
plane) for the WALE model.

TABLE V. Boundary conditions set for comparison with PIV measurements.

Surface BC for mean velocity BC for pressure BC for temperature BC for k BC for x

Inlet sections See Sec. II C @p
@n

¼ 0
T ¼ 43:6 �C I ¼ 15% ‘ ¼ 0:07 L

Outlet section @u
@n

¼ 0
p ¼ 101 325 Pa @T

@n
¼ 0

@k
@n

¼ 0
@x
@n

¼ 0

Glazed walls u ¼ 0 @p
@n

¼ 0
T ¼ 30:2 �C Standard wall functions

Non-glazed walls u ¼ 0 @p
@n

¼ 0
@T
@n

¼ 0
Standard wall functions
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FIG. 8. URANS (top) and PIV (bottom) velocity contours on the longitudinal plane at z¼�0.03 m (measuring plane), together with the 2D streamlines. The experimental field
of view is superimposed on the CFD field.

FIG. 9. Instantaneous velocity contours predicted with the WALE model, on the longitudinal plane at z¼�0.03 m (measuring plane), after 5 s of simulated time.
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RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXnp

i¼1
uexp;i � umodel;ið Þ2

np

vuut
: (13)

In the expression above, uexp;i is a data point from the experimental
data, umodel;i is the corresponding data point from the modeling
results, and np is the number of points.

In addition, the normalized root mean square error (NRMSE)
was calculated dividing the RMSE by the maximum velocity value
measured along each profile, namely, 2.11, 1.76, 1.42, 1.20, and 0.99m/s
for x¼ 0.25, x¼ 0.35, x¼ 0.45, x¼ 0.55, and x¼ 0.65 m, respectively.
The results, summarized in Table VI, show a very good agreement
existing between predicted and measured velocity fields with errors
below the order of 0.25m/s (�5% of the maximum velocity at the vent
exit). In addition to the errors calculated for the five sections of interest,
Table VI also provides the global errors considering the entire region
where PIV measurements are available. In this case, NRMSEs are
obtained dividing the RMSE by the maximum experimental velocity
within the plane, which is equal to 2.49m/s. Global values confirm the
close agreement between the simulations and the experiments.

On the whole, the shape of the flow is well predicted by the CFD
models; buoyancy effects are properly described as well, with profiles
shifting upward when the distance from the inlet vents increases, in
accordance with the experimental data.

Both LES models initially overestimate the velocity peak; this is
probably because the Reynolds stress tensor given as input to the
DFSEM boundary conditions is not measured but mapped from the
URANS simulations. One solution to improve the accuracy of LES
results could, thus, be measuring the Reynolds stress tensor at the inlet
sections; this would provide a more precise description of the turbu-
lence anisotropy and help minimize discrepancies with the PIV data.
However, performing such measurements poses challenges due to the
non-planar surface of the inlet vents and requires a targeted experi-
mental campaign, which is beyond the scope of the present work. In
the profiles extracted at a greater distance from the inlet, the WALE
SGS model outperforms the SST k–x, especially at x¼ 0.55 and
x¼ 0.65 m. On the other hand, the dynamic KE SGS model exhibits
the worst behavior and has a better agreement with PIV data only at
x¼ 0.55 and x¼ 0.65 m, probably due to the initialization of the tur-
bulent kinetic energy from precursor URANS simulation. In general,
both WALE and dynamic KE models better describe the shape of the
jet at the bottom; however, all models underestimate the velocity value
in the area below the bulk of the jet flow. This can be primarily attrib-
uted to the simplifications made for the reproduction of the in-vehicle
environment, which are more substantial in the lower part of the
domain (first among all, not having modeled the presence of the steer-
ing wheel and of the gearshift, which can create disturbances to the
flow field in their surroundings).

FIG. 10. Experimental and predicted velocity profiles comparison in five different sections within the selected plane at z¼�0.03: x¼ 0.25, x¼ 0.35, x¼ 0.45, x¼ 0.55, and
x¼ 0.65 m.
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Overall, the URANS SST k–x model is sufficiently accurate in
predicting the airflow patterns (if proper attention is given to the
design of the CFD simulation) and is appreciably outperformed by
LES only in the turbulent mixing region.

A more careful comparisons between the simulated and mea-
sured mean flow fields can be made considering the distributions
of the mean z-vorticity (Xz, 1/s) shown in Fig. 11, where the positive
z-direction is oriented away from the x–y plane. The numerical fields
are represented on the PIV measuring plane for a more effective
visualization.

The mean z-vorticity contours in Fig. 11 emphasize the capability
of all the adopted models in predicting the mean flow structures, both
inside and outside the main bulk of the jet. In fact, the strong vortices
at the edges of the jet (arising from the interaction of the moving jet
with the still surroundings) are well reproduced as well as the vorticity
distribution away from the jet core.

The close agreement between the experimental and numerical
data is confirmed when looking at Fig. 12, which displays the differ-
ence between the predicted and measured z-vorticity. Outside of the

jet core, the absolute difference is almost everywhere below 10 1/s; the
largest differences are located in the bottom-left corner, confirming
that the simplification of the geometry in the lower part of the domain
can reduce the accuracy of the numerical models in reproducing the
flow characteristics in that area.

To assess the performance of the adopted CFDmodels in predict-
ing not only the mean flow behavior but also the fluctuations in the
velocity fields, a comparison between numerical and PIV data is made
in terms of turbulent kinetic energy (TKE). Figure 13 displays the mea-
sured and predicted TKE fields (with the latter represented on the PIV
measuring plane for effective visualization), while Fig. 14 presents a
comparison across the same five sections previously analyzed (i.e.,
x¼ 0.25, x¼ 0.35, x¼ 0.45, x¼ 0.55, and x¼ 0.65 m). Overall, the LES
simulations yield higher TKE values than URANS simulations, result-
ing in better agreement with the measured values except at x¼ 0.25 m.
In this section, the LES models exhibit higher RMSEs than URANS,
attributed to upward shifts in the profiles (as observed in Fig. 10 for
the velocity profiles). Nevertheless, the LES models provide a better
prediction of the profile shape. Table VII summarizes the RMSE and

TABLE VI. RMSE and NRMSE between predicted and measured velocity values, for the five sections of interest and for the entire region where PIV measurements are
available.

RMSE (NRMSE)

x¼ 0.25 m x¼ 0.35 m x¼ 0.45 m x¼ 0.55 m x¼ 0.65 m Global

URANS SST k–x 0.142 m/s (6.7%) 0.131 m/s (7.5%) 0.176 m/s (12.4%) 0.181 m/s (15.1%) 0.189 m/s (19.1%) 0.203 m/s (8.17%)
LES WALE 0.242 m/s (11.5%) 0.130 m/s (7.4%) 0.167 m/s (11.8%) 0.143 m/s (11.9%) 0.161 m/s (16.2%) 0.207 m/s (8.34%)
LES dynamic KE 0.234 m/s (11.1%) 0.158 m/s (9.0%) 0.182 m/s (12.8%) 0.133 m/s (11.1%) 0.155 m/s (15.6%) 0.206 m/s (8.29%)

FIG. 11. Experimental and numerical dis-
tribution of the mean z–vorticity. The
numerical fields are represented on the
PIV measuring plane for a more effective
visualization.
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NRMSE values obtained for the different sections of interest and for
the entire region where PIV measurements are available. NRMSE val-
ues are calculated by dividing the RMSE by the maximum experimen-
tal value along each profile (namely, 0.563, 0.603, 0.509, 0.444, and
0.337m2/s2 for x¼ 0.25, x¼ 0.35, x¼ 0.45, x¼ 0.55, and x¼ 0.65 m,

respectively) for errors calculated for each profile, and the maximum
within the whole measuring plane for global values (i.e., 0.637m2/s2).

Although the dynamic KE model shows worse agreement with
experiments than the WALE model in the five investigated sections, it
has lower global errors. This can be explained by examining Fig. 15,

FIG. 12. Spatial distribution of the differ-
ence between the predicted and measured
z-vorticity, obtained with the different turbu-
lence models.

FIG. 13. Experimental and numerical dis-
tribution of the turbulent kinetic energy.
The numerical fields are represented on
the PIV measuring plane for a more effec-
tive visualization.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 015137 (2024); doi: 10.1063/5.0180823 36, 015137-12

Published under an exclusive license by AIP Publishing

 05 February 2024 07:36:32

pubs.aip.org/aip/phf


which displays the difference between predicted and measured TKE
for all turbulence models. In the jet core, the dynamic KE exhibits
worse agreement, while the WALE model demonstrates a poorer per-
formance in the bottom-left region (closer to the inlet sections), result-
ing in a slightly worse overall agreement with the experiments. Figure
15 also highlights that the URANS SST k–x underestimates the TKE
in the jet core, and all models underestimate the TKE in the bottom-
left region.

The simulations were performed on a Dell Precision 7920 Rack
with 104 CPUs and 64 GB RAM. URANS computations took 4.7 days
to complete on the finest grid; LES took about twice the time required

by URANS. Due to the less computational resources required, URANS
approach has been selected for the numerical investigations presented
in Sec. V.

V. DISCUSSION OF VELOCITY AND TEMPERATURE
FIELDS, AND THERMAL COMFORT ANALYSIS

The validated URANS model is here applied to study the
thermal-fluid dynamics fields inside the car cabin in winter and sum-
mer conditions. The same boundary conditions as the validation sce-
nario were adopted, with the exception of the temperature values at
the inlet sections and at the glazed walls, listed in Table VIII and

FIG. 14. Experimental and predicted turbulent kinetic energy profiles comparison in five different sections within the selected plane at z¼�0.03 m: x¼ 0.25, x¼ 0.35,
x¼ 0.45, x¼ 0.55, and x¼ 0.65 m.

TABLE VII. RMSE and NRMSE between predicted and measured TKE values, for the five sections of interest and for the entire region where PIV measurements are available.

RMSE (NRMSE)

x¼ 0.25 m x¼ 0.35 m x¼ 0.45 m x¼ 0.55 m x¼ 0.65 m Global

URANS SST k–x 0.067 m2/s2

(11.98%)
0.140 m2/s2

(23.16%)
0.133 m2/s2

(26.18%)
0.158 m2/s2

(35.61%)
0.118 m2/s2

(34.96%)
0.101 m2/s2

(15.90%)
LES WALE 0.097 m2/s2

(17.30%)
0.098 m2/s2

(16.26%)
0.035 m2/s2

(6.81%)
0.092 m2/s2

(20.64%)
0.101 m2/s2

(29.85%)
0.085 m2/s2

(13.27%)
LES dynamic KE 0.120 m2/s2

(21.24%)
0.133 m2/s2

(22.07%)
0.053 m2/s2

(10.38%)
0.062 m2/s2

(13.85%)
0.078 m2/s2

(23.16%)
0.080 m2/s2

(12.55%)
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selected according to the climatic conditions outlined in Sec. IID.
Since the thermal resistance of windows and windshield is negligible
(due to their fine thickness and to the large convection heat transfer

coefficients in forced convection), it is reasonable to assume the glazed
walls temperature equal to the outdoor temperature.

Investigated scenarios cover 10min of simulated time, which are
sufficient to achieve a quasi-steady state condition (as discussed in Sec.
VA). Five virtual probes were placed in the computational domain as
shown in Fig. 16, representing the position of the passengers, to moni-
tor the evolution over time of PMV and PPD indices; such an
approach allows us to find out whether the thermal comfort of the pas-
sengers is ensured and to determine the amount of time required to
achieve acceptable thermo-hygrometric conditions.

Mean temperature and velocity fields are also discussed by com-
paring winter and summer scenarios.

FIG. 15. Spatial distribution of the differ-
ence between the predicted and mea-
sured turbulent kinetic energy, obtained
with the different turbulence models.

TABLE VIII. Subset of boundary conditions imposed for temperature in winter and
summer scenarios.

Surface Winter scenario Summer scenario

Inlet sections T ¼ 20 �C T ¼ 25 �C
Glazed walls T ¼ 10 �C T ¼ 30 �C

FIG. 16. Positions inside the domain, with
coordinates expressed in meters, of the
virtual probes placed to monitor the evolu-
tion over time of PMV and PPD.
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A. Numerical mean velocity and temperature fields

In the present section, mean velocity and temperature fields are
discussed by comparing winter and summer scenarios.

In Fig. 17, the trend over time of temperature and velocity values
in correspondence of the five virtual probes is depicted. After 60 s, the
velocity field already has stable fluctuations whereas, as expected, ther-
mal phenomena have a longer evolution time and 300 s are required to
reach a steady state. The averaging time interval was selected accord-
ingly, discarding the first minutes and considering from the fifth
minute (i.e., 300 s) onward; in so doing, the mean temperature fields
are not affected by the initial transients and the mean velocity fields
are not affected by the initial thermal instabilities.

Figure 18 shows the streamlines of the airflow entering the
domain from the inlet vents, colored by mean velocity, in winter and
summer scenarios. Motion structures are very similar, with the jet
flows directed toward the rear compartment without being deflected
and creating a recirculating zone near the rear seats; the different ther-
mal regime has a very little effect on the velocity fields, since the tem-
perature field is fairly uniform as can be seen by Figs. 19 and 20, where
temperature contours are displayed on the x–y slices intersecting the
driver and passenger seats, respectively. Only a small difference can be
observed in the direction of the central jets that in winter scenario are
slightly shifted upward owing to the buoyancy forces.

The small influence of temperature field on the airflow patterns is
confirmed by comparing velocity contours and streamlines in winter
and summer on the driver [Fig. 21(a) vs Fig. 21(b)] and passenger side
[Fig. 22(a) vs Fig. 22(b)]. Flow patterns are very similar, with the air
directed toward the parcel shelf and a recirculating zone being created
in the rear compartment.

A further aspect which must be addressed is the influence of the
asymmetric air supply by the HVAC system on the velocity fields. By
comparing Fig. 21(a) with Fig. 22(a) (winter conditions) and Fig. 21(b)
with Fig. 22(b) (summer conditions), it is possible to observe that the
passenger side is characterized by higher velocities, and this is due by
the higher velocity of the air supplied by the right vents with respect to
the left vents (see Table II and Fig. 4). However, this asymmetry does
not affect the thermal comfort of the occupants dramatically, as dis-
cussed in Sec. VB, since such differences are confined to the upper
part of the passenger compartment.

Finally, in Fig. 23, the mean z velocity contours are shown,
together with the 2D streamlines, for the x–z plane intersecting the
mouth of possible passengers (i.e., at y¼ 0.1 m), for winter and sum-
mer scenarios. In this case, important differences can be highlighted
both in flow patterns and velocity values. On the other hand, in both
conditions, the velocity component in the z direction is not negligible
and there are significant recirculation zones in the rear seats; in addi-
tion, in the front seats, the streamlines are directed from the two sides

FIG. 17. Trend over time of velocity and temperature values in correspondence of the five virtual probes placed in the domain for (a) winter and (b) summer conditions.
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toward the center. All these three features may be decisive in the trans-
mission of respiratory viruses, thus posing a risk for the occupants.

It must be pointed out that the presence of the passengers would
definitely affect the air flow patterns inside the car cabin and their con-
tribution inside a real cabin environment will be studied in future
works. The main scope of the present work is, in fact, to numerically

reproduce the experiments (so developing a reliable validated tool to
be used for many purposes) and to give insight in the design of CFD
simulations of a real car cabin. Since the PIV measurements were
taken in the absence of occupants, the latter was not included in the
numerical simulations. In addition, such an approach allows us to iso-
late the only contribution of the HVAC system, which has been proven

FIG. 19. Mean temperature contours on the driver side (x–y slice at z¼ 0.38 m, i.e., driver’s seat) for (a) winter and (b) summer conditions.

FIG. 20. Mean temperature contours on the passenger side (x–y slice at z¼�0.38 m, i.e., passenger’s seat) for (a) winter and (b) summer conditions.

FIG. 18. Streamlines of the airflows entering the domain from the inlet vents, colored by mean velocity magnitude, for (a) winter and (b) summer conditions.
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to have a strong influence on the distribution of exhaled respiratory
droplets inside car cabins.29,30

B. Thermal comfort assessment

As explained in Sec. II E, PMV and PPD indices were evaluated
according to the ISO 7730 Standard using the pythermalcomfort pack-
age.58 The mean radiant temperature was calculated as the average
walls temperature; the relative humidity was determined according to
the model developed in Ref. 68, based on the moisture balance; the

metabolic rate was set to 1.5 met (1 metabolic unit¼ 1 met¼ 58.2 W/
m2) for the driver and to 1.2 met for other passengers,58 and the cloth-
ing insulation set to 0.5 clo (1 clothing unit¼ 1 clo¼ 0.155 m2 K/W)
for typical summer garment and to 1 clo for typical winter garment.58

Results are presented in graphical form in Figs. 24 and 25, where
the comfort region (PMV in the range �0.5 to 0.5, resulting in a PPD
under 10%) is highlighted in green color.

In winter conditions [Figs. 24(a) and 25(a)], the negative values
of the PMVmean that the occupants are cold; after initial unacceptable
values, the operation of the HVAC system allows us to improve the

FIG. 21. Mean x–y velocity contours and 2D streamlines on the driver side (x–y slice at z¼ 0.38 m) for (a) winter and (b) summer conditions.

FIG. 22. Mean x–y velocity contours and 2D streamlines on the passenger side (x–y slice at z¼�0.38 m) for (a) winter and (b) summer conditions.

FIG. 23. Mean z velocity contours and 2D streamlines on the x–z slice at y¼ 0.1 m for (a) winter and (b) summer conditions.
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thermal sensation of the people in the cabin and after 5min a quasi-
steady state regime is achieved. Due to the higher metabolic activity,
the driver (probe FL) experiences the best condition, with a PMV well
above the lower limit of �0.5 (PPD well below 10%); a good condition
is also experienced by the passengers sitting next to the driver (probe
FR) and on the central back seat (probe RC). For what concerns the
passengers sitting on the left back seat (probe RL) and right back seat
(probe RR), the comfort indices exceed the bounds owing to the higher
air speeds (see Figs. 21 and 22); however, the comfort indices fall in the
lowest class (i.e., class C) and the environment can still be considered
acceptable. In summer [Figs. 24(b) and 25(b)], the occupants share a
hot environment as evidenced by the positive values of the PMV. In
such scenario, the higher metabolic activity disadvantages the driver,
who experiences the worst condition (PMV> 0.7, PPD> 15%) fol-
lowed by the passengers sitting next to the driver (probe FR) and on

the central back seat (probe RC). In this case, the higher velocities
improve the comfort sensation of passengers sitting on the left back
seat (probe RL) and right back seat (probe RR), which have
PMV< 0.5 (PPD< 10%). Despite the asymmetry of the fan strengths
and the different air velocities, the PMV in correspondence of probes
RL and RR is close to each other both in winter and summer.

A general consideration, referred to both scenarios, is that ther-
mal comfort sensation can be quite different for passengers sitting on
different seats, as a function of different temperature and velocity val-
ues as well as of the different metabolic activity; this aspect should be
duly taken into account when designing and operating the heating
ventilation and air conditioning system, since the minimum comfort
requirements should be met for all occupants sharing the car. In this
respect, validated CFD tools can be very useful since they allow us to
predict and to design the airflow patterns inside the car cabin.

FIG. 24. PMV in correspondence of the virtual probes, for (a) winter and (b) summer conditions.

FIG. 25. PPD in correspondence of the virtual probes, for (a) winter and (b) summer conditions.
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VI. CONCLUSIONS

In the present paper, we developed a transient non-isothermal
CFD tool, validated against PIV measurements, able to predict the
airflow patterns inside a real car cabin. The main objective is to give
insight in the design of CFD simulations of such indoor microenvir-
onments and to produce a reliable tool to be used for many pur-
poses, including the improvement of IAQ and comfort of the
occupants and the reduction in the energy consumption by the
HVAC system. Numerical analyses have been carefully designed,
giving attention to the reproduction of the in-vehicle environment,
identification of inlet and outlet sections, and the proper definition
of the boundary conditions; all this led to a very good numerical–
experimental agreement, with errors kept below 0.25m/s for the
mean velocity.

A comparison is made between URANS (with the SST k–xmodel)
and LES (with the WALE and dynamic KE models) approaches,
evidencing that the URANS produces satisfactory results and is suitable
for studying the thermal-fluid dynamics fields inside real car cabins.

The URANS model, owing to the less computational resources
required, is applied to characterize the mean thermal-fluid dynamics
fields in winter and summer conditions and to assess the evolution
over time of the PMV and the PPD indices at multiple points of the
cabin representing the position of the passengers. In quasi-steady
state conditions, the temperature is fairly uniform inside the cabin,
and therefore, has a little influence on the velocity fields; the direct
consequence is that the mean flow structures in summer and winter
are very similar.

On the other hand, the analysis of the well-being of the occupants
here performed led to the conclusion that passengers sharing the same
car may have contrasting comfort perceptions. This point must be
considered in the design and operation of the HVAC systems, since
the environment must meet the minimum comfort requirements for
all the occupants; to this end, validated CFD tools become essential as
they allow us to faithfully predict the airflow patterns in this and other
indoor environments.

In this study, the presence of the passengers in the car cabin was
not modeled, since the experiments were conducted in the absence of
occupants; this aspect will be addressed in future studies, relying on
the CFD tool here validated.
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