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ABSTRACT

In this work, we present an investigation about the sources of dissipation in adiabatic boundary layers of non-ideal compressible fluid flows.
Direct numerical simulations (DNS) of transitional, zero-pressure gradient boundary layer flows are performed for two fluids characterized
by different complexity of the fluid molecules, namely, “air” and siloxane MM. Different sets of thermodynamic free-stream boundary condi-
tions are selected to evaluate the influence of the fluid state on both the frictional loss and the dissipation mechanisms. The thermophysical
properties of siloxane MM are calculated with a state-of-the-art equation of state. Results show that the dissipation due to both time-mean
strain field, irreversible heat transfer, and turbulent dissipation differs significantly depending on both the molecular complexity of the fluid
and its thermodynamic state. The dissipation coefficient calculated from the DNS results is then compared against the one obtained using a
reduced-order model (ROM), which solves the two-dimensional boundary layer flow equations for an arbitrary fluid [M. Pini and C. De
Servi, “Entropy generation in laminar boundary layers of non-ideal fluid flows,” in 2nd International Seminar on Non-Ideal Compressible
Fluid Dynamics for Propulsion and Power (Springer, 2020), pp. 104–117]. Results from both the DNS and the ROM show that low values of
the overall dissipation are observed in the case of fluids made of simple molecules, e.g., air, and if the fluid is at a thermodynamic state in the
proximity of that of the vapor–liquid critical point.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0179570

I. INTRODUCTION

The irreversible entropy generation due to viscous processes in
boundary layers is one of the loss mechanisms mainly affecting the per-
formance of internal flow devices such as turbomachines or heat
exchangers. For instance, with regard to turbomachinery, viscous dissi-
pation in boundary layers may account for up to one-sixth of the total
loss in a turbine.1 This contribution increases in compressors, where the
flow becomes more prone to separation due to the presence of adverse
pressure gradients. Important parameters influencing the viscous dissi-
pation are the Reynolds and Mach number of the free stream, the
regime of the boundary layer, i.e., laminar or turbulent, and the fluid
thermo-physical properties.2,3 In particular, precisely capturing the
effect of the thermo-physical properties is crucial for accurately assess-
ing losses in boundary layers of internal flow devices operating with
organic compounds in either the supercritical or the dense vapor state.
Notable applications include turbomachinery and heat exchangers for

organic Rankine cycle turbogenerators,4 supercritical carbon dioxide
(sCO2) power systems,5 absorption chillers,6 and heat pumps.7,8

The overall dissipation within a boundary layer flow can be esti-
mated with the rate of entropy change _S in the streamwise direction,
which is proportional to the cube of the free-stream velocity.1,9 _S is often
normalized to obtain the so-called dissipation coefficient, defined as

Cd ¼ Te _S
qeU3

e

; (1)

where Te; qe, and Ue denote the temperature, density, and velocity at
the boundary layer edge, respectively. Cd depends on several boundary
layer parameters by the relation

Cd ¼ f ðReh;Me;H;Ze; cpv;e;G1Þ; (2)

where Reh is the Reynolds number based on the momentum thickness
h, H ¼ d�=h is the shape factor, being d� the displacement thickness,
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and G1 being the Gr€uneisen parameter at v ! 1, which measures
the molecular complexity of the fluid: the lower the value of G1, the
higher the fluid molecular complexity.10 The value of the compressibil-
ity factor Ze ¼ pe=ðqeRTeÞ and that of the generalized isentropic expo-
nent11,12 cpv;e in the free stream set the thermodynamic state of the
fluid. Alternatively, reduced state variables pr;e and Tr;e can be used for
the same purpose. Notable features of the Cd are a weak dependence
on both the boundary layer shape factor13 and the streamwise pressure
gradient in turbulent boundary layers.1,13

Unlike the skin friction coefficient Cf , defined as

Cf ¼ sw
1=2qeU2

e
; (3)

where sw denotes the shear stress at the wall, Cd is a wall-normal inte-
gral-based parameter: its value thus provides information about the
overall dissipation across the boundary layer thickness. For this reason,
the dissipation coefficient is often used during the design of the inter-
nal flow devices, e.g., turbines or compressors, to properly quantify the
viscous dissipation occurring in the proximity of the walls.1,2

Analytical solutions and correlations for the skin friction coefficient
and the dissipation coefficient in the zero-pressure gradient incom-
pressible boundary layer flows of air modeled as a perfect gas are well
established in the literature.13 Corrections based on the value of the
Chapman–Rubesin parameter3 are defined as

CRw ¼ qwlw=ðqeleÞ; (4)

q and l being the density and the viscosity evaluated at the wall (sub-
script w) and the boundary layer edge (subscript e), or the shape fac-
tor14 are also available for the compressible flow case. Starting from
the late 80s, following the pioneering work by Spalart,15 numerous
direct numerical simulations (DNS) of incompressible and compress-
ible wall-bounded flows of air over flat plates have been performed to
delve into the intricacies of turbulent flows. Cf values obtained from
such high-fidelity simulations have been verified with those from the
existing correlation, often resulting in a perfect agreement, see, e.g.,
works by Wu and Moin,16 Pirozzoli and Bernardini,17 and Wenzel
et al.18

To the author’s knowledge, there is currently no existing correla-
tion for both skin friction and dissipation coefficients specifically tai-
lored to zero-pressure-gradient boundary layer flows involving fluids
other than air. Additionally, such correlations are lacking for fluid
states that deviate from those typical of perfect gases, specifically when
Ze < 1. In such flow processes, the fluid thermo-physical properties
can exhibit large variations that, in turn, affect the flow evolution, the
turbulence dynamics, and, consequently, the viscous dissipation. The
gas dynamics of such non-ideal flows is governed by the so-called fun-
damental derivative of gas dynamics,19 defined as

C � 1þ q
c

@c
@q

� �
s

; (5)

where q is the density, c is the speed of sound, and s is the entropy.
Kluwick20 first investigated the physics of the unperturbed zero-
pressure gradient laminar boundary layer flow of dense vapors. His
analysis showed that, for a fluid characterized by a high complexity of
the molecular structure, the Eckert number evaluated at the boundary
layer edge is defined as

Ece ¼ U2
e

cp;eTe
; (6)

where cp is the specific heat at constant pressure and is much lower
than unity, i.e., Ece � 1. For such fluids, no large gradients in temper-
ature can thus be observed across the boundary layer. As a conse-
quence, the thermodynamic and the kinematic fields are decoupled
and compressible flow effects become less relevant than in wall-
bounded flows of perfect gases. Similar findings were obtained by
Cramer et al.,21 who examined the validity of classical scaling laws for
the skin friction coefficient in zero-pressure gradient laminar boundary
layers for a range of fluids and thermodynamic states, and by Pini and
de Servi,22 who investigated the dissipation coefficient Cd in the zero-
pressure gradient laminar boundary layer flows of various fluids.
According to their results, for fluids made of large molecules, the val-
ues of both the skin friction and the dissipation coefficients approach
those characterizing incompressible air flows.

Extending these findings to the turbulent regime required the
setup of high-fidelity numerical simulations, whose results need then
to be verified against experiments. In recent years, several authors
investigated the homogeneous isotropic turbulence (HIT)23–25 and the
turbulence decay26 of flows of dense organic vapors through DNS.
These studies showed that the overall turbulence dynamics is primarily
characterized by effects related to molecular complexity, while the
small-scale dynamics can be deeply influenced by the local variations
of the speed of sound or, equivalently, the fundamental derivative of
gas dynamics.19 However, properties such as the rate of the turbulent
kinetic energy decay are barely affected by the type of fluid molecule.
Vadrot et al.27,28 investigated the effects of the thermodynamic state of
fluorocarbon FC-70 on the development of a turbulent compressible
mixing layer in subsonic and supersonic regimes. They found out that
mixing layers flows occurring in the dilute gas and the dense vapor
state display close values of the momentum thickness growth rate.
However, at high supersonic Mach numbers, a decrease in the growth
rate is observed when the fluid is operating in a thermodynamic state
such that C < 0 dense gas. Sciacovelli et al. conducted direct numerical
simulations of the channel29 and the flat plate30 flows of perfluoro-
perhydrophenanthrene PP11 atMe > 2. They found that both Cf and
the Nusselt number are weakly affected by compressibility effects, as
the state of the dense vapor boundary layer is almost insensitive to fric-
tion heating, in line with the results by Kluwick20 and Pini and de
Servi.22 More recently, Gloerfelt et al.31 and Cinnella and Gloerfelt32

conducted an extensive review of turbulent flows of non-ideal gases,
with a focus on wall-bounded flows of an organic vapor. Noteworthy
findings include the decoupling of dynamical and thermal effects, the
almost suppression of thermal fluctuations, and the close resemblance
of turbulent profiles to incompressible ones even at high-subsonic
speeds. In particular, they found out that the first- and second-order
velocity statistics remain similar to those observed in incompressible
flows, although compressible flow characteristics such as the high lev-
els of density fluctuations close to the wall and the emission of acoustic
waves in the external flow are observed.

Nevertheless, none of these studies have delved into the loss
accounting and the analysis of dissipation mechanisms occurring
within a turbulent boundary layer flow of dense organic vapors.
Although the friction coefficient values obtained from DNS at super-
sonic Mach numbers have shown to agree with those obtained from
experimental correlations for incompressible flow, see, e.g., Sciacovelli
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et al.,29,30 no analysis regarding the dissipation coefficient is available
in the literature. Moreover, in most cases, simulations were performed
at highly supersonic or hypersonic Mach numbers,29,30 or using ther-
modynamic models, which overestimate the degree of thermodynamic
non-ideality in the proximity of the vapor–liquid critical point. Such
conditions are not representative of flow processes observed in process
and energy applications (for instance, those characterizing compres-
sion or expansion processes in gas turbines or ORC power systems).

The objective of this work is to investigate the sources of dissipa-
tion in the adiabatic, zero-pressure gradient boundary layer flow of flu-
ids in the dense vapor state. Direct numerical simulations of
transitional, zero-pressure gradient boundary layer flows are per-
formed using an in-house solver. Two fluids characterized by different
levels of molecular complexity are considered, namely, air and hexam-
ethyldisiloxane (MM). Different sets of free-stream thermodynamic
conditions are chosen to evaluate the influence of the fluid state on
both the frictional loss and the dissipation mechanisms. State-of-the-
art equations of state models33 implemented in the REFPROP 10 soft-
ware34 are used to estimate the thermo-physical properties of siloxane
MM. Results are compared against those obtained with a reduced-
order model (ROM)1,2 which solves the boundary layer equations in
transformed coordinates for arbitrary fluids. The ROM is then used to
perform a comprehensive study on the influence of the fluid, the ther-
modynamic state, and the compressibility on the dissipation of several
compounds of engineering interest.

This paper is structured as follows. In Sec. II, the approach to
evaluating the dissipation in a fully resolved turbulent boundary layer
is discussed. The Falkner–Skan transformed boundary layer equations
used to develop the reduced-order model are also documented, as well
as the analytical relation for the estimation of the dissipation coeffi-
cient. Section III describes the methodology used to set up and run
both the DNS and the ROM calculations. In this section, the test cases
investigated in this study are also listed and discussed. In Sec. IV, the
results of the study are treated. Finally, Sec. V lists the main conclu-
sions of the work.

II. THEORETICAL BACKGROUND
A. Dissipation in turbulent boundary layer flows

One way of gaining physical insights into the dissipation occur-
ring within a turbulent boundary layer flow is to (i) numerically resolve
the small scales of the turbulent structures by performing direct
numerical simulations (DNS), (ii) average the pertinent flow variables
over a time span long enough to ensure that the flow is statistically sta-
tionary, and (iii) evaluate the contribution of each loss source.
According to Hughues and Brighton,35 losses can be estimated by
accounting for the rise of entropy due to irreversible processes.
Considering a control volume embedding the whole turbulent bound-
ary layer within two given streamwise locations, the rate of entropy
change is calculated as

@

@t

ð
V
qsdV ¼

ð
V

ðs � rÞU
T

dV �
ð
S
qsU � dS�

ð
S

q
T
dSþ

ð
V

q � q
kT2

dV;

(7)

where V and S denote the control volume and the surfaces at its
boundaries, respectively, q is the density, s is the entropy per unit
mass, U is the velocity vector, T is the temperature, q is the energy
transfer as heat, s is the shear stress tensor, and k is the thermal

conductivity of the fluid. By integrating Eq. (7) over a time span large
enough to obtain the statistically stationary flow, one obtains36ð

V
hdV ¼

ð
S
qsU � dSþ

ð
S

q
T

� �
� dS; (8)

where the overline denotes the time-averaged quantities. The two
terms on the right-hand side describe the time-averaged fluxes of
entropy and the reversible entropy generation due to heat transfer
across the control volume surfaces, respectively. The overall dissipation
is h, which can be rewritten as

h ¼ U
T
þ e
T
þ f
T
: (9)

The first two terms on the right-hand side, i.e., U=T þ e=T , account
for the viscous dissipation, which can be further split into contribu-
tions due to the time-mean strain field, U=T , and the unsteady effects,
i.e., the turbulent kinetic energy dissipation, e=T . The third term on
the right-hand side, f=T , is the contribution to the irreversible entropy
generation due to heat transfer between the fluid molecules.

B. Loss breakdown and dissipation coefficient via
numerical computations

1. Direct numerical simulations

The procedure to calculate the three loss contributions to the
overall dissipation using the results obtained from a DNS is exempli-
fied in the following. The time-dependent dissipation term, i.e., the
sum U=T þ e=T , and the irreversible heat transfer term, f=T , are cal-
culated at each simulation time step. During the post-process, the time
average of these terms, i.e., U=T þ e=T and f=T , can be computed
knowing the time span of the simulation. From the Favre-averaged
flow field, it is also possible to calculate the contribution due to the
time-mean strain, U=T , which can then be subtracted from
U=T þ e=T to obtain the contribution due to turbulent dissipation,
e=T . Alternatively, for a boundary layer in equilibrium, the integral of
U=T across the boundary layer thickness at a given streamwise loca-
tion can be obtained by subtracting the integral of f=T across the
boundary layer thickness and the time-averaged turbulence production
P , defined as

P ¼ � 1
qeU3

e

ðd
0
qu0iu

0
j
@ui
@xj

dy; (10)

from the entropy flux, calculated using the first term on the right-hand
side of Eq. (8). In Eq. (10), the subscript e denotes the free stream
quantities. For an equilibrium boundary layer, the production term P
is equal to the turbulence dissipation, e. The approach just described is
used in this study because the integration of the turbulence production
is less sensitive to mesh size than that of e=T .

The turbulence production is also used to compute the dissipa-
tion coefficient that, for a compressible flow case, can be written as

Cd ¼ P þ 1
qeU3

e

ðd
0
l

@ui
@xj

 !2

dy; (11)

where l is the fluid dynamic viscosity. The first term in Eq. (11) is the
contribution to the dissipation due to the turbulent production, while
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the second one is the contribution due to the time-mean strain field.
The dissipation coefficient here defined takes into account the dissipa-
tion of the mechanical energy of the mean flow rather than that of the
total mechanical energy, in agreement with the approach used to com-
pute dissipation coefficients with conventional Reynolds-averaged
Navier–Stokes solvers.

2. Reduced-order modeling

Assuming a two-dimensional and stationary, turbulent flow, the
resulting set of boundary layer flow equations can be solved numeri-
cally via reduced-order modeling.

Using Cebeci’s approach,37,38 the boundary layer equations can
be transformed in a third-order partial-differential system of equations
by using the so-called compressible Falkner–Skan transformation. To
obtain the transformed equations, the coordinate transformation
ðx; yÞ ! ðx; gÞ is introduced, as well as the stream function w. Such
scaling quantities are defined as

g ¼
ffiffiffiffiffiffiffiffiffiffiffi
Ue

leqex

s ð
qdy; (12)

wðx; yÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qeleUex

p
f ðx; gÞ; (13)

where f ðx; gÞ is the integral of the normalized axial velocity compo-
nent uðx; gÞ=Ue, the subscript e denotes the free stream conditions,
and U is the magnitude of the velocity vector of the Cartesian compo-
nents u and v. Identifying with the superscript 0 the derivative with
respect to g, the resulting momentum and energy equations for a two-
dimensional steady-state boundary layer flow read, respectively,

ðbf 00Þ0 þm1ff
00 þm2 c� ðf 0Þ2

� �
¼ x f 0

@f 0

@x
� f 00

@f
@x

� �
; (14)

ðeg 0 þ df 0f 00Þ0 þm1fg
0 ¼ x f 0

@g
@x

� g 0
@f
@x

� �
; (15)

with

f 00 ¼ ~v; (16)

f 0 ¼ ~u; (17)

g 0 ¼ ~p; (18)

where ~u ¼ u=Ue; g ¼ ht=ht;e. ~v and ~p denote the derivatives of f 0 and
g, respectively. Appendix A reports the definition of all the coefficients
in Eqs. (14) and (15). The system of equations is valid for both laminar
and turbulent regimes, but in the case of the turbulent flow, it requires
the definition of an eddy viscosity model. For incompressible zero-
pressure-gradient laminar boundary layer flows, the solution f ðx; gÞ is
self-similar; therefore, the terms on the right-hand side of Eqs. (14)
and (15) are equal to zero. This is not the case for turbulent flows
because both the eddy viscosity �T and the turbulent Prandtl number
PrT vary with the Reynolds number. For an adiabatic zero-pressure
gradient boundary layer, i.e., m1 ¼ m2 ¼ 0, the boundary conditions
in transformed variables read

f ¼ 0; f 0 ¼ 0 g 0 ¼ 0 at g ¼ 0; (19)

f 0 ¼ 1; g ¼ 1 at g ¼ ge; (20)

which implies that, at the wall, there is no mass transfer across the sur-
face, the no slip-condition is ensured, i.e., uðy ¼ 0Þ ¼ 0, and no energy
is transferred from the wall to the fluid. At the boundary layer edge,
instead, the speed and the total enthalpy values are equal to those of
the free stream. The main advantage of using the Falkner–Skan coordi-
nate transformation is that the velocity profiles weakly depend on the
value of the free-stream Mach number. Therefore, the growth of the
boundary layer thickness along the x coordinate is limited, and, from a
computational perspective, a numerical solver would only require
small adaptations of the mesh across the wall-normal direction.
Moreover, the dependence of the solution on the x coordinate vanishes
for the laminar regime, although it still affects the solution for the tur-
bulent regime.

It is also possible to compute the overall dissipation in the bound-
ary layer using transformed coordinates. The rate of entropy genera-
tion is computed by integrating the local entropy generation across the
boundary layer thickness1 and reads

_S ¼
ðd
0

sxy
T

@u
@y

dy ¼
ffiffiffiffiffiffiffiffiffi
qele
x

r
U

5
2
e

ðge
0

CR
T

~v2dg; (21)

where sxy denotes the local shear stress. For turbulent flows, both sxy
and CR include the contribution of the eddy viscosity whose value has
to be estimated by means of a turbulence model. _S can then be normal-
ized to obtain the dissipation coefficient, defined in Eq. (1).

III. METHODOLOGY
A. DNS setup

To accurately evaluate the loss breakdown of a boundary layer
flow, direct numerical simulations of zero-pressure gradient boundary
layer flows of air and siloxane MM were performed. Table I lists the
main properties of both fluids, together with those of other fluids
whose related investigation is reported in Sec. IVB. The simulations
were performed using 3DNS,36 a multiblock structured compressible
Navier–Stokes solver for high-performance computations. The code
can handle multiblock computations, with parallelization of the com-
putational resources within each block. Spatial discretization is
achieved with a fourth-order dispersion relation preserving (DRP) the
finite difference central scheme40 coupled with an eighth-order stan-
dard filter. Explicit time stepping is implemented with a four-stage
fractional step Runge–Kutta method. Additionally, skew-symmetric
splitting is used to stabilize the convective terms. Characteristic bound-
ary conditions as described in Poinsot and Lele41 are used to minimize
the effect of reflecting pressure waves. The accuracy of the numerical
model with respect to loss prediction has been assessed and is docu-
mented in previous works.36,42,43

TABLE I. Characteristic fluid properties of air, carbon dioxide,39 isobutane, toluene,
and siloxane MM.33 c1 is the specific heat ratio calculated in the dilute gas state.

Mmol (kg/kmol) Tcr (K) pcr (bar) c1 C1

Air 28.96 132.82 38.50 1.40 1.20
CO 2 44.01 304.13 73.77 1.29 1.13
Isobutane 58.12 407.81 36.29 1.08 1.04
Toluene 92.14 591.75 41.26 1.05 1.02
MM 162.3 518.70 19.31 1.03 1.01
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Three different high-fidelity numerical simulations have been
run. Table II lists the free stream conditions and the values of grid
quality parameters for each test case. The values of the Eckert number
in the free stream are also reported. All simulations have been per-
formed by imposing a free-stream Mach number of 0.95. Inlet

stagnation pressure and temperature and outlet static pressure values
are prescribed at the boundaries. The values of the stagnation quanti-
ties are retrieved from the static ones reported in Table II and the value
of the free-stream Mach number. The first case is a simulation of the
boundary layer flow of air modeled as an ideal gas at standard condi-
tions, i.e., Te ¼ 288 K and pe ¼ 1 bar. The iMM and niMM cases,
instead, refer to simulations of siloxane MM flows whereby the free
stream state is in dilute gas and dense vapor conditions, respectively.
The thermodynamic states of the free stream characterizing the iMM
and niMM are also shown in the temperature-entropy diagram of
siloxane MM displayed in Fig. 1 The thermodynamic and transport
properties of siloxane MM are calculated using entropy-based func-
tional forms, which are explicit in density and internal energy, for both
the equation of state and the constitutive law. This equation has been
developed by fitting the values of compressibility factor, viscosity, and
thermal conductivity obtained from accurate thermo-physical mod-
els33 onto polynomial surfaces, according to the methodology
described byWheeler in Ref. 44.

Figure 2 shows the computational grid used for the air case. The
number of grid points in each direction, as well as the corresponding
values of xþ, yþ at the first cell in the wall proximity and zþ are
reported in Table II. According to the guidelines reported by Poggie
et al.,45 i.e., 10 � xþ � 20 and 5 � zþ � 10, the simulations per-
formed in this study can be classified as DNS. Table III lists the charac-
teristic cell lengths along x, y, and z in relation to the Kolmogorov
length scale, defined as ~g ¼ ½l3=ðq3eÞ�0:25. Both the values calculated
in the wall proximity and of the boundary layer edge are listed in the
table. As already pointed out by Sciacovelli et al.,29,30 due to the

TABLE II. Test cases evaluated in this study. Free-stream conditions and grid resolution parameters are reported. For all cases, the free-stream Mach number is set to 0.95.
H ¼ d�=h denotes the shape factor, Res ¼ qwusd=lw is the friction Reynolds number, and Lz=d is the span-over-boundary layer thickness evaluated at the trailing edge.

Fluid pr;e Tr;e Ze Ece Lx (m) H Res

Air Air ideal gas 0.0264 2.182 1 0.36 0.023 1.84 390
iMM Siloxane MM 0.1 1 0.96 2:1 � 10�2 5 � 10�3 1.45 385
niMM 1.15 1.05 0.54 5:1 � 10�3 4:42 � 10�4 1.49 378

Fluid xþ yþ1st yþ
10th

zþ ni 	 nj 	 nk Lz=d

air Air ideal gas 9.06 0.88 9.85 9.06 2500	 800	 250 4.5
iMM Siloxane MM 9.13 0.88 9.85 9.13 2500	 800	 250 4.96
niMM 8.82 0.88 9.85 8.82 2500	 800	 250 5.13

FIG. 1. Temperature-entropy diagram of siloxane MM. The black contour lines
denote iso-cpv levels. The thermodynamic states of the free stream for the iMM and
niMM cases presented in Table II are highlighted with green markers.

FIG. 2. Computational domain used to simulate the air case. To better visualize the mesh structure, only one every 8 grid line is shown along both the x and y coordinates. A
detail of the near-wall grid is also displayed.
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inherently large density and Reynolds number characterizing the flows
of organic compounds, mesh resolution requirements are stricter than
those needed to accurately simulate turbulent air flows. The character-
istic cell length is much larger than the Kolmogorov length scale for
the iMM and niMM cases. The largest values are those related to the
niMM case due to the larger density of the fluid. The plate length is
defined to ensure ReL ¼ 5	 105 at the outlet for all cases, where L is
the plate length. To limit the amount of blockage and to ensure span-
wise de-correlation, i.e., to allow all the turbulent structures to develop
within the domain, the corresponding channel height and width are
defined as 20% and 10% of the plate length, respectively. The pre-
scribed height of the domain ensures that the influence of the blockage
caused by the upper free-slip surface on the flow is negligible: the mea-
sured values of Clauser’s beta parameter46 at the boundary layer edge
is defined as

bCl ¼
d�

sw

dp
dx

; (22)

where d� is the displacement thickness and are within the �0:1
< bCl < 0 range at Reh ¼ 800 for all the investigated cases. By using
the definition of bS proposed by Spalart and Watmuff,47 i.e.,

bS ¼
d

1=2qeU2
e

dp
dx

; (23)

the obtained range is �0:4 < bS � 103 < 0 at Reh ¼ 800, in line with
the results by Wu andMoin.16 Therefore, the mildly favorable pressure
gradient induced by the presence of an upper wall has a negligible
effect on the boundary layer flow. Stagnation temperature and pressure
boundary conditions are prescribed at the inlet, and static pressure is
instead prescribed at the outlet. No-slip adiabatic wall conditions are
imposed at the wall. The upper surface is modeled as a free-slip wall,
while periodic boundary conditions are imposed on the two side surfa-
ces along the spanwise direction. To avoid numerical instability at the
leading edge, a laminar self-similar profile of velocity and static
enthalpy computed using the Blasius solution at Rex ¼ 105 is imposed
at the inlet. The CFL number is one. No sub-scale modeling for the
turbulence is applied.

To initialize the turbulent simulations, laminar two-dimensional
computations using the boundary conditions listed in Table II were
first performed. Then, three-dimensional laminar simulations were
performed for the first 10 000 time steps, the two-dimensional solution
being used to initialize the computation. After 10 000 time steps, tran-
sition to turbulence is promoted by introducing a body-force trip at a
location x such that Rex ¼ 2	 105. A forcing term consisting of a
square wave across the plate width, i.e., along the z-direction, is intro-
duced in the momentum equation, i.e.,

qU ¼ qU 1� FkðzÞFðx; yÞ½ �; (24)

where k is the node index along the z direction. The forcing terms
FkðzÞ and F(x, y) are defined as

Fðx; yÞ ¼ e�S x�xtripð Þ2þ y�ytripð Þ2½ �; (25)

FkðzÞ ¼ 1 if modðk; 12Þ < 6;
0 if modðk; 12Þ 
 6:

�
(26)

The forcing scale S is set equal to the local boundary layer thickness at
the trip streamwise location. To enhance computational robustness,
the trip is set to linearly grow from an amplitude of 0 to its maximum
amplitude within 1000 iterations.

Statistical averages are performed over the span-wise direction
and over at least two convective time units based on the free-stream
velocity and the axial chord. During the simulations, the time-mean
flow field and turbulence quantities are calculated using a Favre (den-
sity-weighted) time-averaging technique. In Appendix B, the accuracy
of the solution for the air case is compared against well-established lit-
erature results for calorically perfect gases. The DNS simulations have
been run on the Dutch national supercomputer Snellius.48 Each simu-
lation, consisting of 500 	 106 grid points, has been run on 30 nodes,
each of them consisting of 128 AMD Rome 7H12 processors with a
CPU speed of 2.6GHz and 256 GiB memory per node. On average,
each simulation has consumed 250 thousand core hours to run � 400
k time steps.

B. Reduced-order model setup

The in-house boundary-layer Matlab code BLnI, in which the sys-
tem of PDE described in Sec. IIB 2 is discretized and numerically
solved, is used to estimate the viscous dissipation in boundary layer
flows of several compounds. The system of equations is solved numeri-
cally with the Keller–Box method.37 First, the differential equations are
converted into an equivalent first-order system of equations. The
derivatives are then approximated using a centered finite difference
scheme over a rectangular and nonuniform grid discretized in the
x � g plane. Newton’s method is used to solve the resulting algebraic
system of equations. The numerical scheme is unconditionally stable
and is second-order accurate. Thermo-physical fluid properties are
estimated using a well-known program.34 Turbulent calculations are
performed using the Cebeci–Smith turbulence model, where the eddy
viscosity is modeled as a function of the velocity field, the density ratio
c ¼ qe=q, the Chapman–Rubesin parameter CR ¼ ðqUÞ=ðqeUeÞ, and
the local Reynolds-number Rex. Appendix C lists all the equations
defining the Cebeci–Smith eddy viscosity and eddy conductivity
models.

The same cases reported in Table II were computed with BLnI to
verify the results by comparison with those obtained with DNS.
Likewise, for the DNS, the transition is triggered at a streamwise loca-
tion such that Rex ¼ 2	 105. The plate length over which the flow is
in the turbulent regime also matches that of the high-fidelity numerical
simulations.

In addition, to gain further insight into the influence of the fluid
and nonideal thermodynamic effects on viscous dissipation, a system-
atic study was carried out. A second set of calculations was run for the
fluids listed in Table I. For each fluid, several simulations using the
boundary conditions listed in Table IV were run. Each pair of reduced

TABLE III. Grid resolution normalized with the Kolmogorov length scale ~g for the
cases listed in Table II. The resolution is evaluated at the wall (subscript w) and at
the boundary layer edge (subscript e).

ðDx=~gÞw ðDy=~gÞw ðDz=~gÞw ðDx=~gÞe ðDy=~gÞe ðDz=~gÞe
Air 7.5 0.7 0.7 1.1 0.4 0.1
iMM 25.3 1.5 1.7 2.4 0.4 0.2
niMM 37.7 3 3.3 3.2 0.7 0.3
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temperature and pressure values fixes the free-stream thermodynamic
state and, in turn, the values of the compressibility factor Ze and of the
isentropic exponent cpv;e. For each pair of Tr;e and pr;e, ten simulations
at increasing values of the free-stream Mach number ranging between
0 and 1.8 were performed. The plate length was adapted to achieve
ReL ¼ 106 for all simulations. The domain was discretized with a grid
consisting of 150 points in the streamwise direction and 100 in the
wall-normal direction. The first grid spacing in the normal-to-wall
direction was set to 0.000 01m, with a grid expansion factor of 1.02.
These values were proven to ensure grid-independent results. The
solver calculates the boundary layer flow variables at each streamwise
location, from inlet to outlet. If needed, the mesh size along the wall-
normal g direction is automatically adapted to account for the growth
of the boundary layer. Adiabatic conditions are imposed on the wall.

IV. RESULTS
A. Dissipation analysis by means of DNS

Figure 3 shows the results of the loss breakdown analysis based
on the approach described in Sec. II A for the cases listed in Table II.
To avoid nonphysical results due to the presence of the transition trip,
the entropy fluxes [Eq. (8)], the overall turbulence production P [Eq.
(10)], and the values of both the dissipation due to the time-mean
strain field U=T and irreversible heat transfer f=T [Eq. (9)] have been
computed by integrating over a control volume encompassing the
equilibrium region up to the streamwise location x, which is consid-
ered for the loss breakdown evaluation. For all the cases, the inlet
boundary of the control volume is located after the transition point at
x=L � 0:35 (Reh � 500 at this location). The values of the shape factor
H in the equilibrium region are nearly constant for all the cases under
investigation, i.e., the flow is in equilibrium: Table II lists their values.
Figure 4 shows the loss breakdown at a streamwise location corre-
sponding to Reh ’ 850 to better appreciate the quantitative differences
among the three cases. The percentage of the contribution of each loss
source in relation to the total dissipation is also reported.

Overall, the iMM and niMM cases are characterized by a larger
total dissipation at fixed Reh than the air case. Moreover, the boundary
layer flow of siloxane MM at Ze � 1 is more dissipative than that of
the same fluid in thermodynamic conditions for which Ze � 0:5.
Concerning the breakdown of each loss source, the contribution of the
turbulence dissipation is quantitatively similar for all three cases, the
iMM case featuring the lowest share (�56%). The contribution due to
irreversible heat transfer is negligible in the iMM and niMM cases. In
the air case, such a contribution becomes relevant (�6%) and the one
due to the time-mean strain field reduces by �7% in comparison to
the values obtained for the two MM cases. This result can be explained
as follows: in perfect gases of fluids made of simple molecules, the heat
generated by the dissipation of the turbulent kinetic energy at small

TABLE IV. Boundary conditions for the second set of simulations conducted with
BLnI.

Tr;e pr;e Me cpv;e

Ze � 1 1 0.1 0.01–1.8 0.99
Ze � 0:5 1.05 1.15 0.01–1.8 0.60
Ze � 0:25 1.01 1.1 0.01–1.8 1.40

FIG. 3. Dissipation breakdown along the flat plate for the cases (a) air, (b) iMM, and
(c) niMM. The integration of each contribution is performed from ~x ¼ 0 to ~x ¼ 1,
where ~x ¼ ðx � xtr Þ=ðL� xtr Þ. Each loss is normalized by qeU3

eL=Te.
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scales induces variations of temperature larger than those occurring in
fluids characterized by high molecular complexity, such as siloxane
MM. In particular, the boundary layer flows of compounds character-
ized by high molecular complexity exhibit small temperature variations
across the shear layer, thus limiting the diffusion of energy as heat
among contiguous flow streams.

Figure 5 shows the variation of both the friction [Fig. 5(a)] and
the dissipation coefficients [Fig. 5(b)] as a function of Reh for the cases
of Table II. The results of the calculations conducted with BLnI are
also displayed. Trends obtained from the DNS in the proximity of the
tripping point are not reported due to nonphysical phenomena result-
ing from the simulation. The graphs show that the variations of both
coefficients calculated from the DNS results qualitatively match those
predicted by the reduced-order model. However, at fixed Reh, both Cf

and Cd values estimated with BLnI do not match those obtained from
the DNS results: for the air case, the maximum deviation is �5% on
Cf and�10% on Cd.

Among the three cases under scrutiny, the lowest Cd value is
found for the air case. This finding suggests that flows of fluids made
of simple molecules are characterized by lower values of dissipation at
fixedMe and Reh. This trend can be explained by inspecting the value
of the free stream Eckert number (see Table II), which is inherently
lower in the case of dense vapor flows. In fluids made of complex mol-
ecules in both the ideal and the nonideal thermodynamic states, the
thermodynamic and kinematic fields are decoupled even at free stream
conditions for which the flow is highly compressible, and in terms of
dissipation mechanisms, the physical behavior resembles that of an
incompressible flow boundary layer.10,29 This result is in agreement
with those obtained by Pini and de Servi22 for adiabatic laminar
boundary layers of dense vapors atMe ¼ 2.

Figure 6 shows a comparison between the Cf � Reh [Fig. 6(a)]
and the Cd � Reh [Fig. 6(b)] curves obtained from DNS and those
obtained using the correlations by Drela and Giles.14 Such correlations
take into account the effect of flow compressibility by introducing a
corrective coefficient that depends on both the shape factor and the
free-stream Mach number. In Fig. 6(b), the Cd � Reh trend calculated
using the empirical correlation by Denron1 and Schlichting and
Gersten13 under the assumption of the turbulent incompressible flow
is also plotted. This correlation reads

Cd;Sc ¼ 0:0056Re
�1

6
h : (27)

Although predicting quite accurately the value of both Cf and Cd for
air, Drela and Giles’ correlations provide inaccurate results for the

FIG. 4. Dissipation breakdown evaluated at a streamwise location corresponding to Reh ’ 800 for the cases listed in Table II. Percentages for each dissipation source are
also reported.

FIG. 5. (a) Skin friction coefficient vs Reh and (b) the dissipation coefficient vs Reh
for all the cases of Table II. Results from DNS and turbulent simulations conducted
with BLnI are plotted in solid and dashed lines, respectively.
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iMM and niMM cases: for the niMM case, the predicted Cf and Cd val-
ues at fixed Reh are up to� 30% larger than those obtained from DNS
results. In the turbulent regime, the variation of Cd is similar to that
predicted by the incompressible Schlichting correlation for the air case
in the proximity of the plate trailing edge, while an offset (� 7%) is
observed for the other two cases. Such correlations have been validated
only for transonic low-Reynolds number flows of air and do not take
into account the effect of the fluid molecular complexity and the strong
variations in the thermophysical properties characterizing dense
organic vapors. According to Schlichting, for a zero-pressure gradient
boundary layer flow in equilibrium, the relation between the dissipa-
tion and the skin friction coefficient is

Cd ¼ Cf

2
H�

2
; (28)

where H� ¼ h�=h is the energy shape factor, and h� and h being the
kinetic energy and the momentum thicknesses, respectively. In the tur-
bulent flow region, H� � 1:774 for all cases, which is in line with the
value computed by Jardine.49 As a consequence, changes in the dissi-
pation coefficient between the three cases are solely due to changes in
the value of the skin friction coefficient.

B. Dissipation analysis through ROM

Figure 7 shows the variation of the dissipation coefficient Cd with
Reh for flows of the fluids reported in Table I and the thermodynamic
states listed in Table IV. The results have been calculated with BLnI
assuming a fully turbulent flow and refer to boundary layer flows with
Me ¼ 1:4. The Cd � Reh trend obtained with the correlation by
Schlichting [Eq. (27)] valid for incompressible flows of air has also
been plotted. Results for air obtained using the perfect gas equation of
state are also displayed.

Regardless of the thermodynamic state, at a fixed Reh; Cd values
are lower for boundary layer flows of fluids made of simple molecules
than for those of complex organic compounds. This is due to their
large heat capacity, which results in a quasi-isothermal temperature
profile within the boundary layer, as can also be observed in the DNS
results. The decrease in the dissipation coefficient with the fluid molec-
ular complexity is more pronounced at Ze � 0:25, i.e., at states in the
proximity of the critical point one, where thermophysical properties
are largely varying. As can be inferred from Eq. (30), the value of the
dissipation coefficient depends on two dimensionless quantities: the
temperature ratio T=Te and the Chapman–Rubesin parameter CR.
Figures 8(a)–8(c) show the trend of these two parameters, together
with that of the density ratio q=qe [Fig. 8(b)] across the boundary layer
thickness, for flows of CO2 and siloxane MM. In both cases, if Ze ! 0,
the boundary layer becomes more isothermal due to the increase in
the fluid heat capacity in the dense vapor region. However, larger den-
sity gradients across the boundary layer are observed [Fig. 8(b)], with
respect to flows of fluids in the dilute gas state. The effect of decreasing
density across the boundary layer prevails over the one due to the
increase in the dynamic viscosity, whose value scales with the tempera-
ture. As a consequence, the value of the Chapman–Rubesin parameter
decreases. Consequently, with reference to Eq. (30), all fluids exhibit a
decrease in the Cd value if the fluid state approaches that of the critical
point. In summary, for the investigated fluids, the lower the Ze is, the
larger the density variations across the boundary layer caused by fric-
tion heating are, and the lower the associated irreversible entropy gen-
eration becomes.

Finally, Fig. 9 shows the change of the ratio Cd=Cd;Sc as a function
of the free-stream Mach number at fixed Reh ¼ 103 for all the fluids
listed in Table I. It can be observed that Cd=Cd;Sc approaches unity for
compounds characterized by high molecular complexity in the dilute
gas state and lowMe; conversely, it decreases with a decreasing molec-
ular complexity, Ze values, and increasing Me values. The effect of
compressibility, i.e., of the free-stream Mach number, is to enhance
friction heating, which can sensibly change the velocity distribution
across the boundary layer and reduce the wall skin friction coefficient,
especially in fluids made of simple molecules and in the dilute gas
state.

FIG. 6. (a) Skin friction coefficient vs Reh and (b) dissipation coefficient vs Reh for
all the cases of Table II. Relations obtained with empirical correlations are also plot-
ted for comparison. The dashed lines report the Cf vs Reh and the Cd vs Reh func-
tions computed with the correlation by Drela and Giles.14 The magenta line in figure
(b) denotes the Cd � Reh function obtained using the Schlichting correlation.
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FIG. 7. Dissipation coefficient vs Reh for the fluids of Table I at Me ¼ 1:4. Data for air have been obtained assuming a calorically perfect gas. For comparison, trends evaluated
with the Schlichting correlation are also reported.

FIG. 8. Normalized (a) temperature, (b) density, and (c) turbulent Chapman–Rubesin parameter profiles across the boundary layer thickness as a function of y� for carbon diox-
ide and siloxane MM and three different free-stream Ze values. Continuous line denotes flows of CO2, dashed line those of siloxane MM.

FIG. 9. Variation of the dissipation coefficient Cd with the free-stream Mach number Me for several fluids in the turbulent regime. Three different free-stream thermodynamic
states are analyzed: (a) Ze � 1, (b) Ze � 0:5, and (c) Ze � 0:25. Data for air have been obtained assuming a calorically perfect gas. The dissipation coefficient has been nor-
malized with the Cd value calculated using the Schlichting correlation.
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C. Flow field analysis

Figure 10(a) shows the velocity profiles in wall units, while
Fig. 10(b) depicts the compressible van Driest velocity profile as a
function of y� ¼ qyu�s=l, u

�
s ¼

ffiffiffiffiffiffiffiffiffiffi
sw=q

p
and sw being the shear stress

at the wall. Both profiles are evaluated at a location such that
Reh ¼ 800. For a compressible boundary layer flow, the van Driest
scaling reads

u� ¼ 1ffiffiffiffiffiffiffiffiffiffi
sw=q

p ðue
0

ffiffiffiffiffiffi
q
qw

r
du: (29)

Results obtained with BLnI for the same Reh are also reported.
Regardless of the adopted scaling, nomajor deviations from the analytical

law of the wall are observed for all cases in the viscous sublayer and in
the buffer zone, where the peak in the turbulence production is
observed, see Fig. 11(a). However, in the logarithmic region, the values
obtained with the ROM do not fully overlap those obtained with the
DNS in the air case. With respect to the velocity profiles obtained with
the classical wall scaling [Fig. 10(b)], an � 3% difference between the
uþ values evaluated with the DNS and those evaluated with the ROM
is observed at yþ ¼ 40. If a van Driest scaling u � þðy � þÞ is used, all
profiles collapse to the same trend and deviations from the log-law are
less pronounced.

Figure 11(a) shows the turbulence production across the bound-
ary layer thickness at a location such that Reh ¼ 800 for all the cases
listed in Table II. The turbulence production peaks at yþ � 10 in all

FIG. 10. Velocity profiles in (a) wall coordinates and (b) van Driest transformed
coordinates. Continuous lines denote the values obtained with DNS, whereas dotted
ones denote those obtained with the BLnI code. Black dashed lines indicate the lin-
ear and logarithmic laws, with k¼ 0.41 and C¼ 5.2.

FIG. 11. (a) Normalized turbulence production P
� ¼ P � d=ðqeU3

eÞ vs yþ and (b)
temperature profiles for all the cases listed in Table II. Continuous lines correspond
to the values obtained with DNS, whereas dotted ones indicate those obtained with
the ROM. The trends have been evaluated at a location where Reh ¼ 800.
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the cases. The peak is slightly more pronounced in the air and iMM
case, while the niMM case exhibits the lowest maximum value of the
normalized turbulent production. However, the differences are mini-
mal and are arguably due to numerical dispersion.

Figure 11(b) displays the temperature profiles across the bound-
ary layer evaluated at an x location corresponding to Reh ¼ 800.
Results obtained from both the DNS and BLnI are plotted. It can be
observed that the temperature increase in the proximity of the wall
strongly depends on both the fluid molecular complexity and the ther-
modynamic fluid state. In particular, the temperature difference
between the wall and the free stream is maximum in the case of air,
while the boundary layer of siloxane MM is nearly isothermal in both
the investigated thermodynamic conditions. This finding is inherently
related to the large heat capacity of the organic fluid, or, similarly, to
its high number of molecular degrees of freedom, which enables the
fluid molecule to store more thermal energy than that stored by a mol-
ecule characterized by a lower number of degrees of freedom. Among
the three cases, the niMM case shows a near-constant temperature
profile due to the larger heat capacity of siloxane MM in the dense
vapor state. In agreement with the findings by Sciacovelli et al.,30

boundary layer flows of organic fluids in the compressible flow regimes
typical of turbomachinery (Me � 1–2) can thus be considered isother-
mal and exhibit features comparable to those characterizing incom-
pressible flows. Furthermore, the temperature profile strongly affects
the value of the dissipation coefficient. Using the Falkner–Skan vari-
able transformation, one can write, for a turbulent flow,

Cd ¼ 1ffiffiffiffiffiffiffi
Rex

p
ðge
0
CR

Te

T
~v2dg; (30)

where CR here also takes into account the contribution due to the
eddy viscosity. At a fixed Reynolds number, for an ideal gas, variations
of Te=T prevail over those of CR, thus leading to a reduction of the Cd

value for simple fluid molecules in the compressible flow regime.
Figure 12 shows the plots of the time-averaged density, viscosity,

and Chapman–Rubesin parameter across the boundary layer as a func-
tion of the semi-locally scaled wall coordinate y� for the three cases of
Table II at a streamwise location corresponding to Reh ¼ 800. Results
of the transitional boundary layer flow simulations performed with
BLnI are also indicated. The averaged density [Fig. 12(a)] monotoni-
cally increases from the wall toward the free stream for all the cases.
However, density variations are much smaller in the iMM and niMM
cases, the smallest variations being observed in the dilute gas case
iMM. Moreover, for all the cases, the density profile resembles the
velocity profile, see Fig. 10. In particular, a linear profile of q with y� is
observed for y� � 12 and a logarithmic one for y� � 100. These results
slightly differ from those obtained by Sciacovelli et al.,30 who calculated
such values only in boundary layer flows of dense organic vapor,
whereas density variations in air flows better correlate with tempera-
ture variations. This difference is arguably due to the large free-stream
Mach number values (Me ¼ 2:25 and Me ¼ 6) selected by the
authors. The wall friction heating to which supersonic and hypersonic
air flows are subjected is larger than the one characterizing the flows
investigated in this work, where Me ¼ 0:95: in particular, the wall-to-
free-stream temperature ratio at Me ¼ 6 is 6.5, while at the Mach
number (Me ¼ 0:95) chosen for this simulation is 1.16 [Fig. 11(b)]:
thus, a larger influence of the temperature on the density field can be
observed in hypersonic flows. Moreover, the temperature profile is

FIG. 12. Time-averaged (a) density, (b) dynamic viscosity, and (c)
Chapman–Rubesin vs y� for the cases listed in Table II. The statistics are normal-
ized with the value of the corresponding variable evaluated at the wall. Continuous
lines denote quantities evaluated using DNS; dashed lines, instead, those calcu-
lated with the BLnI code.
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decoupled from the density profile in the iMM and niMM cases due to
the larger number of molecular degrees of freedom and, consequently,
the larger heat capacity characterizing these fluids, which, in turn, min-
imizes the friction heating at the wall.

The viscosity profile [Fig. 12(b)] qualitatively follows the profile
of the temperature for the air and iMM cases, with a larger wall-to-
free-stream ratio calculated for the air case. Conversely, the niMM case
shows a liquid-like viscosity variation, i.e., the viscosity increases across
the boundary layer, with a profile similar to that of the density. This
effect has already been discussed in several other works.29,30,50

However, the increase in viscosity across the boundary layer is here
smaller than the one estimated by Sciacovelli et al. due to the use of a
different and more accurate model for the transport properties of silox-
ane MM.33 The local value of the Chapman–Rubesin parameter CR
increases toward the free stream for all three cases [Fig. 12(c)]. Larger
wall-to-free stream differences are observed in the air case
(CRw � 0:96 at the wall) than in the other two. It can also be noted
that the CR value in the dilute gas case iMM does not sensibly depart
from unity, whereas it exhibits a larger departure from unity in the
dense vapor case, niMM. As opposed to the temperature profile
[Fig. 11(b)], larger density variations are observed in the dense vapor
case than in the dilute gas case due to the strong gradients of thermo-
physical properties characterizing fluid states in the proximity of the
critical point. This variation strongly influences that of CR, which, in
turn, influences the overall dissipation within the boundary layer, see
Eq. (30). The influence of both the Chapman–Rubesin parameter and
the dense vapor state on the dissipation coefficient is further discussed
in Sec. IVB. Although a quantitative mismatch is observed, the values
obtained with BLnI are qualitatively in agreement with those obtained
from DNS for the density, the viscosity, and the Chapman–Rubesin
parameter. As a consequence, the reduced-order model is deemed suf-
ficiently accurate for carrying out systematic studies aimed at provid-
ing evaluations of integral boundary layer parameters such as the Cd in
the laminar and turbulent flow regimes.

Figure 13 shows the variations of the root mean square of the
velocity, density, and pressure fluctuations across the boundary layer
for the three cases of Table II at a streamwise location corresponding
to Reh ¼ 800. The turbulence intensity profiles [Fig. 13(a)] feature a
similar variation in all three cases. Deviations are mainly observed in
the outer region, i.e., y� > 300, where both the iMM and niMM cases
display a plateau at y� � 700, whereas the air exhibits a plateau at
y� > 103. The same profile is also observed for the turbulence intensity
(not shown), defined as Tu ¼ ffiffiffiffiffiffiffiffiffiffi

2=3k
p

=U3
e , where k is the turbulence

kinetic energy, which also takes into account the intensity of the turbu-
lent fluctuations in the y and z directions. The peak in the turbulence
intensity occurs at y� � 12, which corresponds to the location of maxi-
mum turbulence production. Conversely, the root mean square of the
density fluctuations [Fig. 13(b)] reaches a maximum at y� � 30 in all
the investigated cases. The maximum in the root mean square of the
pressure fluctuations, instead, is observed at y� � 20. However, the
peak is less pronounced in the cases in which siloxane MM is the
working fluid. In particular, the relative deviation between the value of
the density fluctuation at y� � 12 and y� � 1 is 21% for the iMM and
45% for the niMM cases, whereas this is much larger for the air case
(530%). This is in line with what has been discussed about the time-
average density, which shows larger variations across the boundary
layer in the air case. Overall, regardless of the fluid and its

FIG. 13. Root mean square (a) streamwise velocity, (b) density, and (c) pressure fluc-
tuations vs y� for the cases listed in Table II. Velocity fluctuations are normalized with
the semi-local friction velocity u�s ; see Eq. (29). Temperature and pressure fluctuations
are normalized with the value of the corresponding variable evaluated at the wall.
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thermodynamic state, Morkovin’s hypothesis for which density fluctu-
ations are negligible (qrms=q) is satisfied, in agreement with the find-
ings by Sciacovelli et al.

Finally, Fig. 14 shows the instantaneous snapshots of the magni-
tude of the density gradient jrqj for each case after 150k time steps.
The density gradient is normalized by q=L. Elongated, sheet-like flow
structures corresponding to high-density gradients moving toward the
boundary layer edge are observed in the air case. Conversely, high-
density gradient structures are concentrated on the wall in both the
iMM and niMM cases. This distribution is arguably due to the inher-
ently larger density characterizing siloxane MM.

V. CONCLUSION

Direct numerical simulations of zero-pressure gradient boundary
layer flows of air and siloxane MM with the fluid in both dilute gas
and dense vapor thermodynamic states have been performed. All dissi-
pation sources have been discerned and analyzed. The trend of both
the skin friction and the dissipation coefficients as a function of the
Reynolds number, as well as those of the velocity and temperature pro-
files, have been discussed and compared against those obtained from
an in-house reduced-order model solving the two-dimensional turbu-
lent boundary layer equations in transformed coordinates. Results
from the reduced-order model have then been used to assess the influ-
ence of the fluid molecular complexity, the thermodynamic state, and
the flow compressibility on the dissipation coefficient. Based on the
results obtained from this work, the following conclusions can be
drawn:

1. At fixed Reynolds number, the turbulent boundary layer flows of
fluids made of complex molecules are characterized by a higher

value of both the skin friction and the dissipation coefficient
than flows of air. This is due to the decoupling between the ther-
mal and the kinematic fields, as a consequence of the larger value
of heat capacity of complex molecular fluids.

2. Regardless of the fluid thermodynamic state, turbulent boundary
layer flows of complex molecules fluids can be assumed
isothermal.

3. The contribution to the overall loss due to irreversible heat trans-
fer is negligible in boundary layer flows of molecularly complex
fluids, regardless of their thermodynamic state.

4. For a given fluid, at a fixed Reynolds number, the overall dissipa-
tion expressed in terms of the dissipation coefficient decreases if
the state approaches that of the critical point. This is due to the
large density gradients characterizing the flow across the shear
layer, which leads to a decrease in the Chapman–Rubesin param-
eter value and, thus, of the dissipation coefficient.

5. In general, boundary layer flows of fluids made of simple mole-
cules in the dense vapor state are less dissipative than those of
complex organic compounds in the dilute gas state. This is due
to the combined effects of the large density gradients characteriz-
ing states in the proximity of the critical point and the wall fric-
tion heating, which prevails in flows of fluids made of simple
molecules.

Future works will investigate more in detail the structure of den-
sity and pressure fluctuations in ideal gas and dense vapor boundary
layers. Flows of fluids other than air and siloxane MM will also be
studied with the reduced-order model, as well as the effect of favorable
and adverse pressure gradients. Analyses of the effect of the wall heat
transfer in the boundary layer flow of organic fluids, as well as the

FIG. 14. Normalized density gradient (rq=ðq=LÞ) within the equilibrium region at a streamwise coordinate corresponding to Reh � 800. Snapshots taken after 150 k time
steps for (a) air, (b) iMM, and (c) niMM.
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influence of the turbulence model, are also envisioned. The ulti-
mate research goal is to develop an analytical model for the dissipa-
tion coefficient Cd as a function of the Reynolds number, the
thermodynamic fluid state, the molecular complexity, the bound-
ary layer shape factor, and the free-stream Mach number. Such a
model can then be used to estimate the profile losses in internal
flow devices such as turbomachinery or heat exchangers during the
conceptual design phase.
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APPENDIX A: COEFFICIENTS FOR THE COMPRESSIBLE
FALKNER–SKAN TRANSFORMED EQUATIONS

With reference to Eqs. (14) and (15), the coefficients for the
compressible Falkner–Skan transformed boundary layer equations
read as follows:

b ¼ CR 1þ �þð Þ; �þ ¼ �T
�
; (A1)

c ¼ qe
q
; CR ¼ ql

qele
; CRe ¼ qele

q0l0
; (A2)

d ¼ CU2
e

h0;e
1� 1

Pr
þ �þ 1� 1

PrT

� �� 	
; (A3)

e ¼ C
Pr

1þ �þ
Pr
PrT

� �
; (A4)

f 0 ¼ u
ue

; (A5)

g ¼ h0
h0;e

; (A6)

m1 ¼ 1
2
1þm2 þm3½ � ¼ 1

2
1þm3 þm4 þm5½ �; (A7)

m2 ¼ x
ue

due
dx

¼ m4 þm5 ¼ m4

1þ C� 1ð ÞM2
e

; (A8)

m3 ¼ x
Ce

dCe

dx
; (A9)

m4 ¼ x
Me

dMe

dx
; (A10)

m5 ¼ x
ce

dce
dx

: (A11)

In the equations, �, �T, and c denote the kinematic viscosity of the
fluid, the turbulent eddy viscosity, and the speed of sound.

APPENDIX B: VALIDATION OF THE DNS RESULTS
FOR THE AIR CASE

The results obtained from the DNS for the air case are here
compared with reference to high-fidelity simulations of zero-
pressure gradient turbulent flows available in the literature. We here
compared our results with those obtained by Wu and Moin16 and
Pirozzoli and Bernardini.17 The first authors performed incom-
pressible direct numerical simulations, the latter supersonic com-
pressible DNS atMe ¼ 2.

Figures 15(a) and 15(b) show the velocity profiles obtained
using the classical wall scaling and the van Driest scaling. With ref-
erence to Fig. 15(a), the profile obtained for the air case is in good
agreement with the solution by Wu and Moin, the differences being
mostly attributed to compressibility effects. Larger deviations in the
logarithmic region are instead observed with the solution by
Pirozzoli and Bernardini due to the high free-stream Mach number
characterizing this simulation. A good agreement with the solution
by Wu and Moin is instead observed when inspecting the van
Driest scaled profile; see Fig. 15(b).

Figures 16(a)–16(c) show the Reynolds fluctuations in the
streamwise, wall-normal, and spanwise directions. Maximum val-
ues of both vrms and wrms are lower than those obtained by Wu
and Moin, with the maximum being shifted to lower yþ values.
Opposite considerations hold when compared with results by
Pirozzoli and Bernardini. This is in line with the results by Wenzel
et al.18 who observed a decrease in the maxima of the fluctuations
at fixed Res and increasing values of the free-stream Mach
number.

APPENDIX C: THE CEBECI–SMITH TURBULENCE
MODEL

The Cebeci–Smith model37 is an algebraic 0-equation eddy vis-
cosity turbulence model. It models the eddy viscosity as a function
of the turbulent velocity field, the density ratio c ¼ qe=q, the
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Chapman–Rubesin parameter CR, and the Reynolds-number Rex.
The non-dimensional eddy viscosity �þ ¼ �T=� for the inner and
outer layers reads

�þð Þinner ¼ j2
1
C
1
c3

ffiffiffiffiffiffiffi
Rex

p
I2v 1� exp ð�y=AÞ½ �2ctrc; 0 � g � gc;

(C1)

�þð Þouter ¼ a
1
C
1
c2

ffiffiffiffiffiffiffi
Rex

p ðge
0
c 1� uð Þ dg

� 	
ctrc; gc � g � ge;

(C2)

where gc is the location of the inner layer edge in transformed coor-
dinates, and

y=A ¼ N
Aþ c�3=2

ffiffiffiffiffiffi
Cw

p
C

Re1=4x Iv1=2w ; I ¼
ðg
0
c dg; Ie ¼

ðge
0
c dg;

(C3)

FIG. 16. Normalized components of the Reynolds fluctuations (a) urms, (b) vrms, and
(c) wrms for the air case at Reh ¼ 900. Profiles from Wu and Moin (incompressible,
Reh ¼ 900) and Pirozzoli and Bernardini (Me ¼ 2; Res ¼ 450) are also plotted.

FIG. 15. Velocity profiles in (a) wall coordinates and (b) van Driest transformed
coordinates for the air case at Reh ¼ 900. Profiles from Wu and Moin (incompress-
ible, Reh ¼ 900) and Pirozzoli and Bernardini (Me ¼ 2; Res ¼ 450) are also
plotted.
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N2 ¼ 1� 11:8Cwc
3
wp

þ; pþ ¼ m2

Re1=4x

Cwcwvwð Þ�3=2; (C4)

c ¼ 1þ 5:5 I=Ieð Þ6

 ��1

: (C5)

The closure coefficients are set to

j ¼ 0:40; Aþ ¼ 26; a ¼ 0:0168: (C6)

For transitional boundary layers, the intermittency factor ctr reads

ctr ¼ 1� e
�Gtrðx�xtrÞ

Ð x
xtr

dx
ue

� 
; (C7)

with

G� tr ¼ 8:33 � 104 U
3
e

�e
Re�1:34

x : (C8)

The turbulent Prandtl number PrT model reads

PrT ¼ j 1� exp ð�y=AÞ½ �
jh 1� exp ð�y=BÞ½ � ; (C9)

where

y=B ¼ N
Bþ c�3=2

ffiffiffiffiffiffi
Cw

p
C

Re1=4x Iv1=2w ; (C10)

Bþ ¼ Bþþ

Pr1=2
; (C11)

Bþþ ¼
X5
i¼1

Ci log10Pr

 �i�1

; (C12)

Pr being the Prandtl number, and the closure coefficients whose val-
ues are set to

jh ¼ 0:44; C1 ¼ 34:96; C2 ¼ 28:79;
C3 ¼ 33:95; C4 ¼ 6:33; C5 ¼ �1:186:

(C13)
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