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ABSTRACT
Traffic condition forecasting is fundamental for Intelligent Transportation
Systems. Besides accuracy,many services require an estimateof uncertainty
for each prediction. Uncertainty quantification must consider the inher-
ent randomness in traffic dynamics, the so-called aleatoric uncertainty, and
the additional distrust caused by data shortage, the so-called epistemic
uncertainty. They together depict how predictable macroscopic traffic is.
This study uses deep ensembles of graph neural networks to estimate
both types of uncertainty in network-level speed forecasting. Experimen-
tal results given by the used model reveal that, although rare congestion
patterns arise randomly, the short-term predictability of traffic states is
mainly restricted by the irreducible stochasticity in traffic dynamics. The
predicted future state bifurcates into congested or free-flowing cases. This
study suggests that the potential for improving predictionmodels through
expanding speed and flow data is limited while diversifying data types is
crucial.
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1. Introduction

The quality of many travel services and traffic management functions, such as arrival time estimation
(ETA) (Van Lint, Hoogendoorn, and van Zuylen 2005), real-time route planning (Gehrke and Wojtu-
siak 2008; Liebig et al. 2017), and congestion control (Chen, Peng, and Wang 2000), relies on accurate
short-term traffic state forecasting. The application value is a significant impetus for creating novel
models that continuously improve prediction accuracy. These methods range from classical traffic-
simulation-based approaches (Ben-Akiva 1998; Qiao, Yang, and Lam 2001; Wang, Papageorgiou,
and Messmer 2006; Wang, Work, and Sowers 2016), regressive and time-series models (Castro-Neto
et al. 2009; Davis and Nihan 1991), to recently popular deep learning models (Li et al. 2017; Ma
et al. 2017; Van Lint, Hoogendoorn, and vanZuylen 2002) andgenerativemodels (Xu et al. 2022; Zhang
et al. 2021). Now, there is significant interest in the research and application of machine learning and
deep neural networks (DNNs) for predicting the traffic state of large road networks.

However, like other non-trivial prediction tasks, traffic forecasting is also associated with uncer-
tainty. The evolution of traffic state in any road network is not deterministic but inherently stochastic
for any observers. The unavailability of some critical information (to agencies performing the fore-
casting task), such as operational and tactical driving behaviours, demand (Gu et al. 2022), and route
choices, induces randomness in traffic dynamics. This limited observability implies that the model’s
outcome is a (set of) random variables, which can be represented by either scenario-based quantities
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(e.g. in policy analysis, Kim et al. 2013) or a probability distribution function (PDF). To construct predic-
tive models that incorporate uncertainty quantification, it is necessary to clarify what the uncertainty
represents and how to model it.

From the perspective of modelling and application, predictive uncertainty is typically catego-
rized into two parts, the so-called aleatoric uncertainty and epistemic uncertainty (Der Kiureghian and
Ditlevsen 2009; Kendall and Gal 2017). Aleatoric uncertainty (from alea, Latin for ‘dice’) represents the
inherent randomness of a stochastic process and themeasurement error in data collection, which can-
not be reduced by expanding the dataset of the same type of data. This uncertainty draws a lower
bound of predictive accuracy for any models using the same (types of) inputs (Li, Knoop, and van
Lint 2022). For example, for a univariate Gaussian process, the variance gives the lower bound of the
expectation of mean-square error for any predictors (otherwise themodel is over-fitted). On the other
hand, epistemic uncertainty mainly stems from the lack of data to learn the output distribution. Take
the same example, the used predictor may be not good enough to model the Gaussian process or
there are only a limited number of observations around some rare input points. This will induce addi-
tional uncertainty. The epistemic uncertainty is closely related to measuring the rareness of samples.
For example, calibrating a Gaussian distribution from 500 samples gives consistent results. However, if
only 3 samples are provided, the estimated parameters are highly uncertain. The idea is that–in princi-
ple–epistemic uncertainty can be reduced by expanding the training set, and/or adding (supposedly
known) sophistication to the applied model.

Uncertainty Quantification (UQ) has been widely studied for many risk-sensitive systems with
partially-observable information, such as nuclear safety (Helton 1993), hydrology (Beck 1987), meteo-
rology (Deser et al. 2012), etc. Suppose a system is explicitly simulated throughphysicalmodels. In that
case, all uncertainty of the parameters, themodel structure, and the data used to calibrate and identify
these respectively, can influence the confidence of the output. Examples in the traffic domain include
the heterogeneity of car-following parameters in microscopic traffic simulations (Sharma, Zheng, and
Bhaskar 2019) and the distribution of fundamental diagram parameters (e.g. capacity, critical density)
used in LWR-type models (Li et al. 2012). The output distribution for predictions using simulation-
based models is typically obtained by running the forward propagation of such ‘errors’ (sources of
uncertainty) (van Lint et al. 2012).

At the other end of the spectrum, many inverse data-driven UQ methods ignore how uncertainty
propagates within the model but directly build the joint probability of input-output from collected
datasets. With the development of deep learning techniques, this end-to-end approach is becom-
ing popular for UQ. This comes at the cost of low interpretability and poor generalizability. The two
approaches above are the same for distinguishing aleatoric and epistemic uncertainty. A distribution
canmeasure the confidenceof point predictions (aleatoric uncertainty). Further, Epistemic uncertainty
measures how confident we are about the probabilistic prediction. Therefore, we need a ‘distribu-
tion of distributions’ to quantify epistemic uncertainty, either through getting an ensemble of output
distributions or a distribution of the parameters of the output distribution (Amini et al. 2020).

Specific to network-level short-term traffic forecasting, we observe that most proposed models
in the literature use those easily observable macroscopic variables (speed, flow etc.) as inputs (Li
et al. 2017; Ma et al. 2017 etc.) and they specifically focus on accuracy improvement. Disentangling
input-dependent aleatoric and epistemic uncertainty can address a critically important but in many
cases ignored question:

How predictable are macroscopic traffic states if only observations of traffic speed and flow are provided, and
why?

The two types of uncertainty must be jointly considered to evaluate the ‘predictability’. If aleatoric
uncertainty dominates, then using better models or collecting more data of the same type cannot
significantly improve the prediction accuracy. Conversely, epistemic uncertainty can be regarded as
a measure of how much predictive accuracy can still be achieved by better modelling or collect-
ing more data. If the epistemic uncertainty is higher, then investing in modelling techniques and
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expanding datasets are worthwhile. In summary, quantifying and comparing these two sources of
uncertainty is informative for whether analysts and scientists should focus on expanding the source
of heterogeneous data, or on more sophisticated modelling techniques.

In this study, we employ probabilistic deep-learning models and Deep Ensembles (DE) (Lakshmi-
narayanan, Pritzel, and Blundell 2016) to quantify both aleatoric and epistemic uncertainty associated
with network-level, multi-step highway speed forecasting. The major contributions of this paper are
summarized as follows:

• Use a deep ensemble of graph neural networks to quantify aleatoric and epistemic uncertainty in
multistep highway speed forecasting.

• Illustrate that the predictability of traffic speed is mainly restricted by the inherent randomness of
traffic dynamics, especially the bi-modality of long-term traffic state.

• Conclude that collecting more macroscopic traffic data or developing more complex correlation-
based models cannot significantly improve the prediction accuracy, based on the employed
uncertainty quantification method.

This paper is organized as follows. We first briefly overview the related works in the literature in
Section2. Section3presents theuncertaintyquantificationmethodanddetails of theproposedmodel.
In Section 4, themodel is tested on a real-world highway network and the analysis of the experimental
results is presented in Section 5. Finally, Section 6 concludes and proposes several relevant research
directions.

2. Overview

Quantifying uncertainty is an important topic in many domains. Various models and methods have
been developed to address the uncertainty concerns in prediction and estimation tasks. Recently,
deep neural networks (DNNs) have gained considerable prominence in the domains of traffic predic-
tion and uncertainty quantification. They have demonstrated superior predictive accuracy and greater
robustness in estimating uncertainty as compared to simulation-based models and other machine-
learning techniques. In this subsection, we initially provide an overview of the DNN-based uncertainty
quantification (UQ)methods. Next, a succinct overview of UQ techniques implemented for traffic state
prediction and estimation is provided.

In principle, the key to quantifying aleatoric and epistemic uncertainty through DNNs involves
directly getting an ensemble of output distributions or giving a set of parameters to describe the
distribution ensemble. Bayesian neural networks (BNN) are amongst the most popular methods to
this end. However, directly training a BNN is difficult. For a given training set D, the exact form of
the posterior distribution of model parameters p(θ |D) is intractable. So this term has to be approxi-
mated by a variational distribution. Monte-Carlo dropout (MC-dropout) (Kendall and Gal 2017) is one
of the most widely-used methods. Dropout layers (Srivastava et al. 2014) are implemented in DNNs
and the random dropout is also enabled during inference. One can acquire an ensemble of outcomes
by executing the same model repeatedly. For example, Zechin et al. (Zechin and Cybis 2023) used
MC-dropout LSTMs to forecast the probabilistic traffic breakdown. However, Foong et al. shows that
MC-dropout is a relatively worse approximation for deeper BNNs (compared to shallow models), and
not robust to the data collected fromdifferent situations (the so-called dataset shift). Other approxima-
tion techniques includeMarkov chainMonte-Carlo (MCMC) (Kupinski et al. 2003), variational inference
(VI) (Swiatkowski et al. 2020), Taylor-expansion based Laplacian approximation (Ritter, Botev, and
Barber 2018), to name a few.

Deep ensembles (Lakshminarayanan, Pritzel, and Blundell 2016) constitute another powerful
approach for both improving predictive accuracy and estimating uncertainty. In particular, the uti-
lization of random initialization has demonstrated unexpectedly strong performance and robustness
(Ovadia et al. 2019), achieving outcomes comparable to state-of-the-art methods in many tasks. The
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high performance of DE can be interpreted from the perspective of ‘loss landscapes’. Fort, Hu, and
Lakshminarayanan (Fort, Hu, Lakshminarayanan 2019) show that random-initialization DE can explore
multiple local optima of loss functions whereas a single optimization trajectory often falls into one.
During inference, we do not sample weights from one model but get multiple outputs from an
ensemble of deterministic models (with different but fixed weights). The primary limitations of deep
ensembles include the high computational resource demands and relatively slow inference speed.
Some techniques, like DE distillation (Malinin, Mlodozeniec, and Gales 2019), are proposed tomitigate
these problems. But to achieve comparable performance, pre-training a DE is still necessary.

Recently, some studies have attempted to achieve uncertainty quantification through a single
deterministic model utilizing a sole forward pass, such as inducing radical-basis function (van Amers-
foort et al. 2020) and deep evidential regression (Amini et al. 2020). However, the effectiveness and
performance of these methods need to be tested on more tasks (Malinin et al. 2020). For a recent and
comprehensive review of uncertainty quantification in deep learning models, we refer the readers to
Abdar et al. (2021).

Traffic state estimation and traffic prediction are closely related and they can benefit from the same
uncertainty quantification (UQ)methods. Traffic state estimation involves interpolating state variables
based on incomplete data, while traffic prediction extrapolates past traffic conditions to anticipate
future outcomes. Seo et al. (2017) systematically reviews the traffic state estimation on highways. For
traffic prediction, we refer the readers to Yuan and Li (2021) for a recent survey.

One of the most common UQ approaches is using stochastic differential equations (SDE) to esti-
mate (Zheng et al. 2018) or predict traffic states (Chu et al. 2011; Tahmasbi and Mehdi Hashemi 2013).
Building such a simulator on the desired level requires a thorough understanding of traffic dynam-
ics. The simulation is explainable and controllable. However, some critical parameters and random
terms are either unobservable or difficult to calibrate in real-world scenarios. Therefore, additional
data or assumptions have to be induced. For example, the rate of vehicle arrival follows a Poisson dis-
tribution under free-flowing highway conditions (Daganzo 1997), which needs to be estimated from
microscopic data. Modelling how the uncertainty propagates within the simulator and disentangling
the epistemic uncertainty are also challenging (Punzo and Montanino 2020).

Data-driven approaches, on the other hand, prioritize learning the relationship between the input
and output variables, thus requiring fewer assumptions. One of the most important methods is
(extended) Kalman filter (Liu et al. 2006; Van Hinsbergen et al. 2011), in which total uncertainty is
decomposed into process error and measurement error. It was applied to quantify the uncertainty
of univariate traffic flow estimation (Wang and Papageorgiou 2005) and prediction (Guo, Huang, and
Williams 2014), speed prediction (Guo andWilliams 2010), and travel time estimation (VanHinsbergen
et al. 2011). Heteroscedastic Gaussian Process (HGP) (Rodrigues and Pereira 2018) is another represen-
tative example. The results show that large-scale crowd-sourced traffic data, specifically about speed,
is subject to temporal uncertainty that varies over time. However, these models cannot evaluate the
rareness of the current traffic state.

DNN-based UQ methods are also widely studied. Bayesian neural networks are used to give con-
fidence intervals of univariate time series, such as travel time (van Hinsbergen, Van Lint, and Van
Zuylen 2009) or traffic flow (Zheng, Lee, and Shi 2006). Graph neural networks (GNN) extend grid-like
convolutional neural networks to graph structures (Kipf and Welling 2016) and have been applied
to network-level traffic state estimation and forecasting because road networks can be naturally
represented by a graph. In the literature, many GNN-based traffic forecasting models are proposed
and some of them aim at quantifying predictive uncertainty, such as Bayesian GNN (Fu, Zhou, and
Chen 2020), deep echo state networks (McDermott andWikle 2019), and ensemble-based approaches
(Chen et al. 2021; Del Ser et al. 2020). Recently, Mallick, Balaprakash, and Macfarlane (2022) and Qian
et al. (2022) haveemployed thedeep-ensemblemethod,with efforts tomake it adaptive for traffic fore-
casting. However, previous papers primarily focussed on benchmarking accuracy and only presented
the estimated uncertainty. The impact of aleatoric and epistemic uncertainties on traffic forecasting
has not been thoroughly examined in these works.
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Based onprevious studies, this paper focuses on understanding the predictive uncertainty given by
GNN ensembles from a traffic dynamics perspective. Particular emphasis is given to the implications
for continuous data collection.

3. Method

This section describes themethodology employed to develop an uncertainty-aware traffic speed fore-
casting mode. We will present the deep-ensemble-based approach for quantifying uncertainty, the
formulation of the problem, and the structure of the model in a sequential manner.

3.1. DE-based uncertainty quantification

In the overview, we mentioned that deep ensemble is one of the most robust UQ methods. In this
section, we first briefly explain how DE works. Next, we will introduce the appropriate uncertainty
metrics to be used and explain how uncertainty can be quantified.

Assume that a training dataset D = {(xxxs,yyys)}Ss=1 is given. Here (xxxs,yyys) are observed input-output
pairs. XXX and YYY represent the input and the output random variables separately (such as traffic flow or
speed). S is the number of samples. An ensemble of K randomly-initialized probabilistic models are
independently trained by using this dataset, denoted as {Mi}Ki=1. Now for one specific test input xxx∗,
the DE is used to quantify the uncertainty of the output yyy∗, whose probability distribution is denoted
as p(yyy∗). Eachmodel predicts the probability distribution of output so the K models give an ensemble
of distributions {pi(yyy∗ |XXX = xxx∗)}Ki=1. We briefly note it as {pi(yyy∗)}Ki=1 from now on.

Suppose there are a sufficient number of similar samples to xxx∗ in the training set. In that case, the
models can effectively learn andmatch the output distribution, regardless of how the parameters are
initialized. The ensemble of output distributions is consistent. In this case, we say that the epistemic
uncertainty is low and the estimation of p(yyy∗) is reliable. p(yyy∗) itself represents the irreducible aleatoric
uncertainty. Conversely, if the test point xxx∗ was rarely or almost never seen during training, the pre-
dictions will differ significantly due to the random initialization of parameters and the presence of
unconstrained model behaviours in training. So the DE will give diverse distributions and thus the
estimate of p(yyy∗) is unreliable. This is a so-called high epistemic uncertainty case. Figure 1 illustrates
these concepts by a simple task, saying learning the Gaussian relationship p(y | x) = N (μ(x), σ 2(x)).
The training set contains more samples in the centre but fewer samples around the boundary. The
magnitude of noise σ 2 decays with |x|. x∗ ≈ 0 is a typical low epistemic and high aleatoric uncer-
tainty test point. While x∗ ≈ −3.5 has significantly higher epistemic uncertainty due to the lack of
data. We cannot give reliable predictions. In this example, gathering additional data or enhancing
modelling techniques for the inputs located in the middle area, where the dataset already contains a
sufficient number of samples, will not lead to an improvement in prediction accuracy. This is because
the inherent noise within that region is irreducible and enough samples are already provided to learn
the distribution. However, collectingmore data around the borders can significantly reduce epistemic
uncertainty and thus improve the total performance.

The discussion above gives a qualitative analysis of the DE-based UQ method. For quantitative
estimation, three questions must be answered:

(1) What metrics should be used to measure uncertainty?
(2) How to quantitatively estimate them?
(3) What prior distributions should be used for a traffic speed forecasting task?

For the first question, there are two common metrics to represent the uncertainty of a continuous
scalar random variable, variance and differential entropy. For a specific input, the mean and the vari-
ance of the output distribution given by the i-th model in the ensemble are denoted as μi and σ 2

i ,
respectively. Then the well-known law of total variance decomposes total uncertainty into epistemic



6 G. LI ET AL.

Figure 1. A 1D example of aleatoric uncertainty and epistemic uncertainty. Here 10 different models are used to learn p(y | x)
from the given training data. The left and right figure shows two ensembles of predicted distributions at two different test points,
x = −3.5 (left) and x = 0 (right).

and aleatoric parts as follows (Lakshminarayanan, Pritzel, and Blundell 2016):

Var(y∗) = E(σ 2
i )︸ ︷︷ ︸

aleatoric

+ Var(μi)︸ ︷︷ ︸
epistemic

(1)

On the other side, differential entropy is defined as follows:

H(y∗) = −
∫
Y
p(y∗) ln p(y∗)dy∗ (2)

Here p(y∗) is the posterior distribution of output, which can be approximated by the average distribu-
tion of the ensemble (if K is large enough):

p(y∗) ≈ 1
K

K∑
i=1

pi(y
∗) (3)

Similarly, Ryabinin, Malinin, and Gales (2021) shows that the total entropy can be decomposed into
the following terms:

H(y∗) = E[Hi(y
∗)]︸ ︷︷ ︸

aleatoric

+ E[DKL(pi(y
∗)‖p(y∗))]︸ ︷︷ ︸

epistemic

(4)

Here Hi(y∗) is the differential entropy of each distribution in the ensemble and DKL(pi(y∗)‖p(y∗)) is
the Kullback–Leibler (KL) divergence from each distribution to the (average) posterior distribution. KL
divergence measures the directed ‘distance’ from the first distribution to the second one. It is non-
negative. The definition is:

DKL(pi(y
∗)‖p(y∗)) =

∫
p(y∗)>0

pi(y
∗) ln

pi(y∗)
p(y∗)

dy∗ (5)

For the second question, Equations (1) and (4) give how to quantify both types of uncertainty. They
have similar forms. The aleatoric uncertainty is measured by the average variance or differential
entropy of the ensemble distribution, and the epistemic termmeasures the diversity of the distribution
ensemble by the variance of theirmean values (point estimate) or by their average distance to the pos-
terior distribution. They are consistent with the example shown in Figure 1. Many articles rely on only
one of the two metrics to assess predictive uncertainty. However, in this investigation, both metrics
are assessed. The epistemic expressions presented in Equations (1) and (4) offer distinct advantages.
Specifically, variance is scale-dependentbut KL-divergence is not. Therefore, Equation (1) is suitable for
estimating the remaining room for accuracy improvement and Equation (4) provides amore objective
means of measuring the ‘rareness’ of input, which is a scale-independent concept.
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For the third question, the answer depends on what quantity to predict. Since traffic flow [veh/h]
is not a state variable (i.e. low flows may coincide with both free-flowing traffic and heavy conges-
tion), and density [veh/km] is difficult to measure directly, speed [km/h] is an appropriate index of
congestion. In the literature, there are two ways to learn the output distributions. The first one is the
parametric approach,whichmeansweassume that theprior distribution canbe representedby a small
set of parameters, such as Gaussian (Rodrigues and Pereira 2018; Yuan et al. 2021). Second, the non-
parametric histogram regression used in motion prediction (Gu, Sun, and Zhao 2021) can assimilate
the output distribution of traffic state variables directly. The output space is discretized and themodel
learns the probability that the prediction falls into each interval. Parametric probabilistic models are
usually easier to train, but only some simple priors can be used. The histogram regression method,
conversely, can approximate any distributions. Nevertheless, due to the distinctiveness of individual
locations within a road network (they have different numbers of lanes, etc.), the histogram regression
model cannot shareweights across thenetwork. This drawback substantially augments the complexity
of the model. Therefore, non-parametric approaches are only appropriate for tasks that involve single
or two scalar outputs, such as microscopic trajectory forecasting (Gilles et al. 2022) or dense object
detection (Lin et al. 2017).

In this study, both approaches are explored. First, the parametric approach is used for quantifying
two types of uncertainty. Here we choose Beta distribution prior due to the boundness of speed:

b(v;α,β) = 1
B(α,β)

vα−1(1 − v)β−1 (6)

whereB(α,β) is a Beta function thatnormalizes thedensity function.α > 1andβ > 1mustbe satisfied
to make sure that the distribution is bounded everywhere. The mean and variance are:

μ = α

α + β
(7)

σ 2 = αβ

(α + β)2(α + β + 1)
(8)

and its differential entropy is given by:

H = ln B(α,β)− (α − 1)ψ(α)− (β − 1)ψ(β)+ (α + β − 2)ψ(α + β) (9)

ψ() is the di-gamma function. For the standard Beta distribution, the random variable is defined
between 0 and 1. Therefore, when training the model, the output speed is also linearly normalized
between 0 and 1. During inference, the prediction is re-scaled up between 0 and the speed limit. To
summarize, the uncertainty quantification process is:

(1) Train an ensemble of probabilistic forecasting models that are randomly initialized.
(2) Calculate the mean, variance, and differential entropy of each output distribution.
(3) The average of the mean values gives the predicted speed.
(4) For variance-based uncertainty metrics, directly use Equation (1).
(5) For entropy-based metrics, first approximate the posterior distribution by Equation (3), then use

numerical methods to calculate the integrals in Equation (4).

We also trained a histogram-regression model to explain what factors restrict predictability. The
speed is discretized into 1 kmh−1 intervals from 0 to the speed limit so the task is converted to a classi-
fication problem. The learnt probability of all classes (speed interval) together gives the approximated
output distribution.

The description above outlines the general procedure for uncertainty quantification methods.
However, it is crucial to emphasize that the result of epistemic and aleatoric uncertainty is conditional
on the model design, problem formulation, and input variables. In the next section, we will introduce
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the variables that are included in the input and how traffic flow theory is embedded in the design of
the data-driven model.

3.2. Problem formulation

The problem formulation entails determining the desired output and selecting the variables to be
included in the input. As previously discussed, speed is a suitable metric for predicting traffic conges-
tion. To forecast traffic speed in the near future, traffic flow theory suggests that recent observations of
at least two variables among speed, flow, and density should be provided to establish the fundamen-
tal diagram. These variables possess a physical and causal relationship with the output. In practice, it
is often noticed that the flow tends to increase approximately 10–20m before a speed drop near an
on-ramp. This observation typically indicates thatmore vehicles are entering the traffic stream. Conse-
quently, the input variables for prediction includeboth speed and flow. Some studies also consider the
week-to-week or day-to-day periodicity, incorporating the average historical traffic state. However, we
argue that this connection is merely a correlation or potentially confounded by unobservable factors
such as traffic demand. There is no direct causal relationship with the current traffic state. Including
traffic states from past days may cause overfitting issues in the models.

Given a highway network with N links represented by a graph G. Its adjacency matrix is noted as
AN×N. The time interval between twoadjacent observations (δt) is fixed.Weaim topredict themarginal
distributionof speed (V) at each link i and time stamp t in the next T steps from theobserved speed and
flow (Q) in thepast P steps. Theproblem formulation ismodelling the following conditional probability
distribution:

p(Vi,t | VP×N,QP×N,AN×N) ∀ 1 ≤ i ≤ N; 1 ≤ t ≤ T (10)

3.3. Model structure

Given that the objective is to obtain the probability distribution of multi-step speed, a fully convolu-
tional model is more desirable than an RNN-based model as it obviates the need for generating the
traffic flow at each time step in the decoder. The backbone of the proposedmodel inherits the flexible
structure of the attention-based spatial-temporal graph convolutional networks (ASTGCN) proposed
by Guo et al. (2019). ASTGCN comprises a series of consecutive spatiotemporal blocks (ST-Blocks) as
themain body for extracting features. Nevertheless, the model designmust conform to the principles
of traffic flow theory. This ensures that themodel can accurately learn the appropriate physical (causal)
relationships and provide reliable uncertainty quantification. Failing to do so may result in the repe-
tition of erroneous correlations, such as similar congestion patterns occurring at different locations,
which would lead to underestimated or exaggerated aleatoric uncertainty. To address this concern,
various adjustments have been made to the original ASTGCNmodel.

One ST-block’s structure is shown in Figure 2. It sequentially contains a Dynamic Graph Convolu-
tional (DGC) module proposed in Li, Knoop, and van Lint (2021), a temporal attention layer, a normal
convolutional layer along the time axis, and an extra skip connection to avoid gradient vanishing in
model training (He et al. 2016). Batch normalization (Santurkar et al. 2018) is applied at the end of
each ST-block. In contrast to the spatial attention layer employed in ASTGCN, DGC considers the con-
straints imposed by traffic flow theory. There are two key considerations. First, the learned impacts
of adjacent locations are dynamic and asymmetric in relation to upstream and downstream links due
to the directional nature of traffic flow. This acknowledges that the influence of adjacent locations
may vary based on the direction of traffic flow. Second, the connectivity degrees of adjacent matrices
are regulated by considering the maximum propagation speed of congestion and the time interval.
This ensures that only causally influential locations are considered in the model, thereby preventing
the learning of spurious correlations. We refer the readers to Li, Knoop, and van Lint (2021) for more
detailed explanations.
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Figure 2. The structure of the proposed model.

The output shape of every ST-block is (P,N, F). Here F is the feature dimension. 10 ST blocks are
stacked together to extract spatio-temporal features from inputs. More details of each layer in the
ST-block can be found in the Appendix 1.

Following the stacked ST-blocks, the hidden representation is converted to the desired output
shape by an output module. Different from the fully connected layers and the fusion module used
in ASTGCN, the proposed model employs two new output modules. Their structures are shown in
Figure 3. For modelling Beta distributions, we learn its mode ω and reduced concentration κ :

κ = α + β − 2

ω = α − 1
κ

(11)

After applying two normal 2D convolutional layers, the hidden features are split into h1 and h2, and
then they are activated by the following functions to give ω and κ , which are the target to learn:

ω = sigmoid(h1)

κ = exp (h2 + 3) (12)

Compared to directly learning α and β , this scheme is numerically more stable and converges faster
(similar to the activation strategy used for Gaussian prior. See Kendall and Gal 2017 for more details).
The loss function is negative-log-likelihood (NLL), defined as follows:

NLL = −
∑
i,t

ln b(V label
i,t ; ωi,t , κi,t) (13)

For histogram regression, assume that the speed is uniformly discretized into C intervals. The out-
put module firstly adjusts the dimension to the desired shape by a 2D convolutional layer, then cross
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Figure 3. The structure of the output module. The left one is for Beta distributions and the right one is for histogram regression.

attention layers (Huang et al. 2019) map the features to each interval of each individual location. As
mentioned before, the cross-attention layer shall not share parameters among different road links.
Otherwise, the model will give similar predictions for all locations (the model fails). This non-shared
strategy greatly increases the complexity of the model. Therefore, we only train one histogram-
regression model for interpreting the estimated predictability instead of getting an ensemble of such
models for uncertainty quantification.

More details of the cross-attention layer can be found in the Appendix 1. The final output is acti-
vated by the sigmoid function. Focal loss (Lin et al. 2017) is used to learn the unbalanced distribution
of labels. Here Yp is the ground truth of class (0 or 1) and Ŷp is the predicted probability of each speed
interval.

Loss = −1
P

∑
p

(Yp − Ŷp)
2f (Yp, Ŷp) (14)

f (Yp, Ŷp) =
{
ln Ŷp if Yp = 1

(1 − Yp)4 ln(1 − Ŷp) else
(15)

4. Experiments

In this section, experiments are carried out on a real-world highwaynetwork. All data used in this paper
are collected and processed by theDutchNational DataWarehouse (NDW–www.ndw.nu). Dual induc-
tive loop detectors on the freeways measure the speed and flow data. The raw data are aggregated
to average speed and flow per lane for each loop detector. These loop detectors are not uniformly
distributed on the target network. The Adaptive Smoothing Method (ASM) (Schreiter et al. 2010) is
applied to project the aggregated data onto a uniform grid and to fill in missing values. In this study,
we use the processed data.

The highway network around Amsterdam (the Netherlands) is selected as a case study. The net-
work is shown in Figure 4. It consists of 9 highways that connect the Amsterdam city centre, several
smaller towns, and Schiphol International Airport. This busy network contains rich congestion pat-
terns. All highways are uniformly partitioned into 400m length links, and we consider specific driving
directions only (marked in Figure 4), resulting in a network of 193 links (N = 193). Both speed and flow
are aggregated every 4mby averaging. The observed speed and flow in the past 60m (P = 15) is used
to predict the evolution of speed in the next 40m (T = 10).

The data for the entire year of 2018 is chosen as the training set. To focus on predicting traffic con-
gestion, only congested periods are considered. The data preparation method is as follows. For one
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Figure 4. The selected highway network around Amsterdam. Arrows represent driving directions. The number of each road is also
marked.

Table 1. Number of samples of used datasets.

Training Validation 2019-test 2022-test

Nb. of samples 12964 1830 4053 3163

moment t, if any position’s speed is lower than 40 kmh−1 within (t − 20m, t + 20m), then this sample
is added in the data set. So the prepared data set includes diverse patterns ranging from pre- to post-
congestion periods. We randomly select 15% samples from the training set as the validation set. To
mimic the real-world model deployment and continuous data collection environment, two different
test sets are prepared, Mar. 1st – May 31st of 2019 (noted as 2019-test) and Mar. 1st – May 31st of
2022 (noted as 2022-test). They are respectively before and after the lockdown measurements in
the Netherlands. We expect that the congestion patternsmay be different. The number of samples for
all used data sets is listed in Table 1. 2022-test has fewer samples than 2019-test because it has
less congestion.

Following the recommendation given in Lakshminarayanan, Pritzel, and Blundell (2016), we train
a maximum of 15 randomly initialized Beta-based models for uncertainty quantification and 1
histogram-regression model for assimilating true distributions. The input speed and flow data are
normalized by the z-score function for all datasets.

In addition, to validate that the proposed model is resilient to erroneous spatiotemporal correla-
tions by design and can give reasonable uncertainty, we construct 3 imaginary and counterfactual
datasets and carry out the corresponding extra experiments. The details and the results are provided
in the Appendix 2.

5. Results and discussion

This section will present the experimental results of predictive accuracy, followed by an analysis of
aleatoric uncertainty and epistemic uncertainty. Based on these results, we will address the primary
research question: to what extent is macroscopic traffic state predictable, and what factors limit its
predictability?

5.1. Accuracy

Here we consider three widely-used accuracy metrics, mean-absolute-error (MAE, which is L1
loss), mean-absolute-percentage-error (MAPE), and root-mean-square-error (RMSE, which is L2
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Table 2. Performances of different ensemble sizes on both test sets.

Ensemble size K MAE(kmh−1) MAPE(%) RMSE(km h−1) NLL

2019-test
1 5.95 15.96 11.77 −2.45
3 5.89 16.15 11.57 −2.46
5 5.83 16.27 11.55 −2.48
10 5.77 16.17 11.46 −2.49
15 5.76 16.12 11.46 −2.49
ASTGCN 5.89 16.25 11.31 –

2022-test

1 5.22 15.73 10.80 −2.51
3 5.07 12.15 10.37 −2.59
5 5.02 12.23 10.34 −2.60
10 4.96 12.12 10.25 −2.63
15 4.96 12.15 10.24 −2.64
ASTGCN 4.99 13.05 10.92 –

loss):

MAE = 1
TN

∑
i,t

|Vi,t − V̂i,t| (16)

MAPE = 1
TN

∑
i,t

|Vi,t − V̂i,t|
Vi,t

(17)

RMSE2 = 1
TN

∑
i,t

(Vi,t − V̂i,t)
2 (18)

Table 2 compares the prediction accuracy of the Beta-prior models used in this study with the original
ASTGCN model that minimizes MSE (one model, not an ensemble). Overall, They have very close per-
formances. We observe that the accuracy does not improve much for K> 10, which is consistent with
the conclusion in Lakshminarayanan, Pritzel, and Blundell (2016). We emphasize that the focus of this
study is quantifying uncertainty instead of the accuracy benchmark. We do not discuss deeply on the
accuracy results.

Before analyzing uncertainty, it is necessary to evaluate how well the distributions are mod-
elled. The quality of uncertainty quantification is evaluated by the method proposed in Kendall and
Gal (2017) (explained in Appendix 3). The results of 2019-test are presented in Figure 5. Figure
5(a) shows the relationship between the RMSE and the aleatoric/epistemic uncertainty thresholds. All
curves are monotonically decreasing with the confidence level, which means that estimated uncer-
tainty is strongly correlated with the confidence of predictions. Figure 5(b) further clarifies how well
Beta distributions model the true distribution on average. The x-axis depicts the percentile of pre-
dicted distribution (expected confidence) and the y-axis is the percentage of observations that are
indeed below this percentile (frequency). In the ideal case, the true distribution is perfectly modelled
so the relationship between frequency and expected confidence should be y = x. In Figure 5(b), we
see that the MAE distance to the ideal case increases with the prediction horizon. But the three curves
are all close to the ideal line. It means that the uncertainty estimation is reliable on average.

The results above prove that the used Beta-prior model can well depict the output distributions in
most cases. Next, we will focus on analyzing aleatoric and epistemic uncertainty.

5.2. Predictability of traffic congestion

Figure 6 shows the relationship between two types of uncertainty and the prediction horizon. On
average, both epistemic and aleatoric uncertainty, and thus the total uncertainty, increases with the
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Figure 5. (a) RMSE-confidence threshold (recall) curves and (b) calibration plots for different single predictive steps on
2019-test.

Figure 6. Relationship between the average aleatoric uncertainty, epistemic uncertainty, total uncertainty of each predictive step,
and the prediction horizon. (a) 2019-test; (b) 2022-test. Notice that uncertainty is measured by σ here.

predictionhorizononboth test sets. For all prediction steps, aleatoric uncertainty is significantly higher
than epistemic uncertainty, which means that the inherent randomness of traffic dynamics over-
whelmingly determines the total predictive error (RMSE). The remaining improvement room for better
modelling and dataset expansion is limited.

Next, we compare different uncertaintymetrics. In Figure 7, the distributions of two types of uncer-
tainty measured by entropy metrics and variance metrics on both test sets are presented. We see
that using either the variance or differential entropy, the distributions of aleatoric uncertainty are
highly consistent. The 2022-test set has lower average aleatoric uncertainty than 2019-test.
However, the distributions of epistemic uncertainty measured by variance or entropy are significantly
different. Variance is scale-dependent so the epistemic uncertainty is positively correlated with the
aleatoric uncertainty. The top right distributions are indeed very similar to those in the top left figure.
There is no significant difference between the distributions of epistemic uncertaintymeasured by vari-
ance for the two test sets. The average epistemic uncertainty of 2022-test is even slightly lower
than 2019-test. However, the entropy-based epistemic uncertainty metric is scale-independent.
The bottom right figure clearly shows that 2022-test has higher epistemic uncertainty than
2019-test (see the two peaks). The difference originates from the fact that entropy-based met-
rics consider the diversity of distributions instead of only the diversity point estimates. For both test
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Figure 7. Distributions of prediction uncertainty on two test sets. Left column: aleatoric uncertainty; right column: epistemic
uncertainty; top row: variance metrics; bottom row: entropy metrics.

sets, most samples are located at the low epistemic uncertainty end. Only 11 samples are identified as
out-of-distribution cases due to large-scale loop detector failures.

In summary, the analysis above answers the first part of the question. The uncertainty quantified
by the used model is reliable. Conditioned on this specific model, the predictability of the macro-
scopic traffic state (RMSE lower bound) ismainly determined by the irreducible aleatoric uncertainty. If
using variance-basedmetrics, 2022 and 2019 have almost the sameepistemic uncertainty.While using
entropy-based metrics, we observe a significant shift between the 2019 and 2022 test sets (based on
the 2018 training set). This result demonstrates that the variance-based metric can give the improve-
ment room of RMSE accuracy. In contrast, the entropy-based metric is more suitable for measuring
how ‘rare’ the current traffic state is.

5.3. Bi-modality of speed forecasting

This subsection answers the second part of the research question: why is aleatoric uncertainty so high,
and what causes the low predictability? The key is using those concepts in traffic flow theory.

First of all, we visualize the statistical relationship between the estimated aleatoric uncertainty and
the predicted speed. Considering that different locations on the highway network have different fun-
damental diagrams, it is reasonable to study this relationship for each specific link of the highway
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Figure 8. Relationships between the predicted speed and the aleatoric uncertainty at three positions around congestion bottle-
necks. Here we only visualize the result of 20m single-step predictions, but the conclusions hold for all prediction horizons.

Figure 9. An example of predicted PDFs of speed given by histogram-regression model at link-55. The red lines are the evolution
of the ground truth (labels).

network.Wemanually checkedall 193 links. Three representative examples aregiven in Figure 8. These
three links are around three frequently congested on-ramps (marked on the right figure). The aleatoric
uncertainty-speed relationship has a consistently similar ‘inverse U’ shape. The model gives relatively
lower aleatoric uncertainty for both congested (low speed) and free-flowing (high speed) predictions.
Free-flowingprediction is evenmore certain. However, the inherent randomness is significantly higher
around the transition (capacity) state (medium speed, 50 kmh−1–60 kmh−1), which represents the
boundary between congested and free-flowing areas.

To explain this inverse-U relationship, we use the trained histogram-regression model to explic-
itly show the evolution of the approximated distribution of speed. Figure 9 presents an example
at link-55. When the prediction horizon is short, the distribution is uni-modal (only one local max-
imum) and highly concentrated around the label, which means that it can be well approximated
by a Beta distribution. With the increasing prediction horizon, the variance increases and the distri-
bution gradually shows stronger bi-modality. One mode is the congested state and the other one
is the free-flowing state. When such a bi-modal distribution is approximated by a uni-modal Beta
distribution by minimizing NLL loss, the mean value (predicted point value) will be located at the
middle (50 kmh−1–60 kmh−1, between two localmaxima). The result directly interprets the inverse-U
relationship observed in Figure 8.

Traffic flow theory explains the observed bi-modality in terms of the statistics of observed traffic
states and theunderlying explanatorymechanism. Figure 10(a) shows a typical speed-density relation-
ship with 4-minute aggregate data from a typical location upstream of a major congested bottleneck,
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Figure 10. (a) A typical fundamental diagrammeasured at a location upstream of a major bottleneck. An approximate (Smulders)
speed-density relationship is drawnover themeasurements.Most observations fall into two intervals: free-flow states V1 or (heavily)
congested states V2. (b) Fundamental diagram and capacity drop.

and a stylized Smulders fundamental diagram (FD) (Smulders 1988) drawn over the data. The data
illustrate that one can roughly distinguish three types of observed traffic states: those related to freely-
flowing traffic (speed intervalV1); (highly) congested conditions (speed intervalV2) and transient states
between these. Clearly, transient states occur less frequently than either of the other two states. Tran-
sient states includepassing shockwavesbetween larger spatio-temporal regionsof either free-flowing
or congested traffic, in which due to acceleration and deceleration average speed is somewhere
between V1 and V2. Most prolifically, this effect manifests as back-propagating stop-and-go wave pat-
terns travelling upstream (oftenmany kilometres). The precise frequency and onset of such waves are
notoriously difficult to predict. Their emergence frommicroscopic disturbances (such as sudden brak-
ing or aggressive lane-changing behaviours) cannot be predicted based solely on aggregated traffic
flow and speed information, no matter how fine the resolution of macroscopic data is.

Another explanation is based on the perspective of capacity drop, as shown in Figure 10(b). When
congestion occurs, the capacity drops from qmax to qc so traffic states may collapse to either inter-
sected point on the fundamental diagram. The transient state between them is unstable and seldom
observed. But which interval the traffic state will fall depends on microscopic driving behaviours
that cannot be known from macroscopic data. We refer the readers to Helbing et al. (2009) for
comprehensive analyses.

We now answer the second part of the question based on the non-parametric model. The long-
term predictability (aleatoric uncertainty) of highway congestion is low because of the impossibility
of predicting the precise time/frequency of congested wave patterns from speed and flow data, no
matter what model is used and/or how big the flow/speed data set is. This uncertainty grows rapidly
with the prediction horizon and will cause the bifurcation of future traffic states.

6. Conclusion and perspective

In this paper, we reconsider the network-level traffic speed forecasting problem from the perspective
of uncertainty quantification. In this last section, we will first summarize the main findings and then
propose several related research topics.

This study uses a deep ensemble of graph convolutional neural networks to quantify both aleatoric
and epistemic uncertainty in traffic speed forecasting. The results from this specific model design give
a crucial insight: when utilizing a full year of data and incorporating both speed and flow as inputs,
the irreducible aleatoric uncertainty is significant and accounts for the majority of the total predic-
tion error in highway speed forecasting. The stochastic nature of speed evolution on highways results
in long-term congestion exhibiting substantially low predictability, given that only flow and speed
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are considered as inputs. Additionally, in-depth analysis shows the bi-modality in the distribution
of predicted speed, which can be explained by traffic flow theory. This bi-modality cannot be accu-
rately predicted solely from averaged speed and flow data due to their limited information about the
causal factors underlying the bifurcation. Regarding epistemic uncertainty, the results indicate that
rare congestion patterns constitute only a small part of the data stream. Furthermore, compared to
uncertainty-based metrics, entropy-based metrics are better indicators of the ‘rareness’ of samples.

These findings conclude that neither investment in collecting more ‘rare’ (corner-case) speed and
flow data, nor the development of more sophisticatedmodels will lead to substantial improvement in
traffic forecasting, since this may reduce epistemic uncertainty only. However, we also emphasize this
conclusion needs to be substantiated with empirical evidence on different scales and different types
of road networks.

We close with several ideas for further research. First, enriching the diversity of data types may
be beneficial in reducing aleatoric uncertainty. For example, adding microscopic traffic quantities,
such as vehicle trajectory data, may increase the predictability of congestion because they are the
potential causation of the bi-modality of speed. How to effectively fuse these data from different
levels into one predictive framework is a challenging topic. Second, in this paper, the rareness met-
ric is directly computed from all predicted points. But in practice, we may be more interested in
low-speed areas. So this definition could be combined with congestion extraction and classification
techniques, such as Nguyen et al. (2019), to quantitatively study the recurrence of congestion patterns
and have a bird-view of the long-term evolution of traffic. A third idea pertains to histogram regres-
sion models. This method can also be combined with deep ensembles to quantify uncertainty. One
of the biggest advantages of this model is that we do not need to assume the prior form of output
distribution so the uncertainty estimationmay bemore precise. However, this model has higher com-
putational complexity and it ismore difficult to train. How to address these challenges also needsmore
investigation.
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Appendices

Appendix 1. Details about themodel
The input tensor is concatenated speed and flow at N links in the past P time steps, so the input shape is (P,N, 2). We
first present the details of one ST-block. The first module in an ST-block is the dynamic graph convolutional (DGC) mod-
ule proposed in Li, Knoop, and van Lint (2021). It learns input-dependent kernels instead of static kernels for applying
graph convolution. We refer the readers to the paper for more details. This DGC module has two hyperparameters, out-
put dimension Fout and the order of adjacent matrix k. The DGC module is applied to every time step. We briefly note it
as:

HHH(P,N,Fout) = DGC(XXX(P,N,Fin) ; k, Fout) (A1)
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Table A1. Estimated uncertainty for both test sets.

Alea.(km h−1) Epis.(km h−1) Total(km h−1)

9.92 0.07 9.92

The temporal attention layer is a global attention layer along the time axis, it does not have any hyper-parameters and
the output has the same shape as input. We note the input XXX(P,N,Fin) and its transpose XXXT(P,Fin ,N), then the layer writes:

QQQ = XXXTWWWq , KKK = XXXWWWk , VVV = XXXWWWv (A2)

HHH = softmax(WWWcQQQKKKT )VVV (A3)

The trainableparameters areWWWq ∈ R
Fin×N×N ,WWWk ∈ R

Fin ,WWWv ∈ R
Fin×Fin ,WWWc ∈ R

P×P . Then theoutputHHHhas the same shape
as XXX . We briefly noted the process above as:

HHH(P,N,Fout=Fin) = TA(XXX(P,N,Fin)) (A4)

The two temporal convolutional layers share the same hyperparameters, the length of the kernel L. Their number of
channels is the same as the input and the zero-padding is used then these two layers do not change the tensor shapes.
The activation, batch normalization, and residual connection are shown in Figure 2.

In summary, one ST-block has only three hyperparameters, k, Fout , L. In this study we choose k = 5, Fout = 64, L = 5.
After applying 10 ST-blocks the output has the shape (P,N, Fout = 64).

The output module for learning Beta distribution is easy to understand. Next, we present the cross-attention layer
used in the histogram regression module. The input tensor’s shape is XXXT ,N,Fin . The speed range is uniformly discretized
into C intervals, noted as VVVC,1. Considering that different locations have different numbers of lanes and speed limits, the
cross attention to each interval should be location-dependent. So the query speed tensor VVV must be duplicated N times,
noted as ZZZN,C,1. Then the cross-attention layer writes:

QQQ = ZZZWWWq , KKK = XXXWWWk (A5)

HHH = QQQKKKT (A6)

The trainable parameters areWWWq ∈ R
1×Fin andWWWq ∈ R

Fin×Fin . Then the output tensor has the shape (T ,N,C).

Appendix 2. Counterfactual experiments

A.1 Aleatoric uncertainty only
The first test is constructing a dataset that exclusively includes aleatoric uncertainty. In this case,we achieve this by replac-
ing the labels in such away that, regardless of the input’s historical traffic state, the output is alwayswhite noise (Gaussian)
centred at 80 kmh−1 with a standard varianceof 10 kmh−1. Consequently, theoutputbecomes independent of the input.

We proceed to retrain the models using this dataset and provide an overview of the estimated uncertainty metrics
in Table A1. As expected, we observe that the learned aleatoric uncertainty is close to 10 kmh−1, while the epistemic
uncertainty approaches zero. However, it is important to note that attaining a strictly zero value for epistemic uncertainty
is not feasible in practice due to the inherent fluctuations when training neural networks.

A.2 High epistemic uncertainty
The second task involves constructing a training set consisting solely of rare congestion patterns to investigate whether
the given epistemic uncertainty can be increased. For this purpose, we execute the pre-trained deep ensemble on the
training set and retain only the sampleswhose epistemic uncertainty ranks in the top 20%. As a result, we obtain a smaller
training set comprising 2600 samples. Subsequently, we train another deep ensemble using the same methodology on
this reduced dataset and examine the estimated uncertainty on the test sets. The results are depicted in Figure A1.

From the findings, it becomes evident that due to the smaller size yet diverse patterns of the training set, the propor-
tionof epistemic uncertainty is significantly higher compared to the results illustrated in Figure 6. In fact, it is almost onpar
with the aleatoric uncertainty in this scenario, leading to an overall increase in total uncertainty. With such high epistemic
uncertainty, the estimates of aleatoric uncertainty are not reliable either. These outcomes demonstrate that epistemic
uncertainty can effectively reflect the rarity of a test sample based on the specific training set employed (whether the
model has seen similar cases enough times during training).
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Figure A1. Uncertainty-horizon relationships on both test sets.

Figure A2. Manipulation of the traffic data. 0 min means the current moment.

A.3 Mismatched spatiotemporal correlation
The third experiment is designed to demonstrate the robustness of the method and its ability to avoid being influenced
by spurious spatiotemporal correlations. To achieve this, we construct a counterfactual dataset that deliberately disrupts
the spatiotemporal congestion features. This manipulation involves making changes to both the input and output as
follows:

• Input: We alter the order of times by placing the most recent 7 steps at the beginning, effectively rearranging the
temporal sequence.

• Output: We swap the first 100 locations with the remaining locations, thereby disrupting the spatial correlation.

The processing steps for this manipulation are illustrated in Figure A2. By creating the mutated dataset as described,
we ensure that all correlations within this dataset are inconsistent with traffic flow theory. If the ensemble is still able to
provide meaningful predictions despite these non-physical correlations, it suggests that the method is not resilient to
such correlations. On the other hand, if the method fails to make accurate predictions, it indicates robustness against
non-physical correlations.

In Figure A3, we present three examples of predictions obtained from this experiment. The output does not exhibit
clear congestion patterns along the time axis, further emphasizing the lack of meaningful correlations. Additionally,
Figure A4 illustrates how the estimated aleatoric uncertainty and RMSE (Root Mean Square Error) change with the pre-
diction horizon. The curves are nearly horizontal, indicating consistently high values. When compared to Figure 6, we
observe minimal differences between the two test sets in this counterfactual experiment.

These results demonstrate that the proposed method fails to capture any informative correlations in this mutated
dataset. Therefore,wecanconclude that themodel designprevents the learningofnon-physical relationships, reinforcing
its robustness and adherence to capturing meaningful uncertainty.

Appendix 3. RMSE-Recall curve and calibration plotting
The RSME-recall curve shown in Figure 5(a) is obtained by the following steps:
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Figure A3. 3 examples of predicted traffic state. To show consistency, the prediction is refined to 2m time interval by linear
interpolation. The predictions are compared with the ground truth.

Figure A4. RMSE/aleatoric uncertainty and prediction horizon relationships on the two test sets.
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(1) Sort the predictions according to the quantified aleatoric or epistemic uncertainty in descending order.
(2) Define a range of threshold values between 0 and 1. Here we use a uniform interval of 0.02.
(3) For each threshold value, compute the average RMSE of all predictions whose RMSE are below that threshold.
(4) Plot the RMSE and the confidence level values (Recall) on a 2D plot.
(5) Connect the plotted points to form the RMSE-Recall curve.

The calibration plot shown in Figure 5(b) is obtained by the following steps:

(1) Define a range of threshold values between 0 and 1. Here we use a uniform interval of 0.02.
(2) For each predicted posterior distribution and the corresponding ground truth, compute the percentile of the ground

truth.
(3) For each threshold value (expected confidence), calculate the percentage of the percentiles below the threshold

(observed frequency).
(4) Present the scatters on a 2D plot.
(5) Connect the plotted points to form the calibration plot.
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